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xix

Preface

Research in molecular genetics and cancer biology and advances 
in analytical technologies have revolutionized our understanding  
of cancer. Over the past three decades, there has been a massive 
acceleration in discoveries and observations that explains the 
genetic basis of cancer, a disease that until recently was thought 
about primarily in purely descriptive terms. Conversely, the study 
of malignancy has transformed our understanding of the molecu-
lar and genetic processes that govern the growth and proliferation 
of normal cells.

By 1995, our knowledge had expanded to the point that 
we felt it worthwhile to write a textbook describing the molecular 
basis of cancer for students, researchers, and providers of clinical 
care from a variety of disciplines. The aim in this fourth edition of 
the textbook continues to explain, rather than to merely recount.

Five editors, selected for their diverse expertise and their 
reputations as educators, met to design a sequence of sections 
and chapters that would lead the reader from the basic genetic 
and molecular mechanisms of carcinogenesis, to the molecular 
and biological features of cancer cell growth and metastasis, then 
to advances in sequencing technologies and bioinformatics that 
enable personalized risk assessment and diagnostics, followed by 
a description of molecular and genetic abnormalities that drive the 
common types of cancer, and finally to the molecular basis for new, 
targeted approaches to cancer therapy.

A purpose of this textbook is to describe the scientific 
underpinnings that will enable clinicians and other professionals 
who manage cancer patients to better understand the disease and 
its therapy. This book will be of equal, or possibly greater, inter-
est to laboratory and clinical investigators in biomedical research 
and to advanced students and trainees, who need to understand the 
molecular mechanisms that govern the functioning and malfunc-
tioning of malignant cells. Although the chapters follow a sequence 
that moves from pathogenesis to therapy, each chapter stands alone 
in its treatment of the subject matter.

Cancer arises as a result of genetic and epigenetic altera-
tions that either enhance or diminish the activities of critical path-
ways that mediate normal cellular activities. Impaired capacity 
to repair genetic alterations can contribute to the likelihood that 
cells accumulate these genetic abnormalities, leading to malignant 
transformation. The disease is not merely a disorder of individual 
transformed cells. These cells grow into tumor masses and attract 
a blood supply, and they invade through surrounding tissues and 
metastasize. Molecular influences from the environment around 

the cancer cells contribute importantly to the capacity of geneti-
cally altered cells to produce malignant tumors.

A remarkable lesson gained from cancer research is that 
the strategies utilized by widely divergent cell lineages to regulate 
growth and differentiation share common molecular pathways. 
The accumulation of mutations and altered expression of genes 
critical for these pathways is a recurrent theme observed in many 
different types of cancer. Cancers also appear to select for genetic 
abnormalities that may be most advantageous for escape from nor-
mal regulatory mechanisms in their particular microenvironments.

What is most exciting today is the active dialogue between 
clinical investigators and laboratory scientists who share an interest 
in applying the new knowledge of genetics and molecular biology 
to the early diagnosis, targeted treatment, and improved preven-
tion of disease. Today we have the opportunity to select treatments 
for clinical administration from among hundreds of new biologi-
cal and chemical anticancer agents targeting pathways altered by 
specific molecular irregularities that result from aberrant genes. It 
is only recently that we can detect the genetic aberrations in cancer 
specimens from individual patients in a reasonable time frame and 
at a reasonable cost. This means that genomic assays can be used 
to select therapies that target the products of the aberrant genes 
in a patient’s cancer and are more likely to provide benefit for that 
patient. The knowledge we present in this textbook should supply 
a basis upon which these new approaches to cancer therapy can be 
evaluated and implemented by those interested in understanding 
and critically assessing the many new products of the biotechnol-
ogy revolution.

The editors are delighted that we were able to recruit as con-
tributing authors outstanding investigators who are excited about 
the challenge of presenting their areas of expertise in a textbook 
format. In many cases this has required more time and effort than 
they initially anticipated, and we are grateful for their dedication. 
We hope that we have come at least part of the way toward achiev-
ing what we set out to do. We have been assisted and encouraged 
by the professionals at Elsevier, as well as the patient and ever-
essential help of the secretaries in our offices.

John Mendelsohn, MD
Joe W. Gray, PhD

Peter M. Howley, MD
Mark A. Israel, MD

Craig B. Thompson, MD
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Our understanding of the origins of cancer has changed 
dramatically over the past three decades, due in large part to 
the revolution in molecular biology that has altered the face 
of all biomedical research. Powerful experimental tools have 
been thrust into the hands of cancer biologists. These tools, 
including newly devised and implemented technologies that 
permit the interrogation of entire genomes, have made it pos-
sible to uncover and dissect the complex molecular machin-
ery operating inside the single cell, normal and malignant, to 
understand its operations, and to pinpoint the defects that 
cause cancer cells to proliferate abnormally.

Three decades ago, at least three rival models of cancer’s 
origins had substantial following among those interested in 
the roots of cancer. One model portrayed cancer as a dis-
ease of abnormal differentiation. According to this thinking, 
the changes in cell behavior that occur during the process 
of development run awry during tumor progression, causing 
cells to make inappropriate choices in moving up or down 
differentiation pathways. This concept of cancer’s origins had 
important implications for the molecular origins of cancer: 
because the process of differentiation involves changes in cell 
phenotype without underlying changes in the genome, this 
model suggested that cancer was essentially an epigenetic 
process—a change in cell behavior without an underlying 
change in its genetic constitution.

An alternative model was advanced by the virologists. 
By the early 1970s, a number of distinct cancer-causing 
viruses had been catalogued in various animal species and in 
humans. These ranged from the Rous sarcoma virus, whose 
discovery reached back to the first decade of the century, to 
Shope papillomavirus, Epstein-Barr virus, papovaviruses 
such as SV40 and polyomavirus, and a variety of retroviruses 
that infected various mammals and birds. The existence of 
these viruses suggested that similar agents operated to trig-
ger human tumors. Such hypothetical human tumor viruses 
were thought capable of insinuating themselves into human 
cells and transforming them from a normal to a malignant 
growth state.1

Yet another way of explaining cancer’s origins was 
advanced by those who were impressed by the increasing con-
nections being forged between carcinogens and mutagens. 
More than half a century of experiments had demonstrated 
the abilities of radiation as well as a vast array of chemicals to 
induce tumors in animals and occasionally in humans. Inde-
pendent of this research, Drosophila and bacterial geneticists 
had documented the abilities of some of these carcinogenic 
agents to act as mutagens. The most influential of these exper-
iments was to come from the laboratory of Bruce Ames. In the 
mid-1970s, Ames described a correlation between the muta-
genic potencies of various chemical compounds and their 
respective potencies to induce tumors in laboratory animals.2

Ames’ correlation (Figure 1-1) yielded the inference 
that the carcinogenic powers of agents derive directly from 
their abilities to damage genes and thus the DNA of cells. 
This strengthened the convictions of those who had long 
embraced the notion that cancer cells were really mutants 
and that their abnormal behavior derived from mutant genes 
that they carried in their genomes. This model implied that 
such mutant genes arose through somatic mutations, i.e., 
mutations that occur in somatic tissues during the lifetime 
of an organism and alter genes that were pristine at the 
moment of conception.

This last model of cancer’s origins would eventually 
dominate thinking; the other two models largely fell by 
the scientific wayside. As the 1970s progressed, the search 
for tumorigenic viruses associated with most types of com-
mon human cancers bogged down. Human papillomavirus 
(HPV) clearly had strong associations with cervical carci-
nomas, Epstein-Barr virus (EBV) with Burkitt’s lymphomas 
in Africa and nasopharyngeal carcinomas in southeast Asia, 
and hepatitis B and C viruses (HBV, HCV) with hepatocel-
lular carcinomas in east Asia. Together, these accounted for as 
much as 20% of tumors worldwide.3 However, the remaining 
types of cancers, and thus the vast majority of human cancers 
arising in the Western world, had no obvious viral associa-
tions in spite of extensive attempts to uncover them.

1William C. Hahn and Robert A. Weinberg

Cancer: A Genetic Disorder
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I. Carcinogenesis and Cancer Genetics4

The epigenetic model of cancer lost its attractive-
ness largely because an extensive array of mutant growth-
controlling genes was discovered in the genomes of human 
tumor cells. So the focus shifted increasingly to genes, more 
specifically the genomes of cancer cells. Cancer genetics in 
the 1970s and early 1980s became a branch of somatic cell 
genetics—the genetics of cells and their somatically mutated 
genes. Indeed, advances in the technology of DNA sequenc-
ing have now enabled the enumeration of mutations present 
in specific cancer genomes and will eventually lead to a com-
pendium of recurrent genetic alterations in human cancers.

The Discovery of Cellular Oncogenes

The notion that cancer cells were mutants should have moti-
vated a systematic search for genes that suffered mutation 
during the development of tumors. Moreover, these mutant 
genes should possess another property: they needed to spec-
ify some of the aberrant phenotypes ascribed to tumor cells, 
including alterations in cell shape, decreased dependence on 
external mitogenic stimuli, and an ability to grow without 
tethering to a solid substrate (anchorage independence). The 
fact that viruses were not important causative agents of most 
types of human tumors generated another conclusion about 

these cancer-causing genes: they were likely to be endoge-
nous to the cell rather than being imported into the cell from 
some external source. Stated differently, it seemed likely that 
these cancer genes were mutant versions of preexisting nor-
mal cellular genes.

In the 1970s, when this line of thinking matured, the 
experimental opportunities to test its validity were limited. 
The human genome, which harbored these hypothetical 
cancer genes, represented daunting complexity. Its vastness 
precluded any simple, systematic survey strategy designed to 
locate mutant growth-controlling genes within cancer cells. 
Indeed, it is only now, three decades later, that the means, 
deep sequencing of cancer genomes, for conducting effec-
tive systematic surveys for cancer genes has been developed. 
Thus the discovery of cancer-causing genes—oncogenes as 
they came to be called—depended on a circuitous, indirect 
experimental strategy.

Ironically, it was tumor viruses, in the midst of being 
discredited as important etiologic agents of human cancer, 
that led the way to finding the elusive cancer genes. Varmus 
and Bishop’s study of the Rous sarcoma virus (RSV) broke 
open the puzzle. Their initial agenda was to understand the 
replication strategy of this chicken virus. However, in the 
years after 1974, they focused their attentions to unraveling 
the mechanism used by RSV to transform an infected nor-
mal cell into a tumor cell.

Earlier work of others had indicated that a single gene, 
named src, carried the vital cancer-causing information pres-
ent in the viral genome. Accordingly, the Varmus and Bishop 
laboratory launched a research program to trace the origins 
of this virus-associated src oncogene. In fact, the origins of 
most viral genes were obscure, shrouded in the deep evo-
lutionary past. It seemed that most viruses and thus their 
genes originated hundreds of millions of years ago, perhaps 
as derivatives of the cells that they learned to parasitize.

However, as this team reported in 1976, the src gene 
behaved differently: it was a recent acquisition by the Rous 
virus. Many closely related retroviruses shared with RSV 
an ability to replicate in chicken cells and a very similar set 
of genes needed for viral replication. However, these other 
viruses lacked the src gene and the ability to transform 
infected cells into cancer cells, suggesting that the src onco-
gene carried by RSV was a relatively recent genetic acquisi-
tion. The Varmus-Bishop group soon traced the origins of 
the src gene to an unexpected source—a closely related gene 
that resided in the genome of normal chickens and, by exten-
sion, in the genomes of all vertebrates. They named this gene 
c-src (cellular src) to distinguish it from the v-src (viral src) 
oncogene carried by the virus.4

The Varmus-Bishop evidence converged on a simple 
conceptual model. It explained all their observations and 
ultimately much more. The progenitor of RSV lacked the 
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v-src gene but grew well in chicken cells. During one of its 
periodic forays into a chicken cell, this ancestor virus picked 
up a copy of the c-src gene and incorporated it into its own 
viral genome. Once src was present within the viral genome, 
this slightly remodeled gene—now v-src—was exploited by 
RSV to transform cells it encountered in subsequent rounds 
of infection.

This provided a testimonial to the cleverness and 
plasticity of retroviruses, which seemed able to capture and 
then exploit normal cellular genes to do their bidding. But 
another implication was even more important: the Varmus-
Bishop work pointed to the existence of a normal cellular 
gene, the c-src gene, that seemed to possess a latent ability 
to induce cancer. This cancer-causing ability was unmasked 
when the c-src gene was abducted by the chicken retrovirus 
that became the progenitor of RSV (Figure 1-2).

The c-src gene was named a proto-oncogene to indicate 
its inherent potential to become activated into a cancer-
causing oncogene. Within several years, it became clear that 
as many as a dozen other tumorigenic retroviruses also car-
ried oncogenes, each of which had been abstracted from the 
genome of an infected vertebrate cell.5,6 Hence, there were 
many proto-oncogenes in the normal cell genome, not just 
c-src. Each seemed to be present in the DNA of a normal 
mammalian or avian host species, and by extension, present 
as well in the genomes of all vertebrates.

These discoveries were momentous because they dem-
onstrated that normal cellular genes had the ability to induce 
cancer if removed from their normal chromosomal context 
and placed under the control of one or another retrovirus. 
Still, a key piece was missing from this puzzle. Retroviruses 
seemed to be absent from most, indeed from almost all, 
human tumors. Could proto-oncogenes ever become acti-
vated without direct intervention by a marauding retrovirus?

An obvious response was that proto-oncogenes might 
be altered by mutational events that did not remove these 
genes from their normal chromosomal roosts. Instead, these 
mutations would alter proto-oncogenes in situ in the chro-
mosome by affecting either the control sequences or the 
protein-encoding sequences of these genes. This notion led 
to another question: If some proto-oncogenes could become 

activated by somatic mutations, such as those inflicted by 
chemical or physical carcinogens, would these be the same 
proto-oncogenes that were the targets of mobilization and 
activation by retroviruses?

In 1979 and 1980, answers came, once again from 
unexpected quarters. These newer experiments depended 
on the use of gene transfer, also known as transfection. The 
transfection procedure could be used to convey DNA, and 
thus genes, from tumor cells into normal recipient cells. The 
goal here was to see whether the transferred tumor cell DNA 
could induce some type of malignant transformation in the 
recipient cells. Success in such an experiment would indicate 
that the transferred gene(s) previously operated in the donor 
tumor cell to induce its transformation.

These transfection experiments succeeded (Figure 1-3). 
DNA extracted from chemically transformed mouse fibro-
blasts was able to induce normal mouse fibroblasts to undergo 
transformation.7 Retroviruses were clearly absent from both 
the donor tumor cells and the recipients that underwent 
transformation and so could not be invoked to explain the 
cancer-causing powers of the transferred DNA. Soon the 
identity of these transferred genes, which functioned as onco-
genes, became apparent. They were members of the ras fam-
ily of oncogenes, which had initially been discovered through 
their association with rodent sarcoma viruses.5,8 These 
rodent retroviruses had acquired ras proto-oncogenes from 
normal rodent cells, much like RSV, which had stolen a copy 
of the src proto-oncogene from a chicken cell.

Unanswered by this was the genetic mechanism that 
imparted oncogenic powers to the tumor-associated ras onco-
gene, more specifically an H-ras oncogene. It soon became 
clear that the tumor-associated H-ras oncogene was closely 
related to, indeed virtually indistinguishable from, a normal 
H-ras proto-oncogene that was present in the genomes of all 
vertebrates. Still, the tumor-associated ras oncogene carried 
different information than did the precursor proto-onco-
gene: the oncogene caused the malignant transformation of 
cells into which it was introduced, whereas the counterpart 
proto-oncogene had no obvious effects on cell phenotype. 
This particular puzzle was solved in 1982 with the find-
ing that an H-ras oncogene cloned from a human bladder 

Figure 1-2 The origin of the Rous sarcoma 
virus src oncogene The acquisition of the v-src 
oncogene by a precursor of Rous sarcoma virus 
apparently occurred when an avian leukosis 
virus (ALV) lacking this oncogene infected a 
chicken cell and appropriated the cellular c-src 
proto-oncogene, thereafter carrying this acquired 
gene and exploiting it to transform subsequently 
infected cells.
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carcinoma carried a point mutation—a single nucleotide 
substitution—that distinguished it from its counterpart 
proto-oncogene.9-11 This genetic alteration, clearly a somatic 
mutation, sufficed to convert a normally benign proto-onco-
gene into a virulent oncogene.

Within months, yet other activated oncogenes were 
found in human tumors by using DNA probes prepared 
from a variety of retrovirus-associated oncogenes. The myc 
oncogene, initially associated with avian myelocytomatosis 
virus, was found to be present in increased gene copy num-
ber (i.e., amplified) in some human hematopoietic tumors12; 
in yet others, myc was activated through a chromosomal 
translocation that juxtaposed its coding sequences with 
those of immunoglobulin genes, thereby placing the expres-
sion of the myc gene under the control of these antibody 
genes rather than its own normal transcriptional control ele-
ments.13 These discoveries extended and solidified a simple 
point: a common repertoire of proto-oncogenes could be 
activated either by retroviruses (usually in animal tumors) 
or by somatic mutations (in human tumors). The activating 
mutations involved either base substitution, amplification in 
gene copy number, or chromosomal translocation.

Multistep Tumorigenesis

The discoveries of mutant, tumor-associated oncogenes in 
human tumors led to a simple model of cancer formation. 
Mutagenic carcinogens entered into cells of a target tissue 
and mutated a proto-oncogene. The resulting oncogene 
then induced the now-mutant cell to initiate a program of 
malignant growth. Eventually, years later, the progeny of this 
mutant founder cell formed a large enough mass to become a 
macroscopically apparent tumor.

While satisfying conceptually, this simple model of 
cancer formation clearly conflicted with a century’s worth 
of histopathologic analyses, which had indicated that tumor 
formation is really a multistep process, in which initially nor-
mal cell populations pass through a succession of intermedi-
ate stages on their way to becoming frankly malignant. Each 
of these intermediate stages contains cells that were more 
aberrant than those seen in the preceding steps. This body 
of observations persuaded many that the formation of a 
malignancy depended on a succession of phenotypic changes 
in the cells forming these various growths. Quite possibly, 
each of these shifts in cell phenotype reflected a change in 
the underlying genetic makeup of the evolving pre-malignant 
cell population. Such a multistep genetic model of tumor 
progression stood in direct conflict with the single-hit model 
of transformation that was suggested by the discovery of the 
point-mutated ras oncogene.

By 1983, one solution to this dilemma became appar-
ent. In that year, experiments showed that a single introduced 
oncogene could not transform fully normal rat cells into ones 
that were tumorigenic. Two and maybe even more oncogenes 
seemed to be required to effect this conversion.14,15 For exam-
ple, whereas an introduced ras oncogene could not transform 
normal embryo cells into tumor cells, the co-introduction of 
a ras plus a myc oncogene, or a ras plus an adenovirus E1A 
oncogene, succeeded in doing so. It appeared that such pairs 
of oncogenes collaborated with one another to induce the full 
malignant transformation of normal cells (Figure 1-4, A).  
Moreover, this experiment suggested that human tumors 
carried two or more mutant oncogenes that collaborated 
with one another to orchestrate the many aberrant pheno-
types associated with highly malignant cells.

Observations such as these pointed to a new way of 
conceptualizing the multistep tumorigenesis long studied 
by the pathologists. It seemed plausible that each of the 

Figure 1-3 Transfection of a cellular 
oncogene The fact that the carcinoge-
nicity of various chemical compounds 
was correlated with their mutagenicity 
suggested that cancer cells often carry 
mutant, cancer-inducing genes, i.e., 
oncogenes, in their genomes. This could 
be proven by an experiment in which DNA 
was extracted from chemically transformed 
mouse fibroblasts and introduced, via the 
procedure of transfection, into untrans-
formed mouse fibroblasts. The appearance 
of foci of transformed cells in the latter 
indicated the transmission of a transform-
ing gene from the donor to the recipient 
cells, indicating that chemical carcinogens 
could indeed generate a mutant, cancer-
causing gene.
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Figure 1-4 Multistep tumorigenesis in vitro and in vivo (A) The ability of oncogenes to collaborate to transform cells in vitro was illustrated in 
this 1983 experiment in which neither a ras nor a myc oncogene was found able to induce foci when introduced into early passage rat embryo fibroblasts 
(REFs). However, when the two were introduced concomitantly, transformation ensued, as indicated by the appearance of foci. This suggested that 
tumor progression in vivo might involve a succession of mutations that created multiple collaborating cellular oncogenes. (B) By 1989, analyses of the 
genomes of colonic epithelial cells at various stages of tumor progression revealed that the more progressed the cells were, the more mutations they 
had acquired. In fact, some of the indicated mutations involved inactivation of tumor suppressor genes, to be discussed later. (A, from Land H, Parada LF, 
Weinberg RA. Nature. 1983;304:596-602; B, courtesy B. Vogelstein.)

histopathological transitions arising during tumor develop-
ment occurred as a consequence of a new mutation sustained 
in the genome of an evolving, premalignant cell population 
(Figure 1-4, B). According to this thinking, tumor devel-
opment was a form of Darwinian evolution, in which each 
successive mutation in a growth-controlling gene conferred 
increased proliferative potential and thus selective advantage 
on the cells bearing the mutant gene.16,17 Ultimately, a multi-
ply mutated cell bearing half a dozen or more mutant genes 
might exhibit all of the phenotypes associated with highly 
malignant cancer cells.

This mechanistic model was validated through the cre-
ation of transgenic mice. Cloned copies of mutant oncogenes, 

such as ras and myc, were introduced into the germlines of 
mice. These transgenes were structured so that the oncogene 
was placed under the control of a transcriptional promoter 
that ensured expression of the resulting “transgene” in a spe-
cific tissue or developmental stage. Now the presence of a 
mutant oncogene in a particular tissue could be guaranteed 
through the actions of an appropriately engineered transgene 
rather than being dependent on the random actions of muta-
genic carcinogens.

In one highly instructive group of experiments, a myc 
or a ras oncogene was placed under the control of the mouse 
mammary tumor virus transcriptional promoter, which 
guaranteed its expression in the mammary epithelium of 
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the pregnant female mouse.18 As anticipated, these mice 
contracted breast cancer at extremely high rates. This dem-
onstrated that mutant oncogenes were far more than mark-
ers of cancer progression; indeed, they could actually play a 
causal role in driving tumor pathogenesis.

Significantly, the transgenic mice did not contract can-
cer rapidly in their mammary tissue even though a mutant 
oncogene was implanted and expressed in virtually all of the 
epithelial cells of their mammary glands. Instead, their mam-
mary carcinomas arose with several months’ delay, indicating 
that a second (and perhaps third) alteration was required 
in addition to the activated transgene before mammary epi-
thelial cells launched a program of malignant growth. The 
nature of this additional alteration(s) was not always clear, 
but it almost certainly involved stochastic somatic muta-
tions striking the mammary epithelial cells, creating mutant 
growth-controlling genes that collaborated with the trans-
gene to trigger the outgrowth of malignant cell clones. In the 
years that followed, this work was extended to many types 
of human tumors, the cells of which were found to possess 
multiple mutant genes that contributed to tumor formation.

The Discovery of Tumor  
Suppressor Genes

The model of multistep tumorigenesis implied that a tumor 
cell carries two or more mutant oncogenes, each activated by 
somatic mutation during one of the stages of tumor devel-
opment. However, experimental validation of this model 
initially proved to be difficult. Most attempts at detecting 
mutant oncogenes in human tumor genomes yielded a ras or 
perhaps a myc oncogene, but rarely were two mutant onco-
genes found to coexist in the genomes of human tumor cells. 
This left two logical alternatives. Either the genome of a typi-
cal human tumor cell did not contain multiple mutated genes, 
as the multistep model of cancer suggested, or there were 
indeed multiple mutated cancer-causing genes in tumors, 
but many of these were not oncogenes of the type that had 
been studied intensively in the 1970s and early 1980s.

In fact, there were candidate genes waiting in the wings. 
These others operated in a fashion diametrically opposite to 
that of the oncogenes: they seemed to prevent cancer rather 
than favoring it and came to be called “tumor suppressor 
genes.” Several independent lines of evidence led to the dis-
covery and characterization of these genes.

Experiments using cell hybridization initiated by 
Henry Harris in Oxford provided the first indication of the 
existence of these suppressor genes.19 These cell hybridiza-
tions involved the physical fusion of two distinct types of 
cells that were propagated in mixed cultures. The conjoined 

cells would form a common hybrid cytoplasm and ultimately 
pool their chromosomes, yielding a hybrid genome.

Often these cell hybridizations involved the fusion of 
cells with two distinct genotypes. In some of these experi-
ments, tumor cells were fused with normal cells. The motive 
here was to see which genome would dominate in determin-
ing the behavior of the resulting hybrids. Counter to the 
expectations of many, the resulting hybrid cells turned out, 
more often than not, to be nontumorigenic.19 This indicated 
that the genes present in the normal genome dominated over 
those carried in the cancer cell. In the language of genetics, 
the normal alleles were dominant, whereas the cancer cell–
associated alleles were recessive. (More properly, the alleles 
present in the cancer cell created a phenotype that was reces-
sive to the normal cell phenotype.)

This unanticipated behavior could most easily be ratio-
nalized by assuming that normal cells carried certain growth-
normalizing genes, the presence of which was needed to 
maintain normal proliferation. Cancer cells seemed to have 
lost these genes, ostensibly through mutations that resulted 
in inactivated versions of the genes present in normal cells. 
When reintroduced into the cancer cells via cell fusion, the 
normal alleles reimposed control on the cancer cells, restor-
ing their behavior to that of a normal cell. In effect, these 
growth-normalizing genes suppressed the tumorigenic phe-
notype of the cancer cells and were, for this reason, termed 
tumor suppressor genes (TSGs).

In their normal incarnations, the TSGs seemed to con-
strain growth, unlike the proto-oncogenes, which seemed to 
be involved in promoting normal proliferation. Inactivated, 
null alleles of TSGs were found in tumor cell genomes in 
contrast to the hyperactivated alleles of proto-oncogenes 
(i.e., oncogenes) found in these genomes.

The study of retinoblastoma, the childhood eye tumor, 
converged on these cell hybridization studies in a dramatic 
way. This work had been pioneered by Alfred Knudson, who, 
beginning in the early 1970s, studied the genetics of this rare 
tumor. Knudson learned much by comparing the two forms 
of this cancer: sporadic retinoblastoma, which seemed to be 
due exclusively to accidental somatic mutations, and famil-
ial retinoblastoma, which appeared, like many familial can-
cers, to be due to the transmission of a mutated gene in the 
germline.

Knudson’s analysis of the kinetics of retinoblastoma 
onset persuaded him that a common set of gene(s) operated 
to generate both kinds of tumors.20,21 Although the nature 
of these genes eluded him, their number was clear. Sporadic 
retinoblastomas seemed to arise following two successive 
somatic mutations affecting a lineage of cells in the retina. 
The triggering of familial retinoblastomas seemed to require 
only a single somatic mutation. Knudson speculated that in 
these familial tumors, a second mutated gene was required 
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to trigger tumorigenesis and that this gene was already pres-
ent in mutant form in all the cells of the retina, having been 
inherited in mutated form from a parent of the affected child.

For the cancer geneticist, Knudson’s most important 
concept was the notion that a retinal cell needed to lose two 
mutant genes before it was transformed into a tumor cell. 
Sometimes one of the two mutant null alleles was contrib-
uted by the germline; more often, both genes arose through 
somatic mutation. However, the nature of these genes and 
the mutations that recruited them into the tumorigenic pro-
cess remained elusive. Finally, in 1979, karyotypic analysis 
of a retinoblastoma revealed an interstitial deletion in the 
q14 band of chromosome 13.22 Later work revealed that 
this resulted in the loss of a gene, termed RB. Hence, one of 
the two mutational events needed to make a retinoblastoma 
involved the inactivation of an RB gene copy, in this particu-
lar case through the wholesale deletion of the chromosomal 
region carrying the RB gene.

By 1983, the nature of the second mutational event 
became clear: it involved the loss of the second, hitherto 
intact copy of the RB gene.23 Hence, the two mutational 
events hypothesized by Knudson involved the successive 
inactivation of the two copies of this gene. Suddenly, the 
need for two mutations became clear: The first mutation 
left the cell with a single, still-intact copy of the RB gene, 
which was able, on its own, to continue programming nor-
mal proliferation. Only when this surviving gene copy was 
eliminated from the cell genome did runaway proliferation 
begin (Figure 1-5). Thus, mutations that inactivate an RB 
gene copy create alleles that function recessively at the cel-
lular level. Only when both wild-type alleles are lost through 
various mutational mechanisms does a retinal cell begin to 
behave abnormally.

The RB gene became the paradigm for a large cohort of 
similarly acting TSGs that suffer inactivation during tumor 
progression. These TSGs are scattered throughout the cell 
genome and act through a variety of cell-physiologic mecha-
nisms to control cell proliferation.24 They are united only 
by the fact that they control proliferation in a negative way, 
so that their loss permits uncontrolled cell multiplication to 
proceed.

The discovery of the RB gene gave substance and speci-
ficity to the genes that Harris had postulated from his cell 
fusion experiments. Equally important, they opened the door 
to understanding a variety of familial cancer syndromes. In 
the case of RB, inheritance of a mutant, defective allele pre-
disposes to retinoblastoma early in life with more than 90% 
probability. Inheritance of a defective allele of the APC TSG 
predisposes with high frequency to adenomatous polyposis 
coli syndrome and thus to colon cancer. The presence of a 
mutant TP53 gene in the germline leads to increased rates of 
tumors in a number of organ sites, including sarcomas and 

carcinomas, yielding the Li-Fraumeni syndrome. More than 
two dozen heritable cancer syndromes have been associated 
with germline inheritance of defective TSGs.25,26

In each case, the inheritance of a mutant, functionally 
defective TSG allele obviates one of two usually required 
somatic mutations. Because an inactivating somatic muta-
tion represents a low-probability event per cell generation, 
the presence of an already-mutant inherited TSG allele 
enormously accelerates the overall kinetics of tumor forma-
tion. As a consequence, the likelihood of a tumor arising dur-
ing the course of a normal lifespan is enormously increased.

The search for TSGs has been difficult, as their exis-
tence only becomes apparent when they are absent from a 
cellular genome. However, one peculiarity of TSG genetics 
has greatly aided the discovery of these genes. This involves 
the genetic mechanisms by which the second copy of a 
TSG is lost. In principle, two independent somatic muta-
tions could successively inactivate the two copies of a TSG, 

Familial
retinoblastoma

Genotype of 
fertilized egg 

Sporadic 
retinoblastoma

First somatic mutation

Second 
somatic 
mutation

Mutant
Rb allele

Mutant
Rb allele

Two
mutant

Rb gene
copies

Two
mutant

Rb gene
copies

Bilateral Disease Unilateral

Figure 1-5 Genetics of retinoblastoma development The develop-
ment of retinoblastomas requires the successive inactivation of two cop-
ies of the chromosomal RB gene. In the case of familial retinoblastomas, 
one of the two copies of this gene is already mutated in one or another 
gamete and is transmitted to the offspring, who is therefore hetero-
zygous at this locus in all cells of the body; subsequent loss, through 
somatic alterations, of the surviving wild-type gene copy leaves a retinal 
cell with no functional copies of this gene, enabling tumor formation to 
begin. In sporadic retinoblastomas, the conceptus is genetically wild 
type; however, two successive somatic mutations occurring in a lineage 
of retinal precursor cells leaves some of these cells, once again, without 
functional RB gene copies, and as before permits retinoblastoma tumori-
genesis to begin.
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thereby liberating a cell from the growth-constraining influ-
ences of this gene. However, each of these mutations nor-
mally occurs with a low probability—perhaps 10−6 per cell 
generation. The likelihood of both mutations occurring is 
therefore roughly 10−12 per cell generation, an extremely low 
probability. (Actually, because cancer cell genomes become 
progressively destabilized as tumors develop, this probability 
is usually higher.)

In fact, evolving premalignant cell populations carry-
ing a single, already-inactivated TSG copy often resort to 
another genetic mechanism to eliminate the second, still-
intact copy of this TSG. They discard the chromosomal 
arm (or chromosomal region) carrying the still-intact TSG 
copy and replace it with a duplicated copy of the chromo-
somal region carrying the mutant, already-inactivated TSG 
copy. All this is achieved via the exchange of genetic material 
between paired homologous chromosomes.

The end result of these genetic gymnastics is the dupli-
cation of the mutant TSG copy. Thus, the TSG goes from a 
heterozygous state (involving one mutant and one wild-type 
gene allele) to a homozygous state (involving two mutant gene 
copies). Almost always, the chromosomal region flanking 
the TSG suffers the same fate. Consequently, known genes 
as well as other genetic markers within this flanking region 
that were initially present in a heterozygous configuration 
now become reduced to a homozygous configuration. This 
genetic behavior has motivated cancer geneticists to analyze 
the genomes of human tumor cells, looking for chromosomal 
regions that repeatedly suffer loss of heterozygosity (LOH) 
during tumor progression. Such LOHs represent presump-
tive evidence for the presence of TSGs in these regions whose 
second wild-type copies have been eliminated by LOH dur-
ing the course of tumor development. Once such a region is 
localized to a chromosomal region, several currently available 
gene molecular strategies can be exploited to further narrow 
the chromosomal domain carrying the TSG and ultimately 
to isolate the TSG through molecular cloning.

The existence of many dozen still-unknown TSGs is 
suspected because of the documented LOH affecting spe-
cific chromosomal regions of various types of human tumor 
cells. The effort to identify and clone these genes is being 
greatly facilitated by efforts such as those included in the 
International Cancer Genome Consortium and the Cancer 
Genome Anatomy Project (TCGA). Nonetheless, the suc-
cessful identification and cloning of a significant cohort of 
TSGs has already provided one solution to a major puzzle 
posed earlier. As mentioned, although human tumor cells 
were hypothesized to carry a number of distinct, mutated 
growth-controlling genes, most tumors appeared to carry 
only a single activated oncogene. We now realize that many 
of the other targets of mutation during tumor progression 
are TSGs. Their inactivation collaborates with the activated 

oncogenes to create malignant cells and thus tumors. In the 
widely cited study of human multistep tumor progression—
that described in colonic tumors by Vogelstein and his co-
workers—the mutation of a K-ras oncogene is accompanied 
by mutations of the APC and TP53 TSGs and a third TSG 
that maps to chromosome 18.27 This evidence, together with 
a wealth of genetic studies reported subsequently, indicates 
that TSGs are inactivated even more frequently than onco-
genes are activated during the course of forming many types 
of human tumors. Importantly, the inactivation of TSGs 
often phenocopies the cell-biological effects of oncogenes. 
This means that the inactivation of TSGs is as important 
to the biology of tumor progression as oncogene activation.

Unexpectedly, the discovery of TSGs also made it pos-
sible to understand how a variety of DNA tumor viruses 
succeed in transforming the cells that they infect. Unlike 
retroviruses, these DNA viruses carry oncogenes that have 
resided in their genomes for millions, and likely hundreds 
of millions, of years. Any connections with antecedent cel-
lular genes, to the extent they once existed, were obscured 
long ago by the extensive remodeling that these oncogenes 
underwent while being carried in the genomes of the various 
DNA tumor viruses. Independent of their ultimate origins, 
it was clear in the 1980s that the oncogenes (and encoded 
oncoproteins) were deployed by DNA viruses to perturb key 
components of the normal cellular growth-controlling cir-
cuitry. However, the precise control points targeted by these 
viral oncoproteins remained obscure.

In the late 1980s, it was learned that a number of DNA 
tumor virus oncoproteins bind to the products of two cen-
trally important TSGs, pRB and p53.28,29 For example, the 
large T oncoprotein of SV40 binds and sequesters both the 
p53 and pRB proteins of infected host cells; the E6 and E7 
oncoproteins of human papillomaviruses target p53 and pRB, 
respectively. As a consequence, a virus-infected cell is deprived 
of the services of these two key negative regulators of its pro-
liferation. Indeed, these virus-mediated inactivations closely 
mimic the state seen in many nonviral tumors that have 
been deprived of pRB and p53 function by somatic muta-
tions striking the TSGs specifying these two proteins. So 
the transforming mechanisms used by these viruses could be 
rationalized by referring to the same genes and proteins that 
were known to be inactivated by mutational mechanisms in 
many types of spontaneous, nonviral human tumors. Impor-
tantly, these findings reinforced the notion that a single, cen-
tral growth-regulating machinery operating in all types of cells 
suffers disruption by a variety of ostensibly unrelated genetic 
mechanisms, leading eventually to the formation of cancers.

The activation of oncogenes and the loss of TSGs together 
explain many of the phenotypes that one associates with can-
cer cells. These cells are able to grow without attachment to 
solid substrate, the aforementioned phenotype of anchorage 
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independence, and they are able to grow on top of one another, 
which is manifested in culture as the loss of contact inhibition. 
Moreover, when compared to normal cells, cancer cells exhibit a 
greatly reduced dependence on mitogens and an ability to resist 
the antiproliferative effects of growth-inhibitory signals, such 
as those conveyed by transforming growth factor-β (TGF-β). 
Alterations of oncogenes and tumor suppressor genes can be 
invoked to explain these neoplastic cell traits.

Arguably the most interesting trait of cancer cells is 
their ability to resist a variety of stimuli and stresses that 
would cause normal cells to activate the cell-suicide program 
termed apoptosis. The fact that virtually all tumor cells have 
developed various types of resistance to apoptosis indicates 
that severe pro-apoptotic stresses are experienced repeatedly 
as normal cells evolve progressively toward a malignant phe-
notype and that an ability to resist these stresses is strongly 
selected during this evolution. Thus, changes in the complex 
array of genes that control entrance in the apoptotic program 
are frequently demonstrable within tumor cells. Although 
these genes are specialized in regulating a discrete cancer cell 
phenotype (apoptosis), they behave operationally like onco-
genes and TSGs, i.e., the activation of some of these confers a 
resistance to apoptosis as does the inactivation of yet others.

Guardians of the Genome

As mentioned previously, the somatic mutations that activate 
oncogenes or inactivate TSGs are relatively rare events in the 
life of a cell, occurring perhaps at a rate of 10−6 per cell gen-
eration. This low mutation frequency represents an impor-
tant barrier to the development of neoplasia.30 If cells require 
multiple mutations in order to progress to a fully malignant 
growth state, the probability of the entire constellation of 
mutations occurring within a cell lineage during a normal 
human lifespan is extremely low. This provides a partial 
explanation for the fact that we humans develop relatively 
few cancers during lifespans in which the cells in our bodies 
undergo more than 1016 divisions, each of which represents 
an opportunity for a genetic disaster.

As described earlier, the inheritance of a mutant 
growth-controlling gene obviates one of the normally 
required, rare somatic mutational steps. In doing so, it allows 
a population of premalignant cells to leapfrog over one of 
the barriers that usually block its progression toward malig-
nancy. The consequence is the greatly increased risk of cer-
tain tumors that characterizes familial cancer syndromes.

However, there is at least one other route by which this 
multistep tumor pathogenesis can be accelerated: if the rate 
of gene mutation per cell generation is greatly increased, the 
time required for a population of cells to surmount all of the 

mutational hurdles and progress to full-blown malignancy 
will be correspondingly reduced. As a consequence, the 
probability of cancer striking during a normal lifespan will 
be greatly increased.

Xeroderma pigmentosum (XP) is the most thoroughly 
studied of the inborn cancer susceptibility syndromes that are 
attributable to greatly increased mutational frequency. Those 
suffering from XP show abnormally high sensitivity to ultra-
violet (UV) radiation, which evokes squamous cell skin carci-
nomas and melanomas at exposed sites at a high rate. Like the 
rest of us, XP patients sustain large numbers of mutational 
events in their skin cells created by ultraviolet photons. In the 
skin cells of most humans, the pyrimidine dimers created by 
UV radiation are quickly excised from the damaged DNA 
and the initial, wild-type nucleotide sequence is restored, 
thereby erasing all traces of the mutation; this removal of 
DNA lesions is achieved by a cohort of DNA repair pro-
teins that are specialized to effect this particular alteration of 
DNA structure. (In the event that skin cells exhibit wide-
spread genomic damage that overwhelms the ability of its 
DNA repair apparatus to restore normal genome sequence, 
the cell may opt for another response, apoptosis, as discussed 
later.) In the XP patient, one or another essential component 
of this specialized DNA repair apparatus is absent or defec-
tive.31 As a consequence, altered DNA sequences are trans-
mitted to the progeny of the initially irradiated cell, resulting 
in large numbers of mutations in their genomes. Hence, the 
effective mutation rate (the number of initially induced muta-
tions minus those that are repaired) increases enormously.

XP represented only the first of the familial cancer 
syndromes that has been attributable to defective DNA 
repair. In this particular syndrome, mutational damage is 
inflicted by an exogenous mutagen—UV radiation. We now 
know that a variety of other familial cancer syndromes are 
also attributable to defects in one or another component of 
the complex apparatus that maintains the integrity of our 
genome. In many of the more recently characterized cancer 
syndromes, the initial mutational damage is of endogenous 
origin, being inflicted by malfunctioning of normal cellular 
processes, including the mutations that result from mistakes 
in DNA replication and from the actions of endogenously 
generated mutagens, such as reactive oxygen species.

The ataxia telangiectasia syndrome, which includes, 
among its presentations, the development of certain tumors, 
is also due to defective DNA repair.31,32 In hereditary non-
polyposis colon cancer (HNPCC), the apparatus that rec-
ognizes recently made mistakes in DNA replication, often 
termed the mismatch repair apparatus, is defective.33,34 At 
least four different inherited subtypes of HNPCC have been 
described; each of these is due to defects in one or another 
component of the complex multicomponent system that rec-
ognizes and erases DNA copying mistakes as well as other 
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lesions that are occasionally inflicted on the cell genome. In 
the cells of HNPCC patients, one sees widespread genomic 
instability, the direct results of this defective DNA repair. 
The resulting genetic damage seems to affect all genes with 
equal frequency and thus the target proto-oncogenes and 
TSGs that participate in the formation of non-HNPCC 
colon cancers. As a consequence, the entire multistep pro-
cess of colon cancer progression is greatly accelerated. Unex-
plained at present is why this genetic defect specifically 
afflicts the colon rather than causing elevated rates of cancer 
incidence in many sites throughout the body.

Many familial breast cancers have more recently 
been associated with inheritance of mutant versions of the 
BRCA1 and BRCA2 genes.35 These were initially thought 
to be TSGs, but the peculiar behavior of the mutant alleles 
of these genes suggested otherwise. Mutant alleles of the 
BRCA1 and BRCA2 genes were found to be inherited in the 
germlines of affected individuals; however, sporadic mam-
mary tumors rarely showed mutant alleles. Recent biochemi-
cal and cell biological experiments suggest that both these 
genes specify proteins that participate in the repair of dou-
ble-strand DNA breaks. It remains unclear why the inheri-
tance of defective alleles of either of these genes predisposes 
individuals specifically to breast and ovarian tumors.

There is increasing evidence that a breakdown of DNA 
repair capability accompanies the formation of the great 
majority of human tumors. These losses may occur through 
somatic mutation of DNA repair genes or, perhaps more 
frequently, through epigenetic mechanisms, such as DNA 
methylation (see later discussion), that succeed in repressing 
the expression of these repair genes, thereby depriving cells 
of the vital functions encoded by these genes.

Epigenetic Mechanisms Leading to Loss 
of Gene Function

As described earlier, the functions of two major classes 
of cellular genes are lost during the course of tumor 

progression—TSGs and DNA repair genes. It is highly 
likely that the development of the great majority of human 
tumors depends on these losses. Moreover, the portrayal of 
cancer as a genetic disorder, as developed previously, would 
suggest that these genes and their vital functions are lost 
through various mechanisms of somatic mutation. After all, 
mutations are by definition heritable, and thus the progeny 
of a cell that has initially acquired growth advantage through 
some somatic mutation will be similarly benefited, leading 
to the progressive expansion of clones of such mutant cells.

Following this logic, the phenotypic changes that occur 
during the course of tumor progression need to be heritable. 
In fact, there is a mechanism of heritability that does not 
depend on genetic alterations, i.e., on alterations of nucleo-
tide sequence in a cell’s genome. This mechanism depends 
on the methylation of the cytidine residues present in CpG 
dinucleotide sequences that are found in proximity to the 
promoters of various genes or by modification of histones 
in chromatin. Methylation or modification of histones often 
results in major shifts in the configuration of nearby chroma-
tin and in the shutdown of the expression of nearby genes—
the process of transcriptional repression.

When a DNA segment containing a methylated CpG 
is replicated, the complementary CpG in the newly synthe-
sized daughter DNA strand is initially unmethylated. How-
ever, soon after this daughter strand is formed, “maintenance” 
DNA methylases recognize the hemimethylated DNA and 
attach a methyl group to the recently formed CpG resi-
due, thereby ensuring that both CpGs are now methylated 
(Figure 1-6). This scheme ensures that DNA methylation 
events, and thus associated repression of certain genes, can 
be transmitted from parent to daughter cells with high fidel-
ity. Hence, genes may be inactivated in a heritable fashion 
without any change in their nucleotide sequence.

In fact, the mechanisms that control DNA methyla-
tion result in the inactivation of genes at higher rates per 
cell generation than those involving somatic mutations. This 
leads to the obvious conclusion that the functions of TSGs 
and DNA repair genes are likely to be lost more frequently 
through DNA methylation than mutation, a notion that 

Figure 1-6 Perpetuation of CpG methyl-
ation following DNA replication When 
DNA methylated at CpG residues is repli-
cated, the newly formed daughter strands 
initially lack methyl groups on the CpG 
sites complementary to those methylated 
sequences in the parental DNA strands. 
However, shortly after replication, main-
tenance methylases add methyl groups to 
the newly synthesized CpG sites, ensuring 
the transmission of the methylated state 
from one cell generation to the next. Such 
methylation is often associated with the 
repression of gene transcription.
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is borne out by extensive studies of the genomes of human 
tumor cells.36 Indeed, it now seems likely that individual 
tumor cell genomes bear many dozens if not hundreds of 
methylated genes. Most of these genes are likely be meth-
ylated as a consequence of the relaxed controls on DNA 
methylation that seem to operate within cancer cells; most 
such genes are bystanders, i.e., their loss is not function-
ally important for the cancer cell phenotype and their loss 
has not conferred selective advantage on the cells that carry 
them. However, a number of key TSGs and DNA repair 
genes have indeed been found to be methylated frequently 
in various types of human cancer cell genomes, and it is clear 
that the loss of gene function through promoter methylation 
is as effective in driving tumor progression as the somatic 
mutations that have been described extensively here.

Moreover, the modification of histones also alters chro-
matin and gene expression. Recent genome sequencing efforts 
have uncovered mutations in genes whose products play key 
roles in maintaining or modifying histone marks. For example, 
mutations in adenine-thymine (AT)-rich interactive domain-
containing protein 1A (ARID1A),36,37 a protein involved 
in chromatin remodeling, is mutated in more than 50% of 
ovarian clear cell cancers, and multiple  chromatin-modifying 
enzymes including PBRM1 are mutated in a large fraction of 
renal clear cell cancers. These findings provide a link between 
the genetic and epigenetic origins of cancer. Hence, cancer 
pathogenesis is a disorder of genes and gene function, but it 
does not always depend on genetic alterations, because the 
epigenetic regulation of genes contributes as frequently, if not 
more frequently, to tumor formation.

Immortalized Proliferation

Yet another phenotype of cancer cells—their ability to grow 
and divide indefinitely—does indeed depend on changes 
in DNA structure and is, in this sense, a genetically deter-
mined trait. This unlimited proliferative ability, often termed 
cell immortality, stands in stark contrast to the limited prolif-
erative ability of normal cell populations. Thus, when placed 
into culture, many types of cancer cells are able to proliferate 
indefinitely, in contrast to the behavior of normal cells, which 
cease proliferation after a limited, ostensibly predetermined 
number of doublings. This phenomenon of finite replica-
tive potential suggests the workings of some type of genera-
tional clock that tallies the number of cell divisions through 
which cell lineages have passed since they resided in the early 
embryo and then informs cells in these lineages when their 
allotment of doublings has been exhausted. In response to 
this alarm, cell populations become “senescent,” and if they 
overcome or circumvent senescence, will multiply further 

until they enter into a state of  “crisis,” in which almost all of 
them die.38,39

This limitation on replicative potential would seem to 
represent an important antineoplastic barrier erected by the 
organism. By limiting the number of successive replicative 
doublings its component cells may undertake, the organism 
erects a high barrier to the unlimited expansion of preneo-
plastic cell clones. Cancer cells must surmount this barrier in 
order to succeed in their agenda of unlimited growth and the 
formation of macroscopic tumors.

In fact, very different mechanisms govern the timing 
of the entrance of cell populations into senescence and into 
crisis. The senescence observed with cultured cells appears 
to be determined, in large part, by the conditions of their 
propagation in  vitro. By necessity, the protocols developed 
for culturing cells create conditions that differ dramatically 
from those operating within living tissues. These discrepan-
cies derive from the contents of the culture medium as well 
as the oxygen tensions experienced by cells within tissue 
culture incubators. As a consequence, cells suffer substantial 
physiologic stress when placed into culture, and cumulative 
cell-physiologic stress seems to be a major, if not the major, 
determinant of the triggering of senescence.

The mechanisms governing entrance into crisis are 
very different and do indeed involve, quite directly, the cell 
genome, more specifically the telomeres at the ends of all 
chromosomes. Evidence accumulated in recent years points 
to the telomeres as the molecular devices that tally cell gen-
erations and govern entrance into crisis. The ends of the 
telomeric DNA are not copied completely during each cycle 
of DNA replication because of an intrinsic limitation in the 
DNA polymerases responsible for the bulk of DNA replica-
tion. In addition, the ends of telomeric DNA are susceptible 
to the actions of exonucleases, which contribute to further 
erosion of telomeric DNA length. As a consequence, the 
telomeres shorten progressively as cell lineages pass through 
repeated cycles of growth and division (Figure 1-7). In nor-
mal cell lineages, this shortening eventually results in criti-
cally truncated telomeres. Without the protective effects of 
the telomeres, chromosomes undergo end-to-end fusion 
with resulting karyotypic instability and cell death. Hence, 
the progressive shortening of telomeres represents an effec-
tive molecular device for counting cumulative generational 
doublings.38,39

Cancer cell populations must overcome this limita-
tion on their proliferation in order to proliferate extensively 
and generate macroscopic tumors. They do so by activating 
expression of the telomerase enzyme, which is able to restore 
and maintain telomeric DNA length, thereby reversing the 
effects of telomere erosion. Telomerase activity is detect-
able in almost all human tumors (approximately 90%) but 
is present at low or undetectable levels in the corresponding 
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normal tissues. Accordingly, the genes that allow telomerase 
activation during tumor progression represent yet additional 
important genetic elements that are affected during the 
development of almost all human tumors. Importantly, how-
ever, the human telomerase gene, termed hTERT, is not itself 
the target of mutation. Instead, its expression is induced by 
a complex array of trans-acting transcriptional regulators, the 
MYC oncoprotein being one of these.

The critical contribution of telomerase to tumorigen-
esis is illustrated most dramatically by the protocols that 
enable the experimental transformation of normal human 
cells into tumor cells. By adding the hTERT gene to a cocktail 
of other introduced oncogenes, a variety of normal human 
cells can be converted to a tumorigenic state, as judged by 
their behavior following implantation into appropriate host 
mice.40 The hTERT gene clearly affords such cells the abil-
ity to proliferate indefinitely; without its actions, cells fail to 
proliferate extensively in vitro and to form tumors in vivo.

Non-genetic Mechanisms Accelerating 
Multistep Tumor Progression

The descriptions of tumorigenesis, as developed here, lead 
to the notions that the functioning of normal cell genomes 
is progressively degraded by mutagenic mechanisms, pro-
moter methylation, and telomerase erosion and that these 

mechanisms conspire to drive forward multistep tumor pro-
gression. An obvious corollary is that exposure to high levels 
of mutagenic agents is likely to serve as a major agent that 
stimulates human tumor formation. Indeed, since the ini-
tial experiments of Bruce Ames, such logic has inspired the 
search for the mutagens that are responsible for instigating 
human cancers.

In truth, with some notable exceptions, the search for 
the mutagenic carcinogens that drive human cancer patho-
genesis has failed.41 Tobacco smoke, with its high levels 
of mutagens, is clearly responsible for almost one-third of 
human cancers. In addition, the heterocyclic amine muta-
gens created by the cooking of red meat at high temperatures 
are attractive candidates for the agents causing many colon 
and possibly prostate cancers.

In general, however, the carcinogens responsible 
for most human cancer incidence have eluded identifica-
tion, apparently because they do not function as mutagens. 
Instead, it has become increasingly apparent over the past 
two decades that the major determinants of human can-
cer incidence are various agents and conditions that oper-
ate as “tumor promoters.” Thus, as illustrated by the classic 
experiments involving mouse skin cancers, tumor “initia-
tors” are responsible for triggering the first step of multistep 
tumorigenesis by mutating certain target genes (e.g., H-ras), 
whereas promoters are responsible for driving the clonal 
expansion of already-initiated tumor cells, doing so through 
mechanisms that do not involve genetic damage. It seems 
increasingly likely that most of the determinants of human 
cancer incidence operate as promoters.

Possibly the most important promoting mechanisms 
involve chronic inflammation of tissues and the associated 
release of growth-stimulating factors by the irritated tis-
sue. Moreover, many of the dietary determinants of tumor 
incidence would seem to function as promoters rather than 
as mutagenic initiators. If these notions are sustained by 
future research, this will mean that a complete understand-
ing of cancer pathogenesis at the molecular level will require 
detailed elucidation of these non-genetic, tumor-promoting 
mechanisms.

Invasive and Metastatic Behaviors

In many individuals, the endpoint of multistep tumor pro-
gression involves, unfortunately, the acquisition by cancer 
cells of the ability to invade and to metastasize from the 
primary tumor to distant sites in the body—the manifesta-
tions of high-grade malignancy. Indeed, the metastases that 
are spawned by malignant tumors are responsible for 90% of 
cancer-associated mortality.

TELOMERES SHORTEN WITH EACH CELL DIVISION

Senescence

Crisis

Death

Telomere
collapse 

Figure 1-7 Telomere erosion and entrance into crisis In the 
absence of active intervention by the telomerase enzyme, the telomeres 
of human chromosomes shorten progressively during each round of cell 
growth-and-division, eventually losing so much length that they can no 
longer subserve their normal function of protecting the ends of chromo-
somal DNA from end-to-end fusions with other chromosomes. This leads 
to massive cell death, termed crisis, and occasionally, the emergence 
of a rare variant that has indeed acquired telomerase expression and 
is accordingly now able to repair and maintain telomeric DNA and thus 
telomeres. (Although the onset of senescence is indicated here as also 
being triggered by telomere shortening, it appears that it is largely due 
to cumulative cell-physiologic stresses sustained by cells both in vitro 
and in vivo.)
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The formation of metastases is the result of a complex, 
multistep process that is often termed the invasion-metastasis 
cascade (Figure 1-8). Thus, cancer cells in the primary tumor 
acquire the ability to invade adjacent tissue, to enter into the 
vessels of the blood and lymphatic systems (intravasation), to 
travel in these channels to distant sites in the body, to escape 
from these vessels (extravasation) into nearby tissues, and to 
found small tumor colonies (micrometastases) in these tis-
sues. On occasion, the cells forming a micrometastasis will 
acquire the ability to proliferate vigorously, resulting in the 
formation of a macroscopic metastasis—the process termed 
colonization.

The complexity of the invasion-metastasis cascade 
rivals that of the multistep process that leads initially to the 
formation of a primary tumor. This suggests, in turn, that 
cancer cells within a primary tumor must suffer a signifi-
cant number of genetic alterations in order to acquire the 
ability to complete this cascade. Another alternative has 
presented itself, however, as the result of recent research on 
the malignant behavior of carcinoma cells. This alternative 
mechanism involves the actions of genes that are normally 
involved in programming certain key steps of early embry-
onic morphogenesis. In such steps of embryogenesis, epithe-
lial cells, which are normally immobilized in various layers, 
undergo a profound change in their differentiation program 
and acquire many of the phenotypes of mesenchymal cells, 
including motility and invasiveness. This transdifferentia-
tion program is termed the epithelial-mesenchymal transition 
(EMT).

As many as half a dozen transcription factors acting 
during various stages of early embryogenesis are capable of 
programming EMTs. These transcription factors have names 
such as Snail, Slug, Twist, Goosecoid, and SIP-1. Each of 
these is able to act pleiotropically to program an EMT and 
thereby is able to cause the repression of epithelial genes 
and the induction, in their stead, of mesenchymal genes. 

Increasing experimental evidence indicates that carcinoma 
cells exploit these early embryonic genes in order to execute 
most of the steps of the invasion-metastasis cascade.42,43

Expression of these embryonic genes seems to be 
induced by contextual signals that these carcinoma cells expe-
rience in the tumor microenvironment and that originate in 
the tumor-associated stroma. For example, TGF-β imping-
ing on certain cancer cells is able to elicit the expression of 
several of the transcription factors that are capable, in turn, 
of programming an EMT. This suggests that the EMT pro-
gram, and the enabling of the invasion-metastasis cascade, 
occurs because of a collaboration between the genotype of 
cancer cells and the contextual signals that these cells receive 
from the nearby microenvironment, more specifically from 
the activated stroma that is present in many primary tumors. 
Moreover, it suggests that certain carcinoma cell genotypes 
render these cells responsive to such stromal, EMT-inducing 
signals, whereas other genotypes leave the cancer cells unre-
sponsive, indeed refractory, to these signals; our understand-
ing of these genotypes is still fragmentary.

The discovery of these embryonic transcription pro-
grams and their resurrection by carcinoma cells greatly sim-
plifies our conceptualization of the late stages of malignant 
progression. Rather than needing to acquire a number of 
distinct mutations in order to execute the various steps of 
the invasion-metastasis cascade, the genotypes of certain pri-
mary cancer cells allow them, in response to stromal signals, 
to activate long-dormant cell biological programs—EMTs. 
Once activated, this program seems to enable a carcinoma 
cell to complete most of the steps of the invasion-metastasis 
cascade. However, the last step—colonization—appears to 
involve an adaptation to the novel tissue microenvironment 
in which disseminated carcinoma cells have landed; such 
adaptation would not seem to be found among the multiple 
powers of the EMT program and would seem to acquire yet 
other changes that remain poorly understood.

Figure 1-8 The invasion-metastasis cascade The 
invasion-metastasis cascade is a complex, multistep 
process through which cancer cells must pass in 
order to launch macroscopic tumor colonies at distant 
sites. These steps are executed relatively inefficiently, 
resulting in vast numbers of cells being disseminated 
from primary tumors with only a small number of 
cells being able to eventually form macroscopic 
metastases.
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Interestingly, the carcinoma cells forming a metastasis 
often recapitulate the histopathological appearance of the 
primary tumor, including its distinctive epithelial cell sheets 
and ducts. This would seem to be at variance with the notion 
that in order to metastasize, carcinoma cells must shed their 
epithelial characteristics and acquire, instead, mesenchymal 
ones. It seems plausible, however, that once carcinoma cells 
have disseminated and landed in distant tissue sites, they 
no longer encounter the mix of signals that were released 
by the activated stroma of the primary tumor and that led 
initially to their passing through an EMT. This new tissue 
microenvironment may therefore allow these cells to revert, 
via a mesenchymal-epithelial transition (MET) to the epi-
thelial phenotype of their progenitors in the primary tumor, 
thereby generating once again epithelial histomorphology. 
Importantly, although passage through a partial or complete 
EMT may explain the malignant behavior of many carci-
noma cells, it is less clear how tumors of other tissue origins, 
namely those arising in neuroectodermal, mesenchymal, and 
hematopoietic tissues, acquire these aggressive traits. The 
mechanisms enabling invasive and metastatic behaviors in 
these other neoplastic cell types remain elusive.

Other Phenotypes of Neoplasia

Many of the phenotypes of cancer cells are not read-
ily explained by alterations in their proto-oncogenes and 
TSGs. Cancer cells acquire other aberrations that favor 
their growth in the complex environments of living tissues. 
Included among these is their ability to recruit blood vessels 
into tumor masses—the process of angiogenesis44—and, 
quite possibly, their ability to evade and overwhelm immune 
defenses.45

The process of tumor angiogenesis, like the EMT, 
involves a complex array of heterotypic interactions between 
cancer cells and their mesenchymal microenvironment 
 (Figure 1-9). Indeed, this neoangiogenesis has become a 
subject of intensive investigation over the past decade, in 
part because the demonstrated dependence of tumors on 
vascularization represents an attractive target for therapeu-
tic intervention through the creation and implementation 
of various antiangiogenic therapies. Thus, without adequate 
vascularization, cancer cells are limited to forming tumors of 
less than 1-mm diameter.

The processes of neovascularization depend on the 
heterotypic interactions of cancer cells with circulating 
endothelial precursor cells and with existing endothelial 
cells in the nearby stroma. Moreover, other regulators of this 
process include macrophages, myofibroblasts, and neutro-
phils, which may collaborate with the cancer cells to release 

angiogenic signals and thereby recruit endothelial cells and 
induce them to construct microvasculature. In addition, 
pericytes, which form the outer wall of most microvessels, 
must be recruited in order to ensure the assembly of well-
constructed microvessels.

The role of the immune system in defending against 
the formation of various human tumor types remains a mat-
ter of great contention. Actually, in the case of virus-induced 
cancers, the protective role of the immune system is no lon-
ger debated, because of the abundant evidence that immuno-
compromised individuals suffer dramatically increased rates 
of virus-induced malignancies, including Kaposi’s sarcoma, 
human papillomavirus–induced squamous cell carcinomas, 
and certain types of Epstein-Barr virus–induced hematopoi-
etic disorders. In all of these cases, these functions can be 
readily rationalized by invoking the known antiviral effects 
of the immune system.

More challenging, however, are the actions of the 
immune system in reducing the incidence of tumors of non-
viral etiology, which constitute more than 80% of the total 
tumor burden in the population. In these cases, it has been 
unclear how the immune system can recognize tumor cells as 
being of foreign origin and proceed to attack and eliminate 
them. That such attack often occurs is clear, however, as evi-
denced by the severalfold increased incidence of a variety of 
common tumors in patients who are immunocompromised 

Figure 1-9 Tumor angiogenesis As tumors grow, they develop large 
networks of blood vessels through the process of angiogenesis. Seen 
here is a tumor (black mass, right) that has attracted blood vessels 
growing into it from adjacent normal tissue (left). As is the case with most 
tumor-associated neovasculature, the new vessels developed here are 
tortuous and often end in dead ends (right), in contrast to the normal vas-
culature seen here. (Reproduced from Weinberg RA. The Biology of Cancer.  
New York, NY: Garland Science; 2007:562.)
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for various reasons, largely involving the preservation of 
organ transplants. This phenomenon provides hope that the 
immune system is indeed capable of recognizing and attack-
ing nonviral tumors and that its powers can be exploited to 
serve as antitumor therapeutic modalities.

The molecular genetic paradigm described here has 
allowed us to understand the workings of the cancer cell in 
enormous detail. Thirty years ago, no one could have antici-
pated this explosion of knowledge. Genes have led to encoded 
proteins, and the study of these proteins has allowed us to 
elucidate complex regulatory circuits transmitting signals 
that flux through the cancer cell and control its proliferation, 
differentiation, and death.

The discovery of oncogenes has begun to have an 
impact in the clinic. Small-molecule inhibitors or antibodies 
directed against activated oncogenes, such as BRAF, BCR-
ABL, and HER2, are now approved for the treatment of 
melanoma, chronic myelogenous leukemia, and breast can-
cer (Figure 1-10). In addition, large-scale efforts to charac-
terize cancer genomes have confirmed the key role for many 
of the known oncogenes and tumor suppressor genes and 
uncovered new classes of potential cancer targets.46-52 These 
efforts have also stimulated the development of strategies to 
perform genome characterization of patient samples. The 
extension of such efforts is likely to fundamentally alter the 

diagnosis and classification of cancers. Although it is clear 
that these initial molecularly targeted therapies will not lead 
to durable cures in most cases, with the greatly increased 
understanding of the genetic mechanisms of cancer patho-
genesis, many novel ways of detecting and curing tumors are 
now, finally, within reach.
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Figure 1-10 Molecularly targeted therapies The discovery of onco-
genes in specific types of human cancers has led to the development 
of molecularly targeted inhibitors. These inhibitors show specificity for 
cancers that harbor the specific mutations.

https://CafePezeshki.IR



     

This page intentionally left blank

https://CafePezeshki.IR



18.e1

References

 1.  Knipe DM, Howley PM, eds. Fields Virology. Philadelphia, PA: Lippincott 
Williams & Wilkins; 2007.

 2.  McCann J, Choi E, Yamasaki E, Ames BN. Detection of carcinogens as muta-
gens in the Salmonella/microsome test: assay of 300 chemicals. Proc Natl Acad 
Sci U S A. 1975;72(12):5135-5139.

 3.  zur Hausen H. Viruses in human cancers. Science. 1991;254(5035):1167-1173.
 4.  Stehelin D, Varmus HE, Bishop JM, Vogt PK. DNA related to the transform-

ing gene(s) of avian sarcoma viruses is present in normal avian DNA. Nature. 
1976;260(5547):170-173.

 5.  Bishop JM. Cellular oncogenes and retroviruses. Annu Rev Biochem. 
1983;52:301-354.

 6.  Weiss R, Teich N, Varmus H. Molecular Biology of Tumor Viruses: RNA Tumor 
Viruses. Cold Spring Harbor, NY: Cold Spring Harbor Laboratory Press; 1985.

 7.  Shih C, Shilo BZ, Goldfarb MP, Dannenberg A, Weinberg RA. Passage of 
phenotypes of chemically transformed cells via transfection of DNA and chro-
matin. Proc Natl Acad Sci U S A. 1979;76(11):5714-5718.

 8.  Der CJ, Krontiris TG, Cooper GM. Transforming genes of human bladder 
and lung carcinoma cell lines are homologous to the ras genes of Harvey and 
Kirsten sarcoma viruses. Proc Natl Acad Sci U S A. 1982;79(11):3637-3640.

 9.  Reddy EP, Reynolds RK, Santos E, Barbacid M. A point mutation is respon-
sible for the acquisition of transforming properties by the T24 human bladder 
carcinoma oncogene. Nature. 1982;300(5888):149-152.

 10.  Tabin CJ, Bradley SM, Bargmann CI, et  al. Mechanism of activation of a 
human oncogene. Nature. 1982;300(5888):143-149.

 11.  Taparowsky E, Shimizu K, Goldfarb M, Wigler M. Structure and activation of 
the human N-ras gene. Cell. 1983;34(2):581-586.

 12.  Alitalo K, Schwab M. Oncogene amplification in tumor cells. Adv Cancer Res. 
1986;47:235-281.

 13.  Leder P, Battey J, Lenoir G, et  al. Translocations among antibody genes in 
human cancer. Science. 1983;222(4625):765-771.

 14.  Land H, Parada LF, Weinberg RA. Tumorigenic conversion of primary 
embryo fibroblasts requires at least two cooperating oncogenes. Nature. 
1983;304(5927):596-602.

 15.  Ruley HE. Adenovirus early region 1A enables viral and cellular transforming 
genes to transform primary cells in culture. Nature. 1983;304(5927):602-606.

 16.  Hunter T. Cooperation between oncogenes. Cell. 1991;64(2):249-270.
 17.  Nowell PC. The clonal evolution of tumor cell populations. Science. 

1976;194(4260):23-28.
 18.  Sinn E, Muller W, Pattengale P, Tepler I, Wallace R, Leder P. Coexpression of 

MMTV/v-Ha-ras and MMTV/c-myc genes in transgenic mice: synergistic 
action of oncogenes in vivo. Cell. 1987;49(4):465-475.

 19.  Harris H. Cell fusion and the analysis of malignancy. Proc R Soc Lond B Biol Sci. 
1971;179(54):1-20.

 20.  Knudson Jr AG. Mutation and cancer: statistical study of retinoblastoma. Proc 
Natl Acad Sci U S A. 1971;68(4):820-823.

 21.  Knudson AG. Two genetic hits (more or less) to cancer. Nat Rev Cancer. 
2001;1(2):157-162.

 22.  Yunis JJ, Ramsay N. Retinoblastoma and subband deletion of chromosome 13. 
Am J Dis Child. 1978;132(2):161-163.

 23.  Cavenee WK, Dryja TP, Phillips RA, et  al. Expression of recessive alleles 
by chromosomal mechanisms in retinoblastoma. Nature. 1983;305(5937): 
779-784.

 24.  Weinberg RA. Tumor suppressor genes. Science. 1991;254(5035):1138-1146.
 25.  Fearon ER. Human cancer syndromes: clues to the origin and nature of cancer. 

Science. 1997;278(5340):1043-1050.
 26.  Vogelstein B, Kinzler KW. The Genetic Basis of Human Cancer. New York, NY: 

McGraw-Hill; 1998.

 27.  Fearon ER, Vogelstein B. A genetic model for colorectal tumorigenesis. Cell. 
1990;61(5):759-767.

 28.  Levine AJ. p53, the cellular gatekeeper for growth and division. Cell. 
1997;88(3):323-331.

 29.  Nevins JR. E2F: a link between the Rb tumor suppressor protein and viral 
oncoproteins. Science. 1992;258(5081):424-429.

 30.  Loeb LA. Mutator phenotype may be required for multistage carcinogenesis. 
Cancer Res. 1991;51(12):3075-3079.

 31.  Friedberg EC, Walker GC, Siede W. DNA Repair and Mutagenesis.  
Washington, DC: ASM Press; 1995.

 32.  Shiloh Y. ATM and related protein kinases: safeguarding genome integrity. Nat 
Rev Cancer. 2003;3(3):155-168.

 33.  Heinen CD, Schmutte C, Fishel R. DNA repair and tumorigenesis: lessons 
from hereditary cancer syndromes. Cancer Biol Ther. 2002;1(5):477-485.

 34.  Modrich P, Lahue R. Mismatch repair in replication fidelity, genetic recombi-
nation, and cancer biology. Annu Rev Biochem. 1996;65:101-133.

 35.  Venkitaraman AR. Cancer susceptibility and the functions of BRCA1 and 
BRCA2. Cell. 2002;108(2):171-182.

 36.  Jones S, Wang TL, Shih IM, et al. Frequent mutations of chromatin remod-
eling gene ARID1A in ovarian clear cell carcinoma. Science. 2010;330(6001): 
228-231.

 37.  Wiegand KC, Shah SP, Al-Agha OM, et  al. ARID1A mutations in endo-
metriosis-associated ovarian carcinomas. N Engl J Med. 2010;363(16): 
1532-1543.

 38.  Shay JW, Wright WE. Hayflick, his limit, and cellular ageing. Nat Rev Mol  
Cell Biol. 2000;1(1):72-76.

 39.  Shay JW, Zou Y, Hiyama E, Wright WE. Telomerase and cancer. Hum Mol 
Genet. 2001;10(7):677-685.

 40.  Hahn WC, Weinberg RA. Rules for making human tumor cells. N Engl J Med. 
2002;347(20):1593-1603.

 41.  Gold LS, Ames BN, Slone TH. Misconceptions about the causes of cancer. In: 
Paustenbach DJ, ed. Human and Environmental Risk Assessment: Theory and 
Practice. New York, NY: John Wiley & Sons; 2002.

 42.  Savagner P. Leaving the neighborhood: molecular mechanisms involved during 
epithelial-mesenchymal transition. Bioessays. 2001;23(10):912-923.

 43.  Thiery JP. Epithelial-mesenchymal transitions in tumour progression. Nat Rev 
Cancer. 2002;2(6):442-454.

 44.  Ferrara N. VEGF and the quest for tumour angiogenesis factors. Nat Rev Can-
cer. 2002;2(10):795-803.

 45.  Dunn GP, Bruce AT, Ikeda H, Old LJ, Schreiber RD. Cancer immunoediting: 
from immunosurveillance to tumor escape. Nat Immunol. 2002;3(11):991-998.

 46.  Parsons DW, Jones S, Zhang X, et  al. An integrated genomic analysis of 
human glioblastoma multiforme. Science. 2008;321(5897):1807-1812.

 47.  Wood LD, Parsons DW, Jones S, et  al. The genomic landscapes of human 
breast and colorectal cancers. Science. 2007;318(5853):1108-1113.

 48.  Integrated genomic analyses of ovarian carcinoma. Nature. 2011;474(7353): 
609-615.

 49.  Cancer Genome Atlas Research Network. Comprehensive genomic char-
acterization defines human glioblastoma genes and core pathways. Nature. 
2008;455(7216):1061-1068.

 50.  Bamford S, Dawson E, Forbes S, et al. The COSMIC (Catalogue of Somatic 
Mutations in Cancer) database and website. Br J Cancer. 2004;91(2):355-358.

 51.  Campbell PJ, Stephens PJ, Pleasance ED, et  al. Identification of somatically 
acquired rearrangements in cancer using genome-wide massively parallel 
paired-end sequencing. Nat Genet. 2008;40(6):722-729.

 52.  Greenman C, Stephens P, Smith R, et  al. Patterns of somatic mutation in 
human cancer genomes. Nature. 2007;446(7132):153-158.

https://CafePezeshki.IR



19

Signaling: An Overview

Intercellular communication is critical to embryonic devel-
opment, tissue differentiation, and systemic responses to 
wounds and infections. These complex signaling networks 
are in large part initiated by growth factors. Such factors 
can influence cell proliferation in positive or negative ways, 
as well as inducing a series of differentiated responses in 
appropriate target cells including survival, apoptosis, and 
differentiation. The interaction of a growth factor with its 
receptor by specific binding in turn activates a cascade of 
intracellular biochemical events ultimately responsible for 
the biological responses observed. Several classes of recep-
tors are involved in transducing these extracellular signals. 
These include receptor tyrosine kinases, G-protein coupled 
receptors, and cytokine receptors. Cytoplasmic molecules 
that mediate these responses have been termed second mes-
sengers. The transmission of these biochemical signals to 
the nucleus leads to the altered expression of a wide variety 
of genes involved in mitogenic, survival, and differentiation 
responses.

As knowledge has accumulated in the area of signal 
transduction and the complexities increase, it is becom-
ing apparent that overlap exists in cell signaling. This func-
tional redundancy may be seen at several levels. The simplest 
example would be the fact that several different extracellular 
signals can lead to the activation of the same pathway. Physi-
ologically, this may serve to allow a cell to respond to a variety 
of different situations or stresses while conserving some of 
the downstream machinery. Although some of the compo-
nents of certain pathways may be common for two different 
stimuli, the ultimate physiological response may differ greatly 
because of the activation of a different repertoire of nuclear 
response elements. In addition, although redundancy may 
exist in terms of the ability of a stimulus to perturb a specific 
pathway, it is conceivable that the kinetics and magnitude of 
activation may differ, leading to distinct outcomes.

There is often redundancy among different isoforms of 
certain proteins or with members of particular gene fami-
lies. This is illustrated by the fact that targeted disruptions 
of some genes fail to produce detectable phenotypes in mice, 
indicating that other proteins can compensate for their loss. 
An attractive explanation for this redundancy is that it serves 
as a fail-safe mechanism to ensure proper functioning in the 
face of damaging mutations that lead to a loss of function. 
Indeed, as discussed in more detail later, proteins within a 
family often have overlapping functions and may in some 
situations complement one another.

In order to effectively coordinate signaling cascades, 
nature has created a variety of molecules known as adap-
tor and scaffolding proteins.1 These proteins play an integral 
role in intracellular signaling by recruiting various proteins 
to specific locations, as well as by assembling networks of 
proteins particular to a cascade. Adaptor proteins, through 
protein-protein interactions via specific motifs, provide a 
link between molecules of a signaling cascade and proteins 
such as receptor tyrosine kinases (RTKs; Figure 2-1). Adap-
tors can be docking proteins, which provide multiple bind-
ing sites on which effector molecules can attach, thereby 
expanding the magnitude of responses from an activated 
RTK. Scaffolding proteins also exist in signaling cascades 
and allow the formation of multienzyme complexes that are 
involved in a particular cascade. These are important for two 
reasons. The first is that the activation of a signaling cascade 
by a growth factor is an extremely rapid process and is not 
likely to occur as a result of proteins randomly floating in 
the intracellular milieu until they happen to come in contact 
with each other. Scaffolding proteins ensure the close prox-
imity of the necessary components. The second reason is 
that several enzymatic components of a particular signaling 
cascade may be shared, although the substrates of each may 
differ. Thus, scaffolding proteins ensure the proper rout-
ing of signals by preventing unwanted cross talk between 
pathways.

2Luca Grumolato and Stuart A. Aaronson
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Oncogenes

Oncogenes encode proteins that possess the ability to cause 
cellular transformation. These genes act in a dominant fash-
ion, through either overexpression or activating mutations. 
There are several criteria that define cellular transforma-
tion. These include morphological changes, loss of contact 
inhibition, anchorage-independent growth, and the abil-
ity to form tumors when transplanted into nude mice. For 
example, under normal physiological situations, a growth 
factor binding to a receptor produces a very transient activa-
tion of a certain signaling cascade allowing tightly regulated 
responses such as proliferation to occur. When downstream 
components of these cascades are mutated in a way that 
causes them to be constitutively active, the signal is no lon-
ger transient and regulated but is aberrantly turned on in 
a continuous fashion. In addition to activating mutations, 
these genes can be activated by overexpression at levels 
much higher than in normal cells. Proto-oncogenes are 
commonly involved in cellular signaling, and specific exam-
ples are discussed later in the context of their roles in signal 
transduction.

Initially, it was believed that cellular transformation 
was caused solely by unregulated cell proliferation induced 
by activation of oncogenes. It is now known that although 
deregulated proliferation is most likely a necessary compo-
nent for transformation, it is probably not sufficient, and 

other changes, such as modulation of cell survival functions, 
are critical as well. In fact, as discussed later, certain onco-
genes function to modulate cell survival.

In the early 1980s, approaches aimed at identifying the 
functions of retroviral oncogenes converged with efforts to 
investigate normal mitogenic signaling by growth factors. 
Analysis of the predicted sequences of a number of retro-
viral oncogene products uncovered several with similarities 
to the prototype v-src product, whose enzymatic function 
as a protein kinase had been identified. Unlike many protein 
kinases, which phosphorylated serine and/or threonine resi-
dues, the v-src product was a protein kinase capable of spe-
cifically phosphorylating tyrosine residues.2 Later efforts to 
identify oncogenes led to the discovery of the small GTPase 
Ras, which was unmasked as a transforming gene by trans-
fection of tumor cell genomic DNA.3

Independent efforts to purify and sequence growth 
factors led to the discovery that the sequence of the platelet-
derived growth factor (PDGF) B chain matched the pre-
dicted product of the transforming gene of simian sarcoma 
virus, designated v-sis.4,5 The v-erbB gene of avian erythro-
blastosis virus, which predicted a v-src–related protein tyro-
sine kinase, was then found to represent a truncated form 
of the epidermal growth factor receptor (EGFR).6 Inde-
pendent evidence demonstrated that EGF triggering of its 
receptor resulted in tyrosine autophosphorylation.7 Thus, a 
direct link between growth factors, receptors with tyrosine 
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Figure 2-1 Receptor tyrosine kinase signaling in cancer Scheme for growth factor signaling through receptor tyrosine kinases.
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kinase activity, and oncogenes was firmly established. The 
proliferation, differentiation, functional activity, and survival 
of cells can be affected by a wide array of other cytokines 
that signal through transmembrane receptors that lack pro-
tein tyrosine kinase activity. Because these signaling systems 
have also been implicated in malignant transformation, they 
are described in this chapter as well.

Signal Transduction by Protein Tyrosine 
Kinase Receptors

Membrane-spanning RTKs contain several discrete domains, 
including their extracellular ligand binding, transmembrane, 
juxtamembrane, protein tyrosine kinase, and carboxy-termi-
nal tail domains.8,9 Interaction of a growth factor with its 
receptor at the cell surface leads to a tight association, so that 
growth factors are capable of mediating their activities at 
very low concentrations. In the general model of RTK acti-
vation, ligand binding induces receptor dimer or oligomer 
formation associated with activation of the tyrosine kinase 
domain. However, the dimerization mechanism can be very 
different among the 20 families of RTKs, and the contribu-
tion of the ligands varies. For example, nerve growth factor 
(NGF) dimers directly mediate the coupling of two TrkA 
receptors, whereas EGF molecules do not contribute to the 
EGFR dimerization interface, but instead induce a confor-
mational switch, which unmasks a dimerization domain in 
the EGFR extracellular region.9 Also, it should be noted 
that certain RTKs, such as the insulin and insulin-like 
growth factor receptors, form inactive dimers that are trig-
gered in the presence of their ligands through conforma-
tional changes.9

Among the different RTKs, the tyrosine kinase is 
the most conserved domain, and its integrity is absolutely 
required for receptor signaling. For example, mutation of 
a single lysine in the ATP binding site, which blocks the 
ability of the receptor to phosphorylate tyrosine residues, 
completely inactivates receptor biological function.10 In the 
presence of their ligands, the conformational changes in the 
activated receptors overcome cis-autoinhibitory interactions 
in the kinase, the juxtamembrane, and the carboxy-terminal 
domains, which allow trans-phosphorylation on tyrosine 
residues that serve as docking sites for different adaptor and 
second messenger proteins.9

The juxtamembrane sequence that separates the 
transmembrane and cytoplasmic domains is not well con-
served among different families of receptors. However, jux-
tamembrane sequences are highly similar among members 
of the same family, and studies indicate that this stretch 
plays a role in the modulation of receptor function. For 

example, addition of PDGF to many types of cells causes 
a rapid decrease in high-affinity binding of EGF to its 
receptor, which is mediated by the phosphorylation of the 
EGFR juxtamembrane domain induced by PDGF-trig-
gered protein kinase C (PKC), a process termed receptor 
transmodulation.11 The carboxy-terminal domain of the 
receptor is thought to play an important role in the regula-
tion of kinase activity. This region typically contains sev-
eral tyrosine residues, which are autophosphorylated by 
the activated kinase. In fact, the receptor itself is often the 
major tyrosine phosphorylated species observed follow-
ing ligand stimulation. Tyrosine phosphorylation of the 
carboxy-terminal domain can modulate kinase catalytic 
activity and/or the ability of the kinase to interact with 
substrates. Thus, mutations that alter individual tyrosine 
sites or deletions of this domain have the effect of attenuat-
ing kinase function.9,11

RTKs and Cancer

The constitutive expression of a growth factor and its specific 
receptor by the same cell may be sufficient to establish a so-
called autocrine loop that contributes to tumor progression. 
Autocrine transforming interactions have been identified in 
a number of human malignancies. At least one PDGF chain 
and one of its receptors have been detected in a high fraction 
of sarcomas and in glial-derived neoplasms.12-14 Growth 
factors also contribute to tumor progression by a paracrine 
mode. For example, continuous stimulation by growth factors 
in paracrine as well as autocrine modes during chronic tissue 
damage and repair associated with cirrhosis and inflamma-
tory bowel disease may predispose to tumors.15 Some tumor 
cells produce angiogenic growth factors such as the vascular 
endothelial growth factors (VEGFs). Such growth factors 
cause paracrine stimulation of endothelial cells, inducing 
neoangiogenesis and lymphangiogenesis, which contribute 
to tumor progression.16

RTKs are frequently targets of oncogenic alterations, 
which create a constitutively activated receptor, independent 
of the presence of ligand. This was initially demonstrated 
with retroviral oncogenes, v-erbB and v-fms, encoding 
activated forms of the EGF and CSF-1 receptor, respec-
tively.6,17 Alterations affecting a large number of RTKs have 
been implicated in human malignancies. One mechanism 
involves the amplification or overexpression of a normal 
receptor. Examples include EGFR, ERBB-2, and MET (see 
reviews18,19). In some human tumors, deletions within the 
external domain of the EGFR receptor or mutations in its 
tyrosine kinase domain are associated with its constitutive 
activation.19 The RET gene is activated by rearrangement, 
as a somatic event, in about one third of papillary thyroid 
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carcinomas. Germline mutations affecting the cysteine resi-
dues in the extracellular region, resulting in constitutive 
dimerization of these receptors caused by the formation of 
intermolecular cysteine bridges, are responsible for multiple 
endocrine neoplasia (MEN) 2A and for the familial medul-
lary thyroid carcinoma syndrome. In contrast, point muta-
tions in RET kinase domain, such as those involving codons 
V804, Y806, A883, and M918, are responsible for MEN 
2B.20 These mutations have been shown to upregulate RET 
catalytic function, resulting in its genetic transmission as an 
oncogene. MET is overexpressed and/or mutationally acti-
vated in a variety of human tumors, including hepatocellular, 
gastric, and colorectal carcinomas, and activating mutations 
of MET have been associated with the metastatic progres-
sion of head and neck cancers.18 A direct role of MET in 
hereditary papillary renal carcinoma has also been estab-
lished.21 This hereditary disease is characterized by multiple, 
bilateral renal papillary tumors, in which mutations activate 
constitutive kinase activity and transforming properties. 
Somatic mutations in MET have also been detected in some 
sporadic renal papillary tumors.21 Several other receptors, 
including PDGF-β, TrkA, TrkC, and anaplastic lymphoma 
kinase (ALK) have been shown to be oncogenically activated 
in human malignancies by gene rearrangements that lead to 
fusion products containing the activated TK domain.22-25

Signaling Pathways of Tyrosine  
Kinase Receptors

Knowledge of the cascade of biochemical events triggered by 
ligand stimulation of tyrosine kinase receptors has increased 
rapidly in recent years and provides further evidence of the 
importance of these signaling pathways in cancer. The PDGF 
system has served as the prototype for identification of the 
components of these systems. Certain molecules become 
physically associated and/or phosphorylated by the activated 
PDGF receptor kinase. Those identified to date include 
phospholipase C (PLC)-γ,26 phosphatidylinositol-3’-kinase 
(PI-3K) regulatory subunit (p85),27 Nck,28 the phosphatase 
SHP-2,29 Grb2,30 Crk,31 ras p21 guanosine triphosphatase 
(GTPase)-activating protein (GAP),32,33 and src and src-
like tyrosine kinases.34 PLC-γ is one of several PLC isoforms 
and is involved in the generation of two important second 
messengers, inositol triphosphate (IP3) and diacylglycerol 
(DAG), which cause release of stored intracellular calcium 
and activation of PKC, respectively.35,36 PKC participates in 
cell proliferation, survival, and migration. Although differ-
ent isoforms can play distinct and sometimes opposite roles 
in such processes, evidence for the involvement of PKC in 
tumorigenesis and cancer progression is substantial.36

PI-3K phosphorylates the inositol ring in PI in the 3’ 
position and becomes physically associated with a number 
of activated tyrosine kinases.37,38 This protein contains an 
85-kDA regulatory subunit, which is tyrosine phosphory-
lated, and a 110-kDa catalytic subunit. PI3-K appears to 
play a major role in cell survival signaling, as discussed later 
(see Figure 2-1).

RAS

Ras small GTP-binding proteins are a major point of convergence 
in receptor tyrosine kinase signaling and are an important com-
ponent of the cellular machinery necessary to transduce extracel-
lular signals (see review39). These membrane-bound intracellular 
signaling molecules mediate a wide variety of cellular functions, 
including proliferation, differentiation, and survival. The Ras 
family of GTPases contains 39 proteins encoded by 36 genes in 
the human genome; it includes H-, N-, and K-Ras, R-Ras, Rap1  
(A and B), TC21, and Rheb1/2.39 Ras proteins are synthesized 
in the cytosol and become associated with the inner leaflet of the 
plasma membrane via posttranslational modifications, including 
a form of fatty acid lipidation, isoprenylation, on Cys-186. The 
carboxy-terminal CAAX box (Cys, two aliphatic amino acids, 
followed by any residue) is an essential motif required for Ras 
function, as it targets the unprocessed protein for this essential 
modification.

Ras proteins act as molecular switches alternating 
from an inactive guanosine diphosphate (GDP)-bound 
state to an active GTP-bound state. The paradigm for Ras 
activation involves the recruitment of a guanine nucleotide 
exchange factor (GNEF) to the membrane in response to 
growth factor binding and subsequent activation of a recep-
tor tyrosine kinase.39 GNEFs promote the release of GDP 
from the Ras catalytic pocket, and the relative abundance of 
intracellular GTP as compared to GDP ensures preferential 
binding of GTP (Figure 2-2). The best example of a Ras 
GNEF is SOS (son of sevenless), which is brought to the 
membrane by its stable association with the adaptor protein 
Grb2 (see Figure 2-140). Grb2 contains an src-homology 2 
domain (SH2), which binds to a specific motif containing 
phosphorylated tyrosine residues on several RTKs, includ-
ing the PDGFR and the EGFR. Grb2 also has two SH3 
domains that mediate its binding to SOS via a carboxy-
terminal proline-rich region. Alternatively, another adaptor 
protein, Shc, can bind to the cytoplasmic tail of the recep-
tor through its SH2 domain, resulting in its phosphoryla-
tion on tyrosine and subsequently binding Grb2.41 The exact 
sequence of binding of adaptors depends on the receptor 
and cell type. Once SOS is translocated to the membrane, 
it can promote the release of GDP from Ras, allowing GTP, 
which is present in excess in the intracellular environment, to 
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bind and ultimately lead to Ras activation. Although Ras is 
a GTPase, its intrinsic GTPase activity is actually quite inef-
ficient and requires additional proteins known as GTPase 
activating proteins (GAPs) to promote GTP hydrolysis (see 
Figure 2-2). GAPs can accelerate GTP hydrolysis by several 
orders of magnitude and are, thus, negative regulators of Ras 
functions.39,42 The mechanism by which GAP accelerates 
the GTPase reaction is complex and not completely under-
stood. Currently, several GAPs for Ras have been identified, 
including p120 GAP and NF1-GAP/neurofibromin, as 
well as GAPs with preferential activity on related proteins 
such as Rap.42 Of particular interest is NF1, as it is found 
to be frequently inactivated by mutation in patients with the 
familial tumor syndrome neurofibromatosis type 1.

Ras Functions

Ras appears to have a multitude of functions that differ 
depending on factors such as cell type and extracellular 
environment. It is paradoxical that a single gene can cause 
cell cycle entry and DNA synthesis in one type of cell, such 
as fibroblasts, and terminal differentiation in others, such 
as PC12.43,44 In other cell types such as myoblasts, acti-
vated Ras seems to oppose cell cycle withdrawal and dif-
ferentiation into myotubes and downregulates expression 
of  muscle-specific mRNA transcripts.45 In addition, Ras 
has been demonstrated to promote cell survival in some 
cell types such as those of hematopoietic lineages on cyto-
kine withdrawal, and PC12 cells and primary sympathetic 
neurons on removal of NGF or other trophic factors.46,47 
Although Ras mediates such important cellular processes as 

proliferation, survival, and differentiation, the exact contribu-
tion of H-, N-, and K- isoforms is not clear: targeted knock-
outs to H- and N‒Ras genes resulted in mice that did not 
exhibit an abnormal phenotype, whereas a K‒Ras knockout 
is an embryonic lethal and exhibits liver and hematopoietic 
defects.48,49 Of note, H‒Ras knockin into the K‒Ras locus 
does not perturb mouse embryonic development, implying 
that the phenotype of K‒Ras−/− mice is probably due to the 
different expression pattern of the other Ras isoforms in 
the embryo, rather than their incapacity to compensate for 
K‒Ras function.39

Ras and Cancer

The initial evidence for Ras involvement in cancer came 
from the discovery of transforming retroviruses, Harvey and 
Kirsten sarcoma viruses, which contained H- and K‒ras cel-
lular derived oncogenes. The first human oncogenes were 
identified by transfecting genomic DNA from human tumor 
cell lines into NIH3T3 mouse fibroblasts and isolating the 
DNA fragments from the transformed foci. These were 
shown to be the human homologues of the viral ras genes.43 
Subsequent studies have shown that Ras is oncogenically 
activated by mutations in about 30% of all human tumors, 
and in some cancers, such as pancreatic carcinoma, the fre-
quency is as high as 60%.50

Mutations in human tumors have been found at resi-
dues 12, 13, and 61, with positions 12 and 61 being the most 
common.50 These mutations decrease the intrinsic rate of 
GTP hydrolysis by Ras, as well as make the molecule sig-
nificantly less sensitive to GAP-stimulated GTP hydrolysis. 
Thus, the outcome is a molecule that is predominantly GTP 
bound, constitutively active, and able to activate downstream 
pathways in the absence of growth-factor stimulation. 
Oncogenic Ras is capable of transforming immortalized 
rodent fibroblasts or epithelial cells.43 Ras transformed cells 
appear refractile and spindle shaped, have disorganized actin 
filaments, and have a decreased affinity for the substratum. 
They can proliferate in the absence of adhesion (anchorage 
independence) or in the presence of low serum concentra-
tion. Such cells exhibit a loss of contact inhibition and grow 
to high saturation density. Of note, however, Ras alone is 
unable to transform primary mouse or human fibroblasts 
and instead causes such cells to undergo permanent growth 
arrest, also termed replicative senescence, characteristic of pri-
mary cells passed for multiple generations in culture. This 
senescence response appears to be dependent on the acute 
upregulation of p16(INK4A) induced by high levels of Ras 
expression, and it can be overcome by the loss of function of 
p16(INK4A) and p53 tumor suppressors (see Chapter 3), 
which may help to explain the selective pressure for inacti-
vation of these genes in tumors containing Ras oncogenic 
mutations.39,51
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Figure 2-2 Activation of Ras GTPase
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Not only is Ras itself mutated or overexpressed in 
cancer, but there are examples of Ras regulatory proteins, 
which can be affected as well. The best example is NF1, a Ras 
GAP mentioned earlier. Hereditary transmission of a defec-
tive NF1 allele predisposes an individual to a genetic disease 
called neurofibromatosis type 1 or von Recklinghausen’s neurofi-
bromatosis.52 Somatic mutations result in the inactivation of 
the second allele, leading to neoplastic development. Neurofi-
bromatosis can manifest itself with the occurrence of multiple 
benign neurofibromas, as well as a high risk for malignancies 
of neural crest origin. In cells with defective NF1, cellular Ras 
accumulates in its GTP-bound state and thus is more active.52 
Other examples of Ras modulators involved in human heredi-
tary diseases are the SH-2–containing tyrosine phosphatase 
SHP2 and the GNEF SOS1, whose mutations have been 
detected in patients affected by Noonan syndrome.39,50

Signaling Downstream of RAS

Ras>Raf>Map Kinase Cascade

The most wellstudied effector of Ras is the serine/threonine 
kinase Raf (see Figure 2-1). Raf has been shown to bind to 
Ras and in many cases has been demonstrated to be indispens-
able for Ras functions such as cellular transformation.53 In 
fact, activated Raf or v-Raf, a truncated form of c-Raf, was ini-
tially isolated as a retroviral oncogene. There are three known 
mammalian Raf isoforms designated A-, B-,and C-Raf (also 
known as Raf-1) (for review, see Ref. 54). C-Raf is ubiquitous 
in its tissue expression, whereas A-Raf and B-Raf expression 
is more restricted. Ras-mediated activation of Raf requires 
binding to two regions of this cytoplasmic kinase, both of 
which are located at the amino terminus. In the active state, 
Raf proteins form homo- or heterodimers, a process that is 
enhanced by Ras and inhibited by the extracellular signal 
regulated kinase (ERK) in a negative feedback loop.55 Several 
phosphorylation events on both serine/threonine and tyrosine 
residues play a role in the full activation of Raf,54,55 and there 
are major differences in certain phosphorylation sites between 
A/C-Raf and B-Raf. Also, B-Raf displays the highest basal 
kinase activity, which may explain why B-Raf, but not A/C-
Raf, is frequently mutated in certain types of cancer.55

Once activated, Raf can phosphorylate MEK (mito-
gen/extracellular-signal regulated kinase kinase), a dual-
specificity kinase, on Ser218 and Ser222, leading to its 
activation (see review56 and Figure 2-1). Partial activation 
can be seen by phosphorylation on only one serine. There 
are two isoforms of MEK, designated MEK1 and 2, both 
of which are expressed ubiquitously with an approxi-
mate sequence identity of 80%. MEK, once activated, 
can in turn activate mitogen-activated protein (MAP) 
kinase (also designated ERK).56 Activation occurs via 

tandem phosphorylations on both threonine and tyrosine 
(Thr183-Glu-Tyr185) with the phosphorylation on tyrosine 
occurring first. There are two ERK isoforms (1 and 2),  
ubiquitously expressed and with very similar sequences. 
These proteins, 44 and 42 kDa, respectively, translocate to 
the nucleus, where they can activate a variety of proteins 
through phosphorylation on serine or threonine. For exam-
ple, ERK can phosphorylate several of the members of the 
Ets family of transcription factors, and phosphorylation of 
Ets-1 by ERK dramatically increases c-fos transcription. 
ERK can also activate a variety of protein kinases via phos-
phorylation. For example, p90 RSK is a serine/threonine 
kinase, which has a role in protein translation and has been 
shown to be a substrate for ERK.57

In addition to positive regulation of the MAP kinase 
pathway by phosphorylation, there are negative regulatory 
mechanisms that serve to attenuate activation of this cascade. 
A principal mode of this negative regulation is through a 
variety of phosphatases, a majority of which are dual specific, 
meaning they can dephosphorylate both serine/threonine 
and tyrosine residues. This is consistent with knowledge that 
ERK must be phosphorylated on both threonine and tyro-
sine to achieve maximal activation.58

Functions of the MAP Kinase Pathway

As mentioned previously, the MAP kinase cascade mediates 
many Ras downstream functions (see Figure 2-1). ERK acti-
vation can lead to increased DNA synthesis and cell prolifer-
ation. In fact, activated forms of Ras, Raf, and MEK induce 
expression of cyclin D1, which plays a major role in early cell 
cycle progression.59 Dominant negative mutants of members 
of this cascade can also block this induction in response to 
growth factor stimulation. In fact, cyclin D1 is one of the 
most frequently amplified genes in cancer,60 and this locus is 
almost invariably translocated in certain lymphomas, associ-
ated with cyclin D1 overexpression.59

Raf/Mek/MapK and Cancer

Davies and colleagues61 identified B-Raf mutations in around 
60% of human melanoma cell lines and primary tumors. 
Of note, these mutations, which in most cases involve the 
substitution of glutamate for valine 600 (V600E), were not 
consistent with mutations typically induced by UV. Lower 
frequencies of analogous mutations were observed in colon 
carcinoma and small-cell lung cancer (SCLC).61 These 
mutations were further shown to oncogenically activate 
B-Raf, and recently mutant B-Raf has been successfully tar-
geted in melanoma, as discussed later. In contrast to Ras and 
B-Raf, mutations of other Raf genes, MEK, or ERK are rare 
in cancer, although rearrangements causing aberrant activa-
tion of C-Raf have been recently reported in human prostate 
cancer.62
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Other MAP Kinases

In addition to the ERKs, there are other MAP kinases 
belonging to distinct MAPK cascades with both different 
upstream activators and downstream effectors (Figure 2-3). 
The c-Jun N-terminal kinase ( JNK)/stress-activated pro-
tein kinase (SAPK) and p38 MAP kinase have been dem-
onstrated to modulate cellular responses to a wide variety 
of extracellular stimuli including mitogens, inflammatory 
cytokines, and UV irradiation (see review63). There are three 
JNK genes, each with several alternatively spliced transcripts. 
In most cell types examined, including fibroblasts, epithelial 
cells, and neuronal-like PC12 cells, sustained activation of 
JNK/SAPK has been reported to induce programmed cell 
death, whereas transient activation can promote cell sur-
vival.63 There is evidence for some redundancy among these 
three genes, as each of the single knockouts as well as the 

JNK1/JNK3–/– and JNK2/JNK3–/– double knockouts is 
viable, but mice lacking both JNK1 and JNK2 are embryonic 
lethal. However, it has been demonstrated that the three JNK 
isoforms can also exhibit distinct properties, for example, in 
their capacity to interact with the oncogene Jun.63

In contrast to its ability to activate the MAPK/ERK 
cascade, H-ras only minimally perturbs JNK/SAPK. How-
ever, overexpression of the constitutively activated mutants 
of the small G-proteins, Rac and Cdc42, leads to the robust 
stimulation of JNK/SAPK activity. The pathways leading to 
JNK activation mirror those seen for ERK. Thus, a variety of 
MAP kinase kinases (MKK) can phosphorylate the various 
JNK isoforms.56,63

As with the ERKs, JNK activation results in phosphor-
ylation of certain transcription factors and increases their 
transcriptional activity at promoters containing response ele-
ments for these factors.63 Some of the transcription factors 
activated by ERK or JNK were initially discovered as retro-
viral oncogenes in mice and chickens, respectively. The FBJ 
and FBR murine viruses contain the Fos sequence under the 
viral LTR promoter and exhibit changes in regulatory phos-
phorylation sites that make them more active than the proto-
oncogene,64 and Jun was identified as an avian retrovirus.65 
Overexpression of Fos can cause transformation of cells as 
well.66 Jun and Fos belong to the AP-1 family of transcrip-
tion factors. In response to various stimuli, including UV 
irradiation, environmental stresses, and PKC activation, Jun 
homodimers and Jun-Fos heterodimers bind to AP-1 target 
sequences such as 12-O-tetradecanoylphorbol-13-acetate 
(TPA) responsive elements.67

C-Myc

The Myc family includes four transcription factors, c-Myc, 
N-Myc, L-Myc, and S-Myc, involved in the control of 
cell growth, differentiation, and apoptosis.68,69 Myc pro-
teins form heterodimers with another transcription factor,  
Max, through a basic-region/helix-loop-helix/leucine-zip-
per domain and bind a specific DNA consensus sequence 
called E-box to activate the transcription of target genes. In 
the absence of Myc, Max forms a complex with Mad/Mnt 
proteins and acts as a repressor of Myc transcriptional tar-
gets. A large number of genes are regulated by Myc, includ-
ing p21(CIP1), cyclin D1/D2, E2F2, and the microRNA 
miR-17-92 cluster. Because the E-box sequence is very fre-
quent in the human genome, more sophisticated approaches, 
such as genome-wide chromatin immunoprecipitation, have 
been used to identify authentic and physiologically relevant 
Myc target genes.69 Enhanced expression of Myc proteins 
is estimated to occur in up to 70% of human malignancies. 
However, the deregulated expression of these proteins is 
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not sufficient to induce cell transformation, implying that 
additional genetic events are required. One such event is the 
activation of the Ras pathway, which affects Myc factors at 
different levels, including posttranslational stabilization and 
inhibition of the antagonizing transcription factors FOXO. 
Also, because high levels of Myc can trigger apoptosis, tumor 
cells may need for their survival concomitant oncogenic 
events, such as Ras activation or loss of ARF or p53 tumor 
suppressors.68,69 In lymphoid cancers, c-Myc is often found 
in translocations adjacent to a strong promoter, such as that 
of the immunoglobulin genes. In other cancers such as breast 
and lung carcinoma, the genomic locus encoding c-Myc is 
amplified. c-Myc overexpression can also result from the 
aberrant activation of upstream pathways, such as in the case 
of Wnt signaling discussed later.68,69 Gene amplification is 
also the mechanism responsible for the increased expression 
of N-Myc commonly observed in certain cancers, includ-
ing retinoblastoma, glioblastoma, and medulloblastoma. Of 
note, N-Myc overexpression in neuroblastoma strongly cor-
relates with an advanced clinical stage, and it is taken into 
consideration for the assessment of the treatment of these 
malignancies.70

Oncogenes and Survival Signaling

The regulation of cell survival and cell death is of extreme 
importance both in the development of an organism and in 
the physiologic functions of the adult. During development 
of a multicellular organism, certain cells are eliminated by a 
process known as apoptosis or programmed cell death and 
others are permitted to survive. The deregulation of these 
processes can lead to a variety of malformations resulting in 
deformities or, in extreme cases, incompatibility with life. In 
adulthood, regulation of cell survival is equally important 
for proper homeostasis. Damaged cells must be removed, 
and terminally differentiated cells must be sustained. If this 
fails to occur, mutations leading to cancer may accumulate. 
Pro-apoptotic and anti-apoptotic proteins regulate these 
processes, and many of the oncogenes already discussed 
modulate cell survival in a positive fashion. Thus, oncogenes 
can influence proliferation, cell survival, or both, contributing 
to cellular transformation in a cooperative fashion.

The Bcl-2 Family

The Bcl-2 family of proteins consists of more than 15 
members, which can be subdivided into three classes based 
on functions and the number of Bcl-2 homology (BH) 
domains present.71,72 The anti-apoptotic members, including 

Bcl-2, Mcl-1, and Bcl-XL, contain four BH domains (BH1 
to BH4). The pro-apoptotic BCL-2 factors are divided into 
the effector proteins, such as BAX and BAK, which also con-
tain four BH domains, and the “BH3 only” pro-apoptotic 
proteins, such as BID and BIM, which include only the BH3 
domain. Proteins in all three classes have the ability to form 
either homo- or heterodimers with one another and play dis-
tinct roles in regulating mitochondrial membrane permeabil-
ization71,72 (Figure 2-4).

The involvement of Bcl-2 and cancer has been firmly 
established. Not only was the gene cloned as a translo-
cation from a lymphoid tumor, but mice expressing a  
Bcl-2-immunoglobin “mini-gene” that mimicked the translo-
cation seen in human cancers showed follicular hyperplasia 
that progressed to lymphoma. The Bcl-2 genomic locus has 
been found to be translocated in several tumor types, includ-
ing follicular lymphomas and chronic lymphocytic leukemia, 
and other oncogenes, such as Ras, can stimulate Bcl-2 expres-
sion.72 The Mcl-1 and Bcl-X genes are frequently amplified in 
tumors,60 and overexpression of anti-apoptotic family mem-
bers as well as downregulation or inactivation of pro-apop-
totic proteins has been observed in several human cancers.72

PI3K-Dependent Pathways

PI3K is a lipid kinase that catalyzes the transfer of the 
γ-phosphate from ATP to the D3 position of phos-
phoinositide (PtdIns), generating PtdIns3P, PtdIns(3,4)P2, 
and PtdIns(3,4,5)P373 (see Figure 2-1). These lipids can act 
in a variety of cascades. PI3K activation has been demon-
strated to play an important role in cell survival signaling in a 
number of cell types. There are three classes of PI3Ks, which 
exhibit variability with respect to their method of activation 
or their preferred lipid substrate.

The class I of PI3K, and in particular the subclass IA, 
is the most relevant for cancer and the best characterized. 
It consists of two subunits encoded by two distinct loci, a 
regulatory and a catalytic subunit.37 The regulatory subunit 
is a 50- to 85-kDa protein that is tightly associated with the 
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Figure 2-4 Bcl-2 family member interactions regulate cell death
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p110 catalytic subunit. The classical mode of PI3K activa-
tion involves its binding to the phosphorylated tyrosine resi-
dues of receptor tyrosine kinases via the two SH2 domains 
of p85. This results in the recruitment of the p85-p110 het-
erodimer to its substrate at the cell membrane and in a con-
formational change that relieves the basal inhibition of p110 
catalytic activity.37 In addition, it has been demonstrated that 
PI3K can be activated independently of receptor binding 
by the small G-protein Ras37,74 (see Figure 2-1). Further-
more, the γ isoform of PI3K is activated by heterotrimeric 
G-proteins.37 Thus it is clear that PI3K can be activated in 
response to a wide variety of upstream signals.

There are several known downstream effectors of PI3K. 
These include Rac, p70(s6k), certain isoforms of PKC, and, 
most relevant to the discussion of cell survival, Akt/PKB.37,73 
Akt has been shown to be responsible for PI3K-dependent 
cell survival signaling and is the cellular homologue of the 
viral oncogene v-Akt. The three human homologues identi-
fied encode 57-kDa serine/threonine kinases that contain an 
amino-terminal pleckstrin homology domain, which binds to 
the activated PtdIns products of PI3K. These lipids are believed 
to mediate the localization of this cytoplasmic protein to the 
plasma membrane. In addition, phosphorylation of Akt on two 
residues, a serine and a threonine, is required for full activa-
tion. These events are catalyzed by two different kinases, one 
of which, PDK1 (PtdIns(3,4,5)P3 dependent kinase) specifi-
cally phosphorylates Thr308; the other, the mTOR (mamma-
lian target of rapamycin) complex 2, phosphorylates Ser473.37,74 
Once activated, Akt directly phosphorylates different proteins, 
such as BAD, forkhead box O transcription factors, glycogen 
synthase kinase 3 (GSK3), and tuberous sclerosis 2 (mTOR 
signaling), thus regulating various processes, including cell sur-
vival, proliferation, and protein synthesis74 (see Figure 2-1).

The striking anti-apoptotic effect of both PI3K and its 
downstream effector Akt, as well as the fact that these two 
genes were initially found as transforming viral oncogenes, 
suggested that these two genes might also be involved in 
human cancer. Indeed, a myristoylated constitutively active 
PI3K can cause cellular transformation in chicken embryo 
fibroblasts.75 The gene encoding the p110α catalytic subunit 
is frequently mutated in certain common epithelial cancers, 
such as breast, colon, and prostate. One class of mutation, 
which promotes constitutive signaling, involves the kinase 
domain near the activation loop. The second class of p110α 
mutations is predicted to abrogate the inhibitory intermolec-
ular interaction between p85 and p110. Consistent with this 
model, mutations affecting the p85 subunit have recently been 
identified in glioblastomas and in colon and ovarian cancers.74 
Activating mutations of the three Akt isoforms have been also 
described, although they appear to be far less common than 
those involving the p110α locus. In addition, certain cancers 
can harbor amplifications of p110α or Akt subunits.74

Further evidence of the involvement of the PI3K/Akt 
pathway in cancer stems from the discovery of PTEN, one 
of the most frequently inactivated tumor suppressor genes 
in different types of tumors, including glial and endometrial 
tumors, as well as melanoma, prostate, renal, and small-cell 
lung carcinomas (for a review, see Ref. 76). Germline muta-
tions at the PTEN locus cause inherited cancer syndromes 
such as Cowden disease, Lhermitte-Duclos disease, and 
Bannayan-Zonana syndrome. PTEN dephosphorylates the 
3 position of phosphatidylinositol, thus directly opposing 
PI3K activity76 (see Figure 2-1).

Cytokine Receptor Signaling

A large number of cytokines, hormones, and growth factors 
have been shown to activate a class of receptors that lack signif-
icant sequence similarity to the RTKs and are grouped under 
the definition of cytokine receptors.77 They share a common 
structural motif in their extracellular domains, including con-
served cysteine residues, and lack intrinsic enzymatic activity. 
The cytokine receptors either homodimerize on ligand bind-
ing (receptors for growth hormone, prolactin, erythropoietin, 
and thrombopoietin) or are composed of two distinct sub-
units that heterodimerize in response to ligand interaction. 
This latter group of receptors is composed of a ligand-specific 
chain and a common chain shared by different cytokines. 
This includes the receptors for interleukin-6 (IL-6), IL-11, 
oncostatin M, LIF, cardiotrophin-1, and ciliary neurotrophic 
factors, all sharing a common chain called gp130; the receptors 
for IL-3, IL-5, and GM-CSF that share the β common chain; 
and the receptors for IL-2, IL-4, IL-7, IL-9, and IL-15 that 
share the γ common chain.78

The Janus kinases ( JAKs) originally identified as 
signaling molecules in the interferon pathway are essential 
transducers of the signal originating from cytokine recep-
tors.79 Four mammalian JAKS have been identified, JAK-1,  
JAK-2, JAK-3, and Tyk-2. These kinases are associated with 
the receptors and contain both a catalytic domain and a pseu-
dokinase domain that is involved in the inhibition of JAK 
activity in the absence of the ligands. On ligand binding, the 
activated JAKs cause phosphorylation of the receptor and of 
molecules containing either a phosphotyrosine-binding or 
an SH2 domain. These molecules comprise the signal trans-
ducers and activators of transcription (STATs).

Seven mammalian STATs have been identified 
(STAT-1, STAT-2, STAT-3, STAT-4, STAT5a, STAT5b, 
and STAT-6), and differential splicing increases the number 
of these molecules. In addition to the SH2 domain, their 
structure is characterized by a DNA-binding domain and 
several protein-protein interaction domains. After becoming 
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phosphorylated on tyrosine, STATs form homo- or het-
erodimers through their SH2 domain and translocate to the 
nucleus, where they activate target genes (Figure 2-580,81). In 
addition to the cytokine receptors, the JAK/STAT pathway 
has been shown to transduce signals from a number of tyro-
sine kinase receptors, including those for EGF, PDGF, and 
CSF-1.80

Several components of the cytokine receptor sig-
naling pathways have been implicated in uncontrolled 
cell proliferation and cancer. The myeloproliferative virus 
(MPLV), an acute transforming retrovirus, contains an 
oncogene called v-mpl, which is a truncated version of a 
member of the hematopoietin receptor family c-mpl whose 
ligand has been identified as the thrombopoietin. Ectopic 
expression of c-mpl induces a lethal myeloproliferative dis-
ease in mice,82 and activating mutations have been identi-
fied in myelofibrosis with myeloid metaplasia in humans.83 
The first evidence of involvement of the JAKs/STATs in 
naturally occurring cancer was the finding of an activat-
ing mutation in the Drosophila Hop kinase, a member of 
the JAK family, that caused a leukemia-like phenotype.84 
Stronger evidence implicating the JAKs in a human cancer 
came from the identification of a chromosomal transloca-
tion in a human leukemia resulting in the constitutively 
activated fusion protein TEL-JAK2.85 In 2005, various 
groups identified a mutation in the JAK2 gene in a large 
proportion of patients with different types of myeloprolif-
erative neoplasms, including polycythemia vera (PV) and 
essential thrombocythemia. This mutation involves the 

substitution of a phenylalanine for valine 617 (V617F) 
and is believed to disrupt the autoinhibitory activity of the 
pseudokinase domain, resulting in cytokine hypersensitiv-
ity and cytokine-independent growth.81 It has been shown 
that in hematopoietic cells containing JAK2(V617F), 
signaling pathways involved in cell proliferation and sur-
vival are activated, including STAT, MAPK, and PI3K-
AKT.81 More recently, activating mutations in JAK2 exon 
12, which encodes a region near the pseudokinase domain, 
were identified in JAK2(V617F) negative PV patients.81 
Although activating mutations of STAT3 have been iden-
tified only in a particular type of liver tumor,86 this tran-
scription factor is very frequently activated through various 
mechanisms in cancer cells. It is thought not only to par-
ticipate in tumor cell proliferation, survival, and invasion, 
but also to suppress antitumor immunity and to maintain a 
procarcinogenic inflammatory microenvironment.87

Neurotransmitters

The transmission of signals generated by the reception of 
chemical and physical stimuli from the external and internal 
environments is mediated by a large variety of small mol-
ecules known as neurotransmitters. These molecules include 
acetylcholine; amino acid derivatives such as epinephrine, 
norepinephrine, serotonin, and dopamine; and peptides 
such as the angiotensins, β-endorphin, enkephalins, and 

Figure 2-5 Cytokine receptor 
signaling The binding of cytokines 
to their receptors activates the JAK/
STAT pathway through a series of 
phosphorylations.
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somatostatin. These ligands can trigger two types of recep-
tors: ion-channel–linked receptors or receptors with seven 
membrane-spanning domains, which interact with hetero-
trimeric G proteins composed of α, β, and γ subunits. After 
binding to their specific ligand, the G-protein coupled recep-
tors (GPCRs) undergo a conformational change, which 
results in a switch from the inactive GDP-bound Gα to an 
active GTP-bound state and the dissociation of the Gβγ sub-
units. Different subfamilies of Gα proteins exist that acti-
vate various signaling pathways. For example, Gαs and Gαi, 
respectively, stimulate or inhibit adenylyl cyclase, provoking 
an increase (or a decrease) of cyclic AMP levels, which can 
then activate the protein kinase A (Figure 2-6). The mem-
bers of another Gα subfamily, Gαq, activate PLC-β, which 
catalyzes the cleavage of phosphatidylinositol biphosphate 
into DAG and IP3. DAG then stimulates PKC, whereas IP3 
mobilizes the intracellular stocks of calcium (see Figure 2-6). 
The Gβγ subunits are also implicated in the signaling cas-
cade, by regulating the activity of different effectors, such as 
phospholipases, ion channels, and various kinases. Of note, 
GPCR activation can impinge on other transduction path-
ways, including Rho and Ras GTPases or MAP kinases, 
while the mechanisms involved are not completely elucidated 
(for review, see Ref. 88).

The ability of GPCRs to activate various transduction 
pathways that regulate cell differentiation and proliferation 
strongly suggests a potential role of these receptors in tumori-
genesis. Indeed, activating mutations of the thyroid-stimulat-
ing hormone receptor commonly occur in thyroid adenomas 
and carcinomas, and germline mutations cause familial non-
autoimmune hyperthyroidism.88 Another example is illus-
trated by studies on two distinct groups within a subset of 
growth hormone–secreting human pituitary tumors.89 In 

one group, Gαs was found to be constitutively active, result-
ing in elevated adenylate cyclase activity and growth hormone 
levels. This activation was due to point mutations either in a 
site at which cholera toxin inactivates Gαs [Arg 201 → Cys/
His] or at a residue equivalent to a GTPase-inhibiting muta-
tion that causes malignant activation of Ras p21 [Gln 227 → 
Arg]. Because both mutations have the effect of destroying 
GTPase activity, Gαs [designated gsp] becomes constitutively 
activated in a manner analogous to the oncogenic activity of 
Ras p21. The two mutations are located in regions that are 
highly conserved among Gα proteins isolated from diverse 
eukaryotic species, and activating mutations have been iden-
tified in some human adrenal, pituitary, and other endocrine 
tumors.90 Although mutations in GPCRs and G proteins 
have been identified in some tumors, the most common 
mechanisms of GPCR activation in cancer cells are recep-
tor overexpression and autocrine stimulation,88 as has been 
shown, for example, for the gastrin-releasing peptide,91 angio-
tensin II,92 and cholecystokinin93 in pancreas and prostate 
cancers. Moreover, the receptors for certain neuropeptides 
and/or neurotransmitters, including acetylcholine, bradyki-
nin, bombesin, and endothelin, can promote the prolifera-
tion and invasion of different types of tumor cells through 
cross talk with the EGFR or the insulin-like growth factor 1 
receptor.94 Of note, the specific expression of neurotransmit-
ters and their cognate receptors in tumors arising from the 
endocrine system make this signaling a promising target for 
cancer diagnosis and therapy.95,96 Finally, it is worth men-
tioning that other families of ligands triggering GPCRs play 
important roles in tumor initiation and progression. This is 
the case, for example, with the prostaglandins, which mediate 
chronic inflammation, increasing the risk of tumors, and the 
chemokines, crucially involved in cancer metastasis.88,94

Figure 2-6 G-protein coupled recep-
tors (GPCRs) Diagram showing cyclic 
adenosine monophosphate (cAMP) and 
phospholipase C-β (PLCβ) transduction 
pathways activated by GPCRs.
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Wnt Signaling

Wnts comprise a highly conserved multimember ligand fam-
ily and play important roles in a variety of developmental pro-
cesses, including patterning and cell fate determination.97,98 
In different adult tissues, Wnts also play important roles 
in stem/progenitor cell maintenance and differention.98-100 
Wnts bind to two co-receptors, the seven-transmembrane 
Frizzled and single-membrane–spanning low-density recep-
tor-related protein 5/6 (LRP5/6), resulting in the phos-
phorylation of the LRP5/6 intracellular domain.101 The 
phosphorylated LRP5/6 provokes the inhibition of a multi-
protein complex, referred to as the destruction complex, which 
includes axin, GSK3, casein kinase 1 (CK1), and adenoma-
tous polyposis coli (APC). In the absence of Wnt ligands, this 
complex induces the sequential phosphorylation of β-catenin 
by CK1 and GSK3, which provokes its degradation through 
the ubiquitination pathway. Thus, Wnt-induced inhibition 
of the destruction complex blocks β-catenin degradation and 
causes its accumulation in the cytoplasm in an uncomplexed 
form. The latter is then translocated to the nucleus, where it 
binds to transcription factors belonging to the T-cell factor/
lymphoid enhancer factor family and activates the expression 
of Wnt target genes, including the proto-oncogene c-myc and 
cyclin D1 (Figure 2-7100).

The prototype Wnt gene was originally identified as a 
cellular gene activated by integration of the mouse mammary 
tumor virus.102 Later studies indicated that targeted expres-
sion of certain Wnts in transgenic mice caused mammary 
gland hyperplasia, and several Wnt genes exhibit the abil-
ity to transform various epithelial103 and fibroblast murine 
cell lines.104 Recent evidence indicates that Wnt signaling is 
constitutively activated through an autocrine mechanism in 
different types of human cancers, including breast cancer,105 
non–small-cell lung cancer,106 and sarcoma.107 More com-
monly, specific downstream components of the Wnt pathway 
have been implicated in human cancers. Genetic alterations 
of β-catenin have been identified in human tumors and can-
cer cell lines, including colon cancer, melanomas, and hepato-
cellular carcinomas.97,108 These mutations affect the sites of 
phosphorylation of β-catenin and result in the inhibition of 
its degradation, leading to the stabilization of the protein in 
the cytosolic and/or nuclear compartments.

The APC tumor suppressor gene product, which is 
required for β-catenin phosphorylation and degradation, 
also regulates the amount of cytosolic β-catenin. Germ-
line mutations in the APC gene are responsible for famil-
ial adenomatous polyposis (FAP), a dominantly inherited 
syndrome characterized by the formation of hundreds 
of colorectal adenomas, some of which inevitably pro-
gress to colorectal cancer. Inactivation of the APC gene 
leading to increased cytosolic β-catenin is also found in  

80% of sporadic colon cancers, and it represents an early 
event in tumor progression.97,108 The major initiating event 
in the remaining 20% of colon cancer involves mutations in 
the β-catenin gene97,108 or, as recently uncovered by next-
generation sequencing, fusions of the R-spondin genes, a 
family of secreted proteins that enhance Wnt signaling.109 
Of note, these events occur only in those cancer cells with 
intact APC, implying that activation of this signaling path-
way affects almost all colon cancers.

Hedgehog/Patched Signaling

The Hedgehog/Patched signaling pathway was first identified 
in Drosophila, where it plays an important role in a number 
of developmental processes, including cell fate determination 
and patterning.110,111 Although the major core components 
of the pathway are conserved among species, many differ-
ences exist between the fly and vertebrate Hedgehog signal-
ing. In vertebrates, in the absence of the Hedgehog ligands, 
Sonic, Indian, and Desert Hedgehog, their receptor Patched 
prevents, through an unknown mechanism, the translocation 
of the seven-transmembrane domain protein Smoothened to 
the primary cilium. Under such conditions, the full-length Gli 
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Figure 2-7 Diagram showing the major known components of Wnt 
signaling in cancer Simplified scheme of canonical Wnt signaling.
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transcription factors bind to suppressor of fused (Sufu) and, 
following multiple phosphorylation, are cleaved into repressor 
forms of Gli that inhibit the transcription of Hedgehog target 
genes. Hedgehog binding to Patched relieves the inhibition 
of Smoothened, which can then translocate to the primary 
cilium, where it promotes the disassembly of the Sufu-Gli 
complex. Gli proteins are shuttled into the nucleus, where 
they become transcriptionally active, probably after additional 
posttranslational modifications112,113 (Figure 2-8).

Several lines of evidence suggest an important role of 
the Hedgehog pathway in cancer. Mutations in the human 
homologue of the Patched gene have been identified as 
responsible for the hereditary nevoid basal cell carcinoma 
(BCC) syndrome,114 and mutations have also been found 
in sporadic BCC and medulloblastomas. Loss of Patched 
would result in the constitutive activation of Smoothened 
and upregulation of this signaling pathway. Other studies 
have identified activating missense mutations in Smoothened 
in BCC,115 further supporting the involvement of this sig-
naling pathway in human cancer. Studies using the Smooth-
ened inhibitor cyclopamine suggested the existence of a 
Hedgehog autocrine activation loop involved in the growth 
of different types of cancer. However, it was subsequently 
demonstrated that Hedgehog ligands do not act cell-autono-
mously on the tumor cells, but they instead affect the stromal 
microenvironment through a paracrine mechanism.116,117

Implications for Cancer Therapy

The study of signal transduction is crucial to the under-
standing of the normal cellular processes that govern 

cellular functioning. Although our knowledge of these intri-
cate events is increasing rapidly, the complexities appear to 
be growing even more rapidly. What were once believed to 
be rather simple and linear pathways have now become mul-
tidimensional. Signaling pathways converge, diverge, and 
cross talk so frequently that it is becoming difficult to discuss 
them as individual pathways. Issues such as cell type specific-
ity, where signaling pathways differ both in how they are acti-
vated and in the ultimate outcome, add to the complexities 
as well. The oncogenes that have been discussed are normally 
key players in signaling pathways, as illustrated by evidence 
that constitutive activation of molecules, ranging from recep-
tors to nuclear transcription factors, can cause cellular trans-
formation and/or increased cell survival and are commonly 
found to be activated in human cancers.

Because many of the signaling pathways involved in 
cellular transformation by oncogenes have been elucidated, 
concerted efforts have been made to develop treatment 
strategies that target these specific signaling molecules 
or their downstream effectors. Such approaches rely on 
the idea that tumor cells, despite their complex pattern 
of mutational events, can become particularly dependent 
on one or a few signaling pathways for their growth and/
or survival, a concept commonly referred to as oncogenic 
addiction.118 Tremendous strides have been made in devel-
oping therapies that target some of the oncogene prod-
ucts discussed in this chapter, and several of these agents 
have been approved for the treatment of various types of 
cancer (Table 2-1). Although other approaches are being 
explored, these new therapeutics consist either of modi-
fied monoclonal antibodies, which recognize cell mem-
brane or secreted proteins, such as ERBB2 and VEGF, or 
of small molecule inhibitors, which target the enzymatic 

Figure 2-8 Activation of Hedgehog 
signaling The Hedgehog pathway in 
vertebrates, in the absence (A) or in the 
presence (B) of Hedgehog ligands.
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Table 2-1 Targeted Therapeutics Directed against Oncogene Products

Target Cancer Drug Disease

Monoclonal Antibody

ERBB2 Trastuzumab (Herceptin) Breast cancer, gastric cancer

ERBB2 Pertuzumab (Perjeta) Breast cancer

EGFR Cetuximab (Erbitux) Colorectal cancer, head and neck cancer

EGFR Panitumumab (Vectibix) Colorectal cancer

VEGF Bevacizumab (Avastin) Colorectal cancer, NSCLC, RCC, glioblastoma

Fusion Protein

VEGFA, VEGFB, PGF Aflibercept (Zaltrap) Colorectal cancer

Small Molecule

Abl, PDGFR, c-Kit Imatinib (Gleevec) CML, GIST, ALL, dermofibrosarcoma protuberans

Abl, Src Bosutinib (Bosulif ) CML

Abl, Src Dasatinib (Sprycel) CML, ALL

Abl, PDGFR, c-Kit Nilotinib (Tasigna) CML

ALK, MET Crizotinib (Xalkori) NSCLC

B-Raf (V600E) Vemurafenib (Zelboraf ) Melanoma

EGFR Gefitinib (Iressa) NSCLC

EGFR Erlotinib (Tarceva) NSCLC, pancreatic carcinoma

EGFR, ERBB2 Lapatinib (Tykerb) Breast cancer

mTOR Everolimus (Afinitor) RCC, astrocytoma, PNET, breast cancer

mTOR Temsirolimus (Torisel) RCC

Smoothened Vismodegib (Erivedge) BCC

VEGFR, EGFR, RET Vandetanib (Caprelsa) Thyroid cancer

VEGFR, PDGFR, c-Kit Axitinib (Inlyta) RCC

VEGFR, PDGFR, c-Kit Pazopanib (Votrient) RCC, soft tissue sarcoma

VEGFR, PDGFR, FLT3, c-Kit, Raf, RET Sorafenib (Nexavar) RCC, hepatocellular carcinoma

VEGFR, PDGFR, FLT3, c-Kit, RET Sunitinib (Sutent) GIST, RCC, PNET

Drugs included in this table have been approved by the Food and Drug Administration (FDA).
ALL, acute lymphoblastic leukemia; BCC, basal cell carcinoma; CML, chronic myeloid leukemia; GIST, gastrointestinal stromal tumor; NSCLC, non-small-cell lung carcinoma; PGF, placental growth factor; 
PNET, pancreatic neuroendocrine tumor; RCC, renal cell carcinoma.

activity of a particular oncogene, generally a kinase, such as 
Abl, EGFR, or PDGFR. A recent paradigmatic example 
of such new agents is vemurafenib, an inhibitor of V600E 
B-Raf approved by the U.S. Food and Drug Administra-
tion (FDA) in 2011 for the treatment of unresectable or 
metastatic melanomas. This small-molecule inhibitor was 
specifically designed by Plexxikon to selectively block the 
mutant, but not the wild-type, B-Raf,119 and it showed a 
remarkable response rate in melanoma clinical trials.120 
However, as it is often the case with targeted therapy, after 
an initial response, the tumors relapse and become insensi-
tive to the inhibitor. Several mechanisms have been pro-
posed that allow the tumor cells to bypass the effects of 

B-Raf(V600E) inhibition, including mutations of Ras and 
activation of RTKs.121 Of note, although B-Raf(V600E) 
occurs in around 10% of colon cancers, this tumor is much 
less responsive to vemurafenib than is melanoma. It was 
recently demonstrated that the unresponsiveness of colon 
cancer is caused by vemurafenib-induced feedback activa-
tion of EGFR, a receptor that is highly expressed in colon 
cancer, but not in melanoma cells.122 The ability of tumor 
cells to overcome the inhibition of a particular pathway 
through activation of alternative mechanisms leading to 
drug resistance underlines the potential of a therapeutic 
strategy that simultaneously targets different components 
of one (e.g., the EGFR and ERBB2 dual inhibitor lapatinib) 
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or several (e.g., sorafenib, which inhibits VEGFR, PDGFR, 
FLT3, c-Kit, Raf, and Ret) signaling pathways.

Increased knowledge of oncogene signaling pathways 
has already led to novel therapeutics, which are in the clinic, 
and there is great promise that the number of rationally 
based therapies using such molecules as targets will continue 

to grow. The astonishing advances in the sequencing of can-
cer genomes, together with a better understanding of the 
molecular basis for drug selectivity and acquired resistance, 
should in the near future allow the design of new therapies 
based on combinations of targeted agents tailored to the spe-
cific genetic alterations of a given tumor.
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Introduction

Over the past 40 years, efforts to understand the underly-
ing rules that govern the transformation of somatic cells 
into their malignant counterparts have led to the identi-
fication of discrete alterations in genes and gene products 
that, in combination, are responsible for the characteristic 
hallmarks of cancer.1 Broadly speaking, cancer-associated 
genes can be classified into three groups: oncogenes, tumor 
suppressor genes, and genes responsible for maintain-
ing genome stability. Oncogenes encode the constitutively 
active or overexpressed versions of otherwise normal cel-
lular proteins involved in cell growth and proliferation (i.e., 
tyrosine kinase receptors, transduction kinases, and small 
GTPases). The “gain of function” capabilities of oncogenes 
are acquired as a result of genetic and epigenetic mecha-
nisms, including chromosomal translocations, gene ampli-
fications, missense activating mutations, and demethylation 
of gene promoters. Regardless of the activating mechanism, 
an oncogene always behaves as a dominant allele (a single 
allele suffices) in its ability to confer malignant properties 
on cells.2

In contrast to oncogenes, tumor suppressor genes 
encode proteins that are functionally integrated into path-
ways that prevent unscheduled cell proliferation, stimulate 
cell death, or trigger the induction of permanent cell cycle 
arrest.2 As expected, tumor suppressor genes may act as 
negative regulators of oncogenes. In many cases, they are 
responsible for the orchestration of cell cycle checkpoints 
that ensure faithful cell division under normal or stress-
induced conditions.3 The involvement of tumor suppressor 
genes in the tumorigenic process is only apparent following 
complete or partial loss of gene function, which commonly 
requires the inactivation of both parental alleles in a single 
cell. This recessive behavior explains the fact that the mutant 
alleles of these genes can be passed through the germline and 
cause inherited forms of cancer predisposition in humans.2,4 
Inactivating mechanisms of tumor suppressor genes include 

deletions, nonsense, and missense mutations and methyla-
tion-mediated gene silencing.

The third class of cancer-associated genes comprises 
those primarily involved in cellular processes that main-
tain basal levels of genomic or chromosomal stability. The 
proficiency of a cell in accurately repairing various forms of 
genomic insult depends on its ability to sense acute genomic 
damage, usually in the form of single- or double-strand DNA 
breaks, and to mobilize specific repair enzymatic complexes 
to sites of DNA damage.5 As expected, the inactivation of 
gene products involved in these processes leads to an increase 
in the rates of spontaneous mutations. This “mutator pheno-
type” can, in turn, contribute to the accumulation of muta-
tions in oncogenes and tumor suppressor genes.2 Similar to 
tumor suppressor genes, defects in genes involved in genomic 
surveillance underlie a variety of cancer-prone genetic dis-
orders, most of them inherited in a recessive fashion. For 
example, nucleotide excision repair (a process responsible 
for the repair of single-strand breaks and crosslinks in DNA 
produced by UV radiation or chemical mutagens) is defec-
tive in xeroderma pigmentosum, a group of human disorders 
associated with the development of tumors on sun-exposed 
skin.6

A major contributor to genomic instability in human 
cancers is the inactivation of TP53, the gene encoding the 
p53 transcription factor.7 As mentioned later in this chapter, 
p53 is normally induced in response to a variety of stresses, 
including DNA damage. Depending on the cell type and 
the magnitude of the damage, p53 activation can result in 
cell cycle arrest, senescence, or cell death (apoptosis), pro-
cesses that effectively prevent the propagation of damaged 
DNA within a cell population or give an individual cell time 
to repair the damage. Hence, cells lacking p53 may continue 
to replicate damaged DNA, increasing the chances of accu-
mulating potentially oncogenic mutations in other loci.2,4,7 
Notwithstanding its crucial role in sensing and respond-
ing to genotoxic insults, for historical reasons p53 is often 
described as a prototypical tumor suppressor gene.

3Nelson E. Brown and Philip W. Hinds

Tumor Suppressor Genes
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Tumor Suppressor Genes: A Historical 
Perspective

From a historical point of view, the articulation of the mod-
ern concept of tumor suppressor gene (TSG) was possible 
through the convergence of three major lines of research: 
somatic cell hybridization experiments, the detection of loss 
of heterozygosity (LOH) in tumors, and the study of highly 
penetrant familial cancers.8,9 It is worth mentioning, however, 
that the existence of TSGs had already been anticipated early 
in the 20th century by Theodor Boveri (1862-1915), one of 
the founders of the chromosomal theory of inheritance (the 
modern concept of the gene had not been developed at the 
time). Boveri suggested that the uncontrolled growth charac-
teristic of tumors arises as a result of an incorrect chromosomal  
dosage, which could be explained by an abnormal segregation 
of chromosomes during cell division. Thus, “growth inhibi-
tory chromosomes” are removed from cells during the process 
of tumorigenesis. As a corollary, Boveri suggested that these 
inhibitory chromosomes were part of a mechanism that kept 
normal cells in a proliferation-arrested state unless they were 
stimulated to divide.10 It was not until the mid-20th century, 
however, that more sensitive cytogenetic techniques allowed 
the identification of LOH (loss of heterozygosity), indicative 
of chromosomal loss, in human tumors.

The next piece of evidence linking loss of function 
mutations and tumorigenesis came from somatic cell hybrid-
ization experiments performed in the early 1970s.11-13 The 
crucial observation here was that cell hybrids generated 
through fusion of normal somatic cells with tumor-derived 
cells were usually nontumorigenic. The dominant effect of 
normal traits over the malignant phenotype seemed to indi-
cate that loss of growth-regulatory genetic information had 
contributed to the transformation of the parental tumor cell 
line in the first place. Conversely, the neoplastic phenotype 
could be reversed following the reacquisition of the normal 
complement of genetic information.

Ultimately, however, it was the study of familial cases 
of cancer predisposition that led to the identification, and 
subsequent cloning and characterization, of the first TSGs. 
Highly penetrant cancer susceptibility syndromes constitute 
a small group of inherited disorders in which the affected 
individuals develop a unique type of tumor (or a narrow 
set of tumors) with an unusual high incidence and at a 
younger age compared with sporadic (noninherited) cases.14 
Although cancer-associated syndromes display a dominant 
mode of inheritance, the experimental evidence gathered 
from in  vitro cell fusion experiments and LOH analyses 
seemed to indicate that TSGs acted in a recessive manner 
at the cellular level. A theoretical explanation for this para-
dox was first provided by Alfred Knudson and became later 
known as the “two-hit” hypothesis.8,15

In 1971, Knudson was studying the epidemiology of 
retinoblastoma, a relatively rare pediatric tumor that origi-
nates in the fetal retina. Retinoblastoma is associated with an 
inherited predisposition in approximately 40% of the cases. 
Most children with an affected parent develop multiple reti-
noblastomas in both eyes, which are diagnosed at a younger 
age compared with the sporadic forms of the disease. In 
contrast, children diagnosed with sporadic retinoblastoma 
(children with no family history of the disease, about 60% of 
the cases) show unilateral involvement and typically a single 
tumor in the affected eye. Based on these differences, Knud-
son postulated that the cell of origin of retinoblastoma (the 
retinoblast) must undergo two critical genetic events at a sin-
gle locus in order to initiate a tumor. Because the first muta-
tion or “hit” is already present in every somatic cell (including 
retinoblasts) of an individual with hereditary retinoblas-
toma, an inactivating mutation of the remaining allele (the 
second “hit”) would be sufficient to drive tumor formation. 
The increased probability of tumor initiation in the context 
of a large population of already mutated retinoblasts helps 
explain the multiplicity of tumors per retina and the charac-
teristic early onset of hereditary retinoblastoma. In cases of 
sporadic retinoblastoma, on the other hand, the hypothesis 
postulated that both hits must take place in a single somatic 
cell, itself a much less probable event, thus explaining the 
unilateral involvement and the lower number of tumors per 
retina.15

Evidence for the “two-hit” model was later provided 
by cytogenetic analyses of blood samples from patients with 
inherited retinoblastoma. These studies identified germline 
deletions of chromosomal band 13q14 in these patients, and 
similar changes were subsequently found in sporadic tumors, 
providing strong support for the notion that the same genetic 
locus was affected in both variants of the disease. Although 
several mechanisms were initially proposed to explain the 
second hit, their final documentation was only possible 
through DNA restriction fragment length polymorphism 
(RFLP) analysis. RFLP-based studies demonstrated that 
LOH achieved through deletion, mutation, or recombina-
tion can all occur as second events in retinoblastomas.16,17 
Finally, these studies provided the necessary molecular clues 
that led to the cloning of the retinoblastoma susceptibility 
gene (RB-1) in 1986.18

The protein encoded by RB-1 (pRB) is now recognized 
as a key suppressor of cell cycle progression.19 Evidence for 
pRB’s function dates back to studies on cellular immortal-
ization mediated by viral oncoproteins, including the simian 
virus 40 (SV40) large T antigen. These studies demonstrated 
that cellular immortalization was in part a result of the direct 
inactivation of pRB by the SV40 large T antigen. Because 
immortalized cells were especially sensitive to transforma-
tion by several oncogenes, the natural conclusion was that 
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inactivation of pRB might represent a common requirement 
for the initiation of most cancers. However, it soon became 
evident that inactivating mutations in RB-1 are found in a 
rather narrow group of human malignancies, most typically 
in small-cell lung carcinomas and osteosarcomas. As men-
tioned later in this chapter, we know now that deregulation 
of numerous cancer-associated genes can lead to the inacti-
vation of pRB in more indirect ways, a hallmark shared by 
virtually all cancers.19,20

At around the same time, the status of TP53 (also 
known as p53) as a TSG was also established. Its gene prod-
uct, the transcription factor p53, was originally identified as an 
interacting partner of the SV40 large T antigen. Although the 
mechanisms of tumorigenesis involving p53-large T antigen 
interaction initially suggested that TP53 acted as an oncogene, 
further experimental evidence challenged this notion. For 
example, wild-type p53 was shown to act as a suppressor of 
transformation in cultured cells, and genetic rearrangements 
at the TP53 locus, which resulted in loss of function instead 
of activation, were discovered in some leukemia cell lines.21 In 
addition, it was suggested that the interaction between p53 
and the SV40 large T antigen resulted in loss of p53 func-
tion, in a manner reminiscent of pRB inactivation. Never-
theless, it was not until TP53 was mapped within a region 
consistently deleted in human tumors that the gene gained its 
final recognition as a bona fide TSG. Seminal among these 
studies was the discovery that TP53 was biallelically deleted 
in human colorectal cancers, which was soon followed by the 
identification of mutations in other malignancies.2 Loss-of-
function mutations in TP53 were then linked to Li-Fraumeni 
syndrome, a known dominantly inherited condition that pre-
disposes individuals to several cancers, most typically breast 
cancer.22 Over the following 40 years, an explosion of research 
has confirmed TP53 as one of the most frequently mutated 
genes in human tumors. As mentioned later, p53 is involved in 
the orchestration of a variety of tumor-suppressive processes, 
including cell cycle arrest, apoptosis, and senescence. Deregu-
lation of each one of these processes following p53 inactiva-
tion can thus increase the probability that a cell will become 
malignant.4

In summary, the RB-1 and p53 paradigms defined 
three important properties of “classic” TSGs: (1) TSGs 
are recessive at the cellular level, with biallelic inactivation 
typically found in tumors; (2) inheritance of a single mutant 
allele increases tumor susceptibility because only one addi-
tional inactivating event is required for complete loss of gene 
function; and (3) the same gene is frequently inactivated in 
sporadic cancers. Theoretically, reversion of the tumorigenic 
phenotype following the reintroduction of the relevant TSG 
into a cancer cell may also serve as a functional criterion to 
classify a gene as tumor suppressor. However, this require-
ment is not always met experimentally, presumably because 

loss of a TSG can allow further genetic changes that may 
confer resistance to its restoration at a later time.4

These principles served as guidance for the identification 
and cloning of other cancer susceptibility loci. Table 3-1 lists 
selected TSGs along with the function of their encoded pro-
teins, the cancer syndrome they are associated with, and exam-
ples of sporadic cancers associated with their loss of function.

Complications of Tumor Suppression

Moderate and Low Penetrance Cancer 
Susceptibility Loci

Despite their importance in the discovery of TSGs, highly 
penetrant cancer syndromes account for a relatively small 
proportion of human malignancies (typically less than 
0.1%). In fact, the excess in familial risk for some types of 
cancer has remained, to a large extent, unexplained. For 
example, breast cancer shows a pattern in which relative 
risk increases by two- to threefold in first-degree relatives of 
early-onset cancer cases. However, mutations in BRCA1 and 
BRCA2 account for only ∼20% of this overall risk increase. 
It has been proposed that much of the inherited risk may 
result from a polygenic mode of cancer predisposition. In 
this scenario, multiple loci, each one having a modest indi-
vidual effect, may ultimately dictate the relative risk of an 
individual to develop cancer.9 In support for this idea, recent 
reports have identified susceptibility alleles associated with 
a wide range of risk in human populations. For example, the 
screening of genes associated with BRCA1- and BRCA2-
dependent pathways demonstrated “moderate” breast cancer 
risk in individuals who are heterozygous for allelic variants of 
CHEK2. These rare alleles function dominantly, each con-
ferring a moderate but detectable increase in the relative risk 
of developing breast cancer.23,24 More recently, genome-wide 
association (GWA) studies based on differences in single-
nucleotide polymorphism (SNP) across human populations 
have begun to identify “low-penetrance” cancer susceptibility 
loci for the most common types of cancer.25,26

Haploinsufficiency

The two-hit hypothesis has been challenged by recent stud-
ies indicating that many chromosomal deletions in cancer 
cells consistently affect a single allele. Although these mono-
allelic deletions were initially considered to be mere “pas-
senger events” with no actual causal role, numerous genes 
that behave as TSGs in vitro have been identified in these 
regions. This observation implies that a single-copy muta-
tion or loss of these loci might be sufficient to explain their 
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Table 3-1 Representative Tumor Suppressor Genes

Gene Familial Cancer Syndrome Protein Function Sporadic Tumors with Mutations

RB1 Hereditary retinoblastoma Transcriptional co-repression Sporadic retinoblastoma, osteosarcoma, small- 
cell lung carcinoma (SCLC), breast carcinoma, 
bladder carcinoma

TP53 (p53) Li-Fraumeni syndrome Transcription factor >50% of all cancers

APC Familial adenomatous polyposis 
(FAP)

Wnt signaling, degrades beta-catenin Colorectal cancer, gastric cancer

WT1 Wilms tumor (nephroblastoma) Transcription factor Pediatric kidney cancer

NF1 Neurofibromatosis type 1 GTPase activating protein for Ras Sarcoma, gliomas

NF2 Neurofibromatosis type 2 Membrane-cytoskeleton binding protein Schwannoma, meningioma, ependymoma

INK4a (p16) Familial melanoma CDK4/6 inhibitor (pRB activation) Many

ARF Melanoma MDM2 antagonist (p53 stability) Many

VHL Von Hippel-Lindau syndrome  
(renal tumor)

E3 ligase recognition factor for HIF1 
(hypoxia response)

Renal carcinoma (clear cell), cerebellar hemangio-
sarcoma, pheochromocytoma

PTEN Cowden disease Lipid phosphatase (phosphoinositide 
metabolism)

Glioblastoma, endometrial carcinoma, prostate 
carcinoma, breast carcinoma, thyroid cancer

LKB1 (STK11) Peutz-Jeghers syndrome Energy (glucose) sensor kinase (phos-
phorylates AMPK)

Non–small-cell lung carcinoma (NSCLC) cervical 
carcinoma

TSC1, TSC2 Tuberous sclerosis (hamartomas) GTPase activating complex for Rheb 
(mTORC1 inhibition)

Renal cell carcinoma (rare), angiofibroma

BRCA1 Familial breast and ovarian cancer DNA repair, cell cycle control (genomic 
stability)

Unknown

BRCA2 Familial breast and ovarian cancer DNA repair (homologous recombination, 
genomic stability)

Unknown

PTCH Nevoid basal cell carcinoma (Gorlin) 
syndrome

Hedgehog signaling (transmembrane 
receptor)

Basal cell (skin) carcinoma, medulloblastoma, 
rhabdomyosarcoma

SMAD4 (DPC4) Familial juvenile polyposis 
(hamartomas)

TGF-beta signaling (transcription factor) Pancreatic and colon carcinomas

MSH2, MLH1, 
PMS1, PMS2

Hereditary nonpolyposis colorectal 
cancer (HNPCC, Lynch syndrome)

DNA mismatch repair Endometrial, ovarian, gastric, hepatobiliary, and 
urinary tract cancer

CDH1 (E-cadherin) Familial gastric carcinoma  
(diffuse type)

Cell-cell adhesion Gastric cancer, lobular breast cancer

tumorigenic effect, a genetic property known as haploinsuffi-
ciency. For some alleles, haploinsufficiency may even confer a 
relative advantage to cells, most typically in situations where 
complete loss of function leads to apoptosis or senescence. 
For example, whereas a monoallelic deletion of the tumor 
suppressor PTEN is sufficient to produce prostate cancer in 
mice, loss of both parental alleles triggers a p53-dependent 
senescence program.8,27 Alternatively, a monoallelic mutation 
may confer dominant-negative capabilities on TSG products. 
In this modality, the mutant protein may negatively interfere 
with the function of the wild-type protein produced by the 
unaffected allele. Because dominant-negative mutations can 
result in considerable loss of function, there is no selective 
pressure in tumors to inactivate or delete the wild-type allele. 
A classic example of a dominant-negative effect is provided 
by mutant p53. As part of its function as a transcription 

factor, wild-type p53 binds DNA as a tetramer, a capacity 
impaired in mutated p53 because of missense mutations 
affecting the DNA binding domain. Although the wild-type 
and the mutant p53 proteins are still able to form hetero-
oligomers in cells harboring monoallelic mutations, these 
complexes show impaired DNA association and transcrip-
tional activity, resulting in loss of p53 function.22

A third interpretation of the role of haploinsufficiency 
in tumorigenesis is based on the exquisite sensitivity of cells 
to even small changes in the levels of some cancer-associ-
ated proteins. Thus, a 50% functional reduction in a TSG 
product may be sufficient to endow a cell with a relative 
advantage for proliferation. Experimental evidence for this 
dosage-sensitivity effect has been shown for several TSGs, 
including TP53, BRCA1, BRCA2, and PTEN. For example, 
a subset of tumors arising in p53+/− mice, or in patients with 
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Li-Fraumeni syndrome, retain the wild-type allele, suggest-
ing that haploinsufficiency of TP53 may be sufficient for 
tumor initiation.28-30 Finally, the pro-tumorigenic effect 
imparted by haploinsufficiency might also be dependent on 
the loss or gain of function of other alleles. An example of 
this interaction is illustrated in mouse models of Pten and 
Tp53 deficiency. Haploinsufficiency of Pten in the context 
of wild-type p53 enhances proliferation and subsequent 
transformation of prostate epithelial cells. In contrast, com-
plete loss of Pten in this tissue triggers a p53-dependent 
senescence program, with tumors arising only after Tp53 
inactivation.8

Interconnecting the pRB, p53,  
and mTORC1 Pathways

Similar to an evolutionary process driven by natural selec-
tion, the acquisition of the malignant phenotype can be best 
described as an iterative process of somatic mutation fol-
lowed by clonal expansion. The current consensus is that 
normal cells must acquire at least four distinct mutational or 
epigenetic events (including gain- and loss-of-function alter-
ations) in order to bypass proliferative control. These events 
alter critical signaling networks that ultimately control the 
decision of a cell to proliferate, senesce, or die. The discovery 
of these pathways represented a major success in the his-
tory of cancer biology, for it made possible the assignment 
of a growing number of cancer-associated gene products 
to a much more limited number of interacting networks.2 
Because of their high association with human malignancies, 
a more detailed description of pathways centered on pRB, 
p53, and mTORC1 is used in the next sections to illustrate 
the emergent complexities of tumor suppression. Whenever 
necessary, the relevant nodes interconnecting these pathways 
are stressed.

The pRB Tumor Suppressor Pathway

Despite the low incidence of RB-1 mutations, it has become 
clear that deregulation of the pRB pathway is present in 
most (if not all) human cancers. Deregulation can occur 
through gain or loss of function of various components 
of the pathway. In most cases, these alterations ultimately 
result in pRB phosphorylation, a modification necessary 
for G1-S cell cycle transition.31,32 In G1, hypophosphory-
lated (active) pRB forms repressive complexes with E2F 
transcription factors at gene promoters of S-phase genes, 
a function in part mediated by the recruitment of histone-
modifying complexes to these sites. These modifications 

result in a silent chromatin configuration that effectively 
turns off S-phase genes. Signals that promote prolifera-
tion must reverse this inhibition, and they do so through 
pRB phosphorylation.19 In mammalian cells, pRB is phos-
phorylated by cyclin-dependent kinases (CDKs), a group 
of enzymes that require the binding of short-lived proteins 
called cyclins in order to become active. As shown in Figure 
3-1, CDK4 and CDK6 form active complexes with D-type 
cyclins in early G1, whereas CDK2 is activated by E-type 
cyclins in late G1 and S phase. Following phosphorylation, 
hyperphosphorylated (inactive) pRB releases E2F transcrip-
tion factors, which leads to derepression of S-phase genes 
(see Figure 3-1). Predictably, cyclins and CDKs act as onco-
proteins in human cancers. For example, CCD1 (encoding 
cyclin D1) is amplified or overexpressed in more than 50% 
of human breast cancers.31,33

CDKs are also subject to negative regulation by two 
families of CDK inhibitors. Members of the INK4 fam-
ily, such as p16INK4a, bind to CDK4 or CDK6 and prevent 
their association with D-type cyclins. On the other hand, 
members of the CIP1/KIP1 family, which include p21CIP1 
and p27KIP1, form inhibitory complexes with CDK2 and 
cyclin E.31 In both cases, CDK inhibition results in pRB 
activation and cell cycle arrest (see Figure 3-1). As expected, 
many CDK inhibitors behave as tumor suppressors in 
human malignancies. For example, CDKN2A, the gene 
encoding p16INK4a, is frequently deleted or epigenetically 
silenced in cases of familial melanoma and in several spo-
radic tumors.34

The CDKN2A-containing locus is also remarkable in 
that it encodes a second, structurally and functionally unre-
lated protein from an alternative reading frame and a differ-
ent gene promoter.35 This alternative reading frame protein 
(ARF, also called p14ARF in humans and p19Arf in mice) 
stabilizes p53 by directly inactivating MDM2, the E3-ubiq-
uitin ligase that targets p53 for degradation. Therefore, 
loss-of-function mutations affecting ARF, as well as gain-
of-function mutations in MDM2, can both have a similar 
destabilizing effect on p53. ARF-specific inactivating muta-
tions have been described in a subset of human melanomas; 
MDM2 amplifications, on the other hand, are common in 
human sarcomas.2 Notice that the unique genomic arrange-
ment of the CDKN2A locus, encoding both p16INK4a and 
p14ARF, means that deletions of this locus would simultane-
ously compromise the functions of the pRB and p53 path-
ways. Hence, in a manner reminiscent of the inactivation of 
pRB and p53 by the SV40 large T antigen, cells harboring 
certain CDKN2A mutations display an enhanced prolifera-
tive capacity in vitro, which in many cases is sufficient for the 
establishment of continuously proliferating (immortal) cell 
lines. This immortalization step, in turn, sensitizes cells to 
oncogene-mediated transformation.36
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Figure 3-1 The pRB and p53 tumor suppressor pathways Under physiological conditions, signals that promote proliferation (i.e., growth fac-
tors) induce the expression of D-type cyclins, short-lived proteins required for the activation of CDK4 and CDK6 (CDK4/6) in early G1. In cooperation 
with cyclin E–CDK2 complexes, cyclin D1–CDK4/6 complexes contribute to the phosphorylation-mediated inactivation of pRB and the derepression of 
E2F-responsive (S-phase) genes. A variety of stresses, including DNA damage, telomere erosion, and oncogenic stress, turn on signaling cascades that 
activate the CDKN2A locus. ARF, one of the tumor suppressors produced from this locus, inhibits MDM2 (the E3-ubiquitin ligase that targets p53 for 
degradation), resulting in the stabilization of p53 and the induction of p53-dependent transcriptional programs (the transcriptional activity of p53 can 
also be affected by numerous posttranslational modifications that, for simplicity, are not depicted here). Depending on the cell type and/or the nature 
and magnitude of the stress, p53 can induce the expression of genes that promote apoptosis or, alternatively, genes involved in cell cycle arrest, such 
as the gene encoding the CDK inhibitor p21CIP1. p21CIP1, in turn, inhibits cyclin E–CDK2 complexes and leads to pRB-dependent cell cycle arrest. The sec-
ond tumor suppressor encoded by the CDKN2A locus, p16INK4a (INK4a), is also induced in response to stress (with or without concomitant induction of 
ARF), most typically oncogenic-dependent stress. By antagonizing CDK4/6, p16INK4a also activates pRB and prevents entry into S phase. Red arrows and 
red T-shaped connectors indicate activating and inhibitory processes, respectively; blue arrows indicate transcriptional induction; green arrows point to 
final cellular outcomes.

The p53 Tumor Suppressor Pathway

As already mentioned, p53 is a multifunctional transcription fac-
tor that is activated in response to a variety of stress conditions, 
including DNA damage, activated oncogenes, telomere short-
ening, spindle damage, hypoxia, and metabolic stress.7 Depend-
ing on the cell type and the magnitude or nature of the stress, 
the transcriptional program activated by p53 can lead to one of 
three outcomes: cellular senescence, G1/G2 arrest, or apoptosis 

(see Figure 3-1). Mirroring the diversity of stress signals is the 
equally diverse number of intracellular networks involved in 
the transmission of these signals to p53. What all these net-
works have in common, however, is the ability to activate p53 
via posttranslational modifications (including phosphorylation, 
acetylation, methylation, and sumoylation) that enhance p53’s 
capacity to transcribe target genes and also increase the half-life 
of the protein. We have seen already that one way to stabilize 
p53 involves the ARF-dependent inhibition of MDM2.
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Among numerous p53 targets, the gene encoding 
p21CIP1 (CDKN1A) is probably the best-known exam-
ple that connects p53 to the pRB pathway (p53-mediated 
upregulation of p21CIP1 leads to CDK inhibition and pRB-
mediated cell cycle arrest). In addition to targets involved in 
cell cycle arrest, p53 also induces genes that control or pro-
mote apoptosis (such as BAX, PUMA, and PIG3), a cellular 
outcome favored by some cell types undergoing extensive 
DNA damage.37

Given the pleiotropic roles of p53 in tumor suppres-
sion, it is not surprising that mutations in TP53 are almost a 
universal feature of human cancers. Most of these mutations 
(∼74%) are missense mutations that fall within the DNA-
binding domain and therefore disrupt p53’s ability to bind 
cognate promoter sequences on target genes.22

pRB and p53 Pathways in Action: Cellular 
Senescence

The connection between the two major tumor suppressors, 
pRB and p53, and cellular senescence is a recurrent theme 
throughout this chapter. Because of the growing awareness 
that cellular senescence constitutes a physiological barrier 
against tumor initiation and progression, a brief description 
of two related variants of senescence, and their connection 
with the pRB and p53 pathways, is necessary (see Figure 3-1).

Cellular senescence is a form of irreversible cell cycle 
arrest associated with a unique gene expression profile and 
distinctive cell morphology.38 The first description of this 
phenomenon can be traced back to efforts to propagate 
human cells in vitro. Explanted human cells typically prolifer-
ate for a variable period of time but eventually undergo “rep-
licative” senescence in response to the attrition of telomeres 
(the protective chromosomal termini) that accompanies each 
cell division. Telomere disruption triggers a stress response 
that in many respects is identical to a p53-dependent DNA 
damage response (DDR).39 Before the signs of DDR are evi-
dent, however, an early induction of p16INK4a also contrib-
utes to limit the proliferative capacity of human cells, which 
is illustrated by the significant delay in the onset of replicative 
senescence observed in p16INK4a-deficient cells. Nonetheless, 
in order to completely bypass senescence, human cells must 
also overcome the p53 pathway and reactivate telomerase 
(the enzyme responsible for telomere maintenance).38,40

A form of replicative senescence associated with the 
induction of p16INK4a and p53 is also observed in primary 
mouse cells, but, in contrast to human cells, the inactivation of 
just one of these tumor suppressors suffices to bypass senes-
cence. Because murine cells constitutively express telomerase, 
senescence in this case might be a response to nonphysiologi-
cal culture conditions (i.e., high oxygen levels).38

In addition to replicative senescence, primary cells also 
undergo “premature” senescence in response to oncogenic 
stress (i.e., overexpression of activated HRAS), a phenom-
enon known as “oncogene-induced senescence” (OIS). Simi-
lar to replicative senescence, OIS is also dependent on the 
induction of p16INK4a and p53, although the relative contri-
bution of these tumor suppressors varies between species and 
cell types.38,41 Recently, OIS has been confirmed as a barrier 
to tumorigenesis in  vivo. For example, benign melanocytic 
tumors called “nevi” are associated with activating muta-
tions in the oncoprotein BRAF. These lesions are typically 
positive for markers of senescence, including elevated levels 
of p16INK4a. As expected, loss of p16INK4a in these lesions 
accelerates the formation of malignant melanomas.42,43

The mTORC1-Dependent Pathways

Alterations in a cell’s ability to respond to metabolic and 
growth-promoting signals constitute common features 
of cancers. At the center of these regulatory networks is 
mTORC1 (mammalian target of rapamycin complex 1), 
a kinase complex that integrates nutrient and growth fac-
tor availability with downstream effectors involved in cell 
growth and proliferation. mTORC1’s main function is to 
promote biosynthetic processes (i.e., protein synthesis and 
ribosome biogenesis) that increase cell mass. Two path-
ways that converge on mTORC1 (the PI3K- and AMPK-
dependent pathways) are particularly relevant to cancer44,45 
( Figure 3-2).

Activation of tyrosine kinase receptors, most classically 
insulin-like growth factor receptor (IGFR), activates the 
lipid kinase PI3K (class I phosphatidylinositol-3-kinase), an 
enzymatic complex that catalyzes the production of phos-
phatidylinositol-3-phosphate (PIP3). The local increase in 
PIP3 is in turn required for the activation of AKT kinases. 
AKTs inhibit the GTPase activating complex TSC (tuber-
ous sclerosis complex, composed of TSC1 and TSC2 sub-
units), a process required to keep Rheb (a small GTPase) 
in its GTP-bound (active) conformation. As a result, AKT-
mediated inactivation of TSC increases the pool of active 
Rheb, which in turn enables mTORC1 activation (see Figure 
3-2). AKT-mediated phosphorylation of substrates other 
than TSC can also affect proliferation by controlling pRB 
activity. These substrates include the FoxO (Forkhead box O) 
family of transcription factors and GSK3-β (glycogen syn-
thase kinase 3-beta). Under basal conditions, FoxOs induce 
the expression of the CDK inhibitors p21CIP1 and p27KIP1, 
whereas GSK3-β participates in the degradation of cyclin 
D1 (see Figure 3-2). Therefore, AKT-mediated  inactivation 
of FoxO and GSK3-β reduces the levels of CDK inhibitors 
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Figure 3-2 The PI3K-AKT-mTORC1 and LKB1-AMPK-mTORC1 pathways The main function of mTORC1 is to regulate biosynthetic pathways involved 
in cell growth, cell survival and proliferation. The proper function of mTORC1 depends on its ability to integrate inputs from two pathways: the PI3K-AKT 
axis, involved in the transduction of growth-promoting signals and the LKB1-AMPK axis, which monitors the energy status of the cell. Ligand-mediated 
activation of tyrosine kinase receptors (i.e., insulin-like growth factor receptor, IGFR) activates PI3K, which increases the local concentration of the lipid 
second messenger phosphatidylinositol-3-phosphate, PIP3. This activity is counteracted by PTEN, a lipid phosphatase that removes phosphate groups 
from PIP3. PI3K-mediated increase of PIP3 levels activates the AKT family of kinases, which inhibit the GTPase activating complex TSC (TSC1-TSC2). 
Inhibition of TSC allows Rheb to remain in its active (GTP-bound) conformation, resulting in mTORC1 activation. In addition, AKT-mediated phosphoryla-
tion of FoxO transcription factors and GSK3-β can also lead to pRB inactivation and cell cycle entry by reducing the expression of CDK inhibitors (p21CIP1 
and p27KIP1) and increasing the stability of cyclin D1. The AMPK complex and its upstream activator LKB1 monitor the intracellular levels of glucose and 
ATP and modify the functional status of mTORC1 accordingly. In situations of metabolic stress, the resulting increase in the AMP:ATP ratio leads to the 
activation of LKB1, which phosphorylates and activates AMPK. Active AMPK can then inhibit mTORC1 through TSC-dependent and TSC-independent 
mechanisms. As shown here, in response to metabolic stress, p53 can directly induce the expression of TSC2 and PTEN, contributing to mTORC1 inhibi-
tion. Conversely, AMPK can also phosphorylate and activate p53. Red arrows and T-shaped connectors indicate activating and inhibitory processes, 
respectively; blue arrows indicate transcriptional induction.

and increases the levels of cyclin D1, outcomes that cooper-
ate to promote cell cycle progression (see Figure 3-2).46

Normal cells must also implement mechanisms to 
reduce the PI3K-AKT activity in order to adjust the rates 
of protein synthesis to the available growth factors. One 
important mechanism of inhibition involves the activation of 
PTEN (phosphatase and tensin homologue), a lipid phos-
phatase that catalyzes the dephosphorylation of PIP3 and 
thus counteracts PI3K activation (see Figure 3-2).44

In cancer cells, activation of the PI3K-AKT-mTORC1 
pathway can occur through several mechanisms. These 
include aberrant activation of tyrosine kinase receptors 
(TKRs), activating mutations in PI3KCA (the gene encod-
ing the p110α subunit of PI3K), amplification of AKT1, 
downregulation of TSC2, or loss-of-function mutations in 

PTEN.46 Loss of PTEN in particular constitutes a remark-
ably frequent alteration in human malignancies. Similar to 
other tumor suppressors, germline mutations in PTEN are 
also associated with inherited cancer syndromes (includ-
ing Cowden disease), and hemiallelic loss of Pten in mice 
results in tumors arising in multiple epithelial tissues, includ-
ing the intestine, prostate, and mammary gland. However, 
unlike other tumor suppressors, biallelic deletion of Pten 
can activate a p53-dependent senescence program that 
opposes transformation, suggesting that PTEN is an obli-
gate haploinsufficient tumor suppressor. By comparison, 
mutations affecting other negative regulators of the PI3K-
AKT-mTORC1 pathway are rare events in sporadic tumors, 
although germline deletions of TSC1 or TSC2 are known to 
be associated with cancer-prone syndromes.44
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The second signaling pathway that modulates 
mTORC1 is the AMP-activated protein kinase (AMPK) 
pathway. During periods of nutrient deprivation, AMPK is 
activated by at least two mechanisms: (1) increased levels of 
AMP (due to a drop in ATP production) and (2) phosphor-
ylation by LKB-1, a kinase that is itself activated in response 
to metabolic stress (i.e., glucose reduction) (see Figure 3-2). 
Active AMPK phosphorylates TSC2, leading to the activa-
tion of the TSC complex, inactivation of Rheb and mTORC1, 
and the consequent inhibition of protein synthesis and cell 
growth.44 An important consequence of mTORC1 inhibi-
tion is a shift toward a predominantly catabolic metabolism. 
This is in part achieved through the induction of autophagy, 
the process in which organelles and protein complexes are 
targeted to the lysosome for degradation.47

It follows from this account that cancer cells must over-
come the AMPK-dependent checkpoint in order to sustain 
proliferation under suboptimal metabolic conditions. Among 
the mechanisms of AMPK inactivation, loss of function of 
LKB-1 is probably the best known. Inactivating mutations 
of the gene encoding LKB1 (STK11) have been identified in 
patients with Peutz-Jeghers syndrome, a condition that pre-
disposes individuals to the development of several types of 
cancer. Recently, STK11 was also found mutated in sporadic 
cases of non–small-cell lung and cervical carcinomas.44

In recent years, it has become evident that most altera-
tions in cancer-associated genes can result in metabolic 
changes that involve mTORC1-dependent pathways to 
variable degrees. In particular, the role of p53 in mediating 
adaptation to metabolic stress is becoming increasingly evi-
dent. Thus, inhibition of the AKT-mTORC1 axis, as well as 
activation of AMPK, can both lead to the induction of p53. 
The first mechanism is a consequence of the ability of AKT 
to activate MDM2. Therefore, a reduction in AKT function 
(i.e., secondary to PTEN activation) activates p53 by remov-
ing the negative regulation imposed by MDM2. On the 
other hand, in situations of nutrient deprivation, AMPK-
mediated phosphorylation of p53 increases its half-life and 
transcriptional activity.48

Epigenetic Modifications and  
Tumor Suppression

Evidence accumulated in the past decade has led to the real-
ization that epigenetic changes affecting oncogenes and TSGs 
constitute important events contributing to the hallmarks 
of cancer. The cancer “epigenome” is characterized by global 
and gene-specific heritable modifications that affect gene 
expression but do not involve changes in DNA sequence. 
Three types of cancer-associated epigenetic modifications 

are currently recognized: DNA methylation, histone modi-
fications, and micro-RNA (miRNA)-mediated gene silenc-
ing.49 Although they are discussed separately in this chapter, 
we should emphasize that these are functionally interdepen-
dent mechanisms. For example, some miRNAs can modify 
the epigenetic landscape by regulating the expression of pro-
teins involved in histone modifications or DNA methyla-
tion. Conversely, miRNA expression itself can be altered by 
DNA methylation or histone modifications (Figure 3-3 is a 
summary of the most relevant epigenetic changes observed 
in cancer cells).

DNA Methylation

DNA methylation is the covalent addition of a methyl group 
to the cytosine ring of a CpG dinucleotide. Although CpG 
dinucleotides are widely distributed throughout the genomes 
of eukaryotic organisms, CpG-rich regions (also called CpG 
islands) are particularly enriched in the promoter regions of 
genes. The silencing effect of DNA methylation can result 
from the direct inhibition of transcription factor binding to 
promoter regions or from the recruitment of repressive pro-
tein complexes to methylated regions. As explained later in 
this chapter, this latter mechanism often results in a more con-
densed, transcriptionally silent chromatin configuration.49

Genome-wide hypomethylation and promoter-specific  
hypermethylation are common features of cancer. These 
alterations can be detected in benign lesions and early-stage 
tumors, suggesting that they may precede classical genetic 
events. Global loss of DNA methylation at CpG islands 
was the first epigenetic alteration identified in cancers. In 
particular, hypomethylation at repetitive sequences in the 
genome is associated with genomic instability.50,51 However, 
the most recognized epigenetic alteration in cancer cells is 
the promoter hypermethylation affecting TSGs. One of the  
first examples of this silencing mechanism was discovered  
in some RB1 alleles associated with retinoblastoma.50 Since 
then, hypermethylation as a mechanism of gene inactiva-
tion has been demonstrated for other TSGs, including 
INK4a/p16 (CDKN2A), MLH1, BRCA1, VHL and 
CDH1 (encoding E-cadherin). In many cases, collabora-
tion between hypermethylation and genetic inactivation can 
also be documented. For example, promoter hypermethyl-
ation contributes to the inactivation of the wild-type allele 
of CDKN2A in colorectal cancer cells that have already lost 
one allele through deletion. That hypermethylation is caus-
ally involved in the repression of TSGs has been confirmed 
through the use of demethylating procedures. For example, 
acute elimination or inhibition of DNMT1 (a DNA meth-
yltransferase) in colon cancer cells is sufficient to reactivate 
INK4a/p16 and induce cell cycle arrest.51
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Histone Modifications

The second group of cancer-associated epigenetic changes 
involves the covalent modification of histones, the proteins 
that form the core of nucleosomes. Among numerous modi-
fications, acetylation and methylation of lysine (K) residues 
at the N termini of histones H3 and H4 are probably the 
best known. It has been proposed that the combinatorial 
addition or removal of acetyl and methyl groups to several 
K residues of H3 and H4 may serve as a “histone code” that 
dictates the degree of chromatin condensation and, there-
fore, the extent to which a genomic locus becomes transcrip-
tionally active. For example, trimethylation of lysines 4, 36, 
or 79 and acetylation of lysines 9 or 14 of histone H3 are 
both associated with a relaxed chromatin configuration that 
facilitates transcription. Conversely, di- or trimethylation of 
lysine 9 or 27 of histone H3 is associated with a more con-
densed, transcriptionally silent chromatin configuration. It 
is important to keep in mind that the enzymatic complexes 
involved in these modifications (see later discussion) cooper-
ate extensively with DNA methyltransferases (the enzymes 

that catalyze DNA methylation) to produce stable chroma-
tin states.51

Although systematic analyses of histone modifications 
at the global level are still limited, some studies indicate that 
the disruption of normal patterns of histone acetylation can 
enhance tumorigenesis. For example, inactivation of two his-
tone acetyltransferases (HATs), EP300 and CREBBP, by 
viral oncoproteins leads to a global reduction in acetylation 
of H3K18 (lysine 18 of histone H3), a modification that 
results in the transcriptional activation of a subset of genes 
that promote proliferation. Moreover, inactivating mutations 
of EP300 have been reported in colorectal, gastric, breast, 
and pancreatic tumors. Similarly, the overexpression of his-
tone deacetylases (HDACs) and Sirtuins (a class of HDAC) 
is also associated with cellular transformation, as observed in 
a variety of malignancies51 (see Figure 3-3).

Finally, aberrant expression or activation of histone meth-
yltransferases (HMTs) and histone demethylases (HDMs) 
is also associated with cancer. For example, overexpression of 
EZH2 (an H3K27-specific HMT) is found in prostate, breast, 
and lung cancers. In prostate cancer, EZH2 overexpression 

Figure 3-3 Epigenetic mechanisms involved 
in tumor suppression A brief summary of the 
main epigenetic changes affecting cancer cells.
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correlates with H3K27 trimethylation and the silencing 
of TSGs. Similarly, the H3K9-specific methyltransferase 
SUV39H has been linked to tumor initiation and progres-
sion through silencing of the CDKN2A tumor suppressor 
locus in several cancers.51 Perhaps the most paradigmatic and 
clinically relevant example of HMT activation is observed in 
leukemias affecting children. Translocation-mediated acti-
vation of MLL1, a gene encoding a H3K4 methyltransfer-
ase, has been reported in up to 80% of leukemias. Almost 
universally, translocations involving MLL1 result in fusion 
proteins that function as constitutively active transcription 
factors, leading to the deregulation of several leukemia-pro-
moting pathways.49

In contrast to HMTs, much less is known about 
the role of HDMs in tumorigenesis. So far, both overex-
pression and inactivation of HDMs seem to contribute to 
tumorigenesis.51

Micro-RNAs

The discovery of noncoding RNAs has unveiled unex-
pected complexities in the regulation of gene expression. As 
described here, these new regulatory factors can play signifi-
cant roles during cancer initiation and progression by way of 
modulating classic oncogenic pathways.

Micro-RNAs (miRNAs) are small (18 to 25 nucleo-
tides long), evolutionarily conserved, noncoding RNAs that 
control the translation and stability of protein- encoding mes-
senger RNAs (mRNAs). miRNAs are produced through the 
sequential processing of primary transcripts (pri- miRNAs) 
by the ribonucleases Drosha and Dicer1. After process-
ing, the guide RNA strand of a mature miRNA (which is 
complementary to a mRNA target) combines with Argo-
naut proteins to form an RNA-induced silencing complex 
(RISC), the final effector that targets mRNAs for cleavage 
or translational repression.52

High-throughput genetic screens have identified more 
than 1000 miRNA-encoding sequences in the human genome, 
which are typically arranged in large clusters expressed polycis-
tronically. Together, they are predicted to control the expres-
sion of thousands of protein-encoding genes. Given their wide 
spectrum of functions, it is hardly surprising that aberrant 
miRNA expression contributes to tumorigenesis. Remark-
ably, although many miRNA-encoding sequences have been 
mapped to genomic regions that are amplified in human can-
cers, miRNA expression profiles reveal a global downregu-
lation of miRNA expression in cancer cells. Although the 
mechanisms responsible for this phenomenon are not com-
pletely understood, it has been proposed that some oncopro-
teins (i.e., MYC) can directly contribute to the global silencing 
of miRNAs. Alternatively, cancer initiation may require the 

partial repression of miRNA biogenesis. In support of this 
idea, human tumors often show monoallelic deletions of 
DICER1 and, accordingly, tumor formation is accelerated 
by monoallelic deletion of DROSHA or DICER1 in mouse 
models.52,53

Deregulation of individual miRNAs can contribute 
to tumorigenesis by altering the expression of conventional 
oncogenes and TSGs. For example, “oncogenic miRNAs” 
(also known as oncomirs) negatively regulate the expression of 
TSGs, whereas “tumor suppressor miRNAs” downregulate 
the expression of oncogenes. Among oncomirs, miR-21 was 
one of the first miRNAs found to be elevated in human can-
cers. In animal models, overexpression of miR-21 enhances 
the tumorigenic effect of K-Ras in the lung in part by targeting 
PTEN. Similarly, amplification of the miR-17∼92 cluster has 
been documented in both solid and hematopoietic cancers. 
Genes targeted by individual miRNAs in this cluster include 
the tumor suppressors PTEN, BIM, and CDKN1A.53,54

The first tumor suppressor miRNA identified was miR-
15∼16, a cluster localized in a genomic region that is deleted 
in more than 50% of patients with B-cell chronic lympho-
cytic leukemia (B-CLL). Targets of this cluster include the 
oncogenes CCD1, FGF2, and FGFR1. Similarly, miR-29a 
and miR-29b, which are inactivated in mantle cell lymphoma, 
can target multiple cell cycle regulators and oncogenes.52

Given the relevance of the TP53 tumor suppressor 
in human cancers, efforts to link p53 function to miRNA 
regulation have already led to important discoveries. For 
example, p53 induces several miRNAs, including miR-34, 
miR-200, and miR-192. Among these, the miR-34 family 
represses genes that promote proliferation and survival, such 
as CDK6 and BCL2. Conversely, TP53 can be itself targeted 
by oncomirs in some cancers.53

It is worth mentioning that the extent to which an indi-
vidual miRNA or miRNA cluster behaves as an oncomir or 
tumor suppressor is highly dependent on cellular context. 
Because a single miRNA can target multiple mRNAs, the 
differential expression of potential target mRNAs in dif-
ferent cell types means that the deregulation of a miRNA 
may lead to different outcomes depending on the cell type. 
For example, despite the fact that the miR-29 family acts 
as a tumor suppressor in many tumors, it can behave as an 
oncomir in breast cancer, presumably because of the particu-
lar constellation of target mRNAs in breast cancer cells.

Conclusions

During the past 40 years, the exhaustive characterization of 
TSG products has provided us with a relatively robust con-
ceptual framework to understand the genetic and epigenetic 
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bases of cancer. From the preceding sections, it should be 
clear that tumor suppressor proteins and cancer-associated 
micro-RNAs are involved in the control of almost any cel-
lular function, and yet the disruption of their activities must 
somehow confer a proliferative advantage by influencing 
the decision of a cell to continue cycling. This feature helps 
explain the almost universal involvement of the pRB and p53 
signaling networks in the pathogenesis of most human can-
cers. It is believed that a better understanding of this Achilles’ 
heel of cancer will lead some day to more effective therapies. 
As data accumulate, however, it is becoming increasingly evi-
dent that the emergent picture calls for a much-needed con-
textualization of TSG functions. A full understanding of the 
different contexts in which (or against which) a TSG func-
tions remains a daunting task for the future. So far, signifi-
cant progress has been made in the identification of signaling 

or metabolic pathways disrupted by the loss of function of 
some TSGs. By comparison, we know much less about the 
relationships between various genetic alterations, or the rel-
evance of their temporal appearance, for the tumorigenic 
outcome. On a different level, given the rather universal func-
tions that most TSGs have in normal cells, it is remarkable 
that the inactivation of many TSGs leads to specific tumor 
types. Although we still do not understand the basis of tis-
sue specificity, answers to this question will be most certainly 
provided by a better understanding of the connection among 
tumor suppression, tissue development, and processes that 
govern the differentiation and self-renewal of normal stem 
cells. Finally, advances in whole-genome sequencing are 
already revealing the existence of low-penetrance cancer 
susceptibility genes, which might play an important role as 
modifiers of cancer risk in human populations.
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Introduction

DNA repair is central to the field of cancer biology, and it 
has important implications for cancer diagnosis and treat-
ment. Cancer cells are often deficient in a normal DNA 
repair function, and this deficiency allows the tumor to 
develop genomic instability.1,2 With defective DNA repair, 
the tumor cell can break and reform chromosomes, gener-
ate new oncogenic fusion genes, disrupt tumor suppressor 
genes, amplify drug resistance genes, and progress to a more 
malignant state. A DNA repair deficiency also accounts for 
the enhanced sensitivity of tumor cells to genotoxic agents, 
such as ionizing radiation (IR) and genotoxic chemotherapy. 
A specific defect in homologous recombination DNA repair 
also renders a tumor cell hypersensitive to polyADP ribose 
polymerase (PARP) inhibitors. A thorough knowledge of 
DNA repair mechanisms in normal and cancer cells may 
therefore lead to better clinical management of cancer.

The Spectrum of DNA Damage

Spontaneous DNA Damage

In order to understand the process of DNA repair, one must 
first consider the wide range of DNA-damaging events in 
a cell. DNA may undergo spontaneous damage, such as 
deamination of cytosine or spontaneous hydrolysis of the 
phosphodiester backbone. DNA may develop mismatched 
bases, perhaps resulting from the deployment of an error-
prone DNA polymerase during S phase progression. DNA 
may be attacked by reactive oxygen species (ROS). Indeed, 
some of the most sophisticated DNA repair mechanisms in 
a cell are mechanisms that cope with the removal of oxidative 
DNA lesions.

Of particular relevance to cancer is the DNA damage 
from alkylating agents or from ultraviolet (UV) light or IR. 
DNA damage resulting from these environmental agents can 
lead to heightened mutagenesis and oncogenesis. Also, many 

of these agents themselves have anticancer activity. Thus, 
DNA-damaging agents can cause human cancer but, ironi-
cally, are among the primary means available to clinicians for 
treating cancer. Accordingly, some chemotherapeutic agents 
have effective anticancer activity in the short run but are 
responsible for causing secondary cancers in the long run.

DNA Damage from Antineoplastic  
Therapeutic Agents

Most anticancer agents function by directly damaging DNA. 
Effective anticancer drugs include monofunctional alkylating 
agents (cyclophosphamide, BCNU), bifunctional alkylating 
agents, (cisplatin, carboplatin, oxaliplatin), and DNA inter-
calating agents (adriamycin). In addition, IR and the radio-
mimetic agent bleomycin can cause double-strand breaks in 
DNA directly. Bleomycin is a small glycopeptide that chelates 
ferrous ion and binds to specific sequences of double-stranded 
DNA containing pyrimidine repeats. In the presence of 
oxygen, bleomycin generates a local high concentration of 
hydroxyl radicals capable of causing local double-strand 
breaks. Other drugs, such as the topoisomerase inhibitors 
etoposide and camptothecin, can lead to the accumulation 
of DNA damage. Thus, known anticancer agents can gener-
ate a wide range of DNA damage, including damaged bases, 
single-strand breaks, and double-strand breaks.

It is important for oncologists to bear in mind that anti-
cancer drugs generate their cytotoxic effects through DNA 
damage. First, effective anticancer protocols often include a 
combination of chemotherapeutic agents and IR. Together, 
these agents cause a broader spectrum of DNA damage in 
the tumor than single agent therapy (monotherapy). This 
broad spectrum may contribute to the synergy observed 
with these agents. Second, chemotherapy combinations are 
often chosen to limit toxicity to normal tissue. Agents that 
generate the same class of DNA damage (such as IR and 
bleomycin, which both generate double-strand breaks) may 
have enhanced toxicity compared to other combinations. 
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Some newer classes of drugs inhibit normal DNA repair 
processes. These so-called chemosensitizers may be particu-
larly effective when used in combination with a more tradi-
tional cytotoxic, DNA-damaging drug. A combination of a 
DNA repair inhibitor and a direct DNA damaging agent 
can also result in significant toxicity to normal tissue. One 
way to limit this toxicity would be to deliver one agent such 
as the chemosensitizer systemically but to deliver the other 
agent, such as IR, locally to the tumor.

DNA Repair

DNA repair is strictly defined as the cellular responses that 
are associated with the restoration of the normal base pair 
sequence and structure of damaged DNA. As described 
in the following section, there are six primary DNA repair 
pathways, and each pathway is composed of a series of bio-
chemical events leading to the sensing, excision, and restora-
tion of the normal DNA sequence.

The Systematic Study of DNA Repair

It is instructive to consider the history of DNA repair 
research as it relates to cancer biology. Early studies of 
DNA repair evolved from the study of normal DNA rep-
lication and metabolism. These early studies relied heavily 
on the use of damaged DNA templates as substrates for the 
purification of DNA repair enzymes. Such templates were 
incubated with cell-free extracts, and the recovered DNA 
was analyzed for specific incision and excision events. Not 
surprisingly, these assays uncovered many of the pertinent 
endonuclease and exonuclease activities required for DNA 
repair. It has become increasingly apparent that DNA repair 
proteins are assembled in protein/protein complexes, such as 
the excision repair complex or the mismatch repair complex. 
Still, the regulatory networks and relevant posttranslational 
modifications of DNA repair proteins (i.e., phosphoryla-
tions and ubiquitinations) were largely missed by these early 
biochemical studies.

The study of inherited human DNA repair disorders 
also contributed greatly to the recognition of the six major 
DNA repair pathways (see later discussion). These studies 
depended on the establishment of mutant human cell lines 
derived from patients with genetic diseases. For instance, in 
1968, James Cleaver isolated fibroblast lines from humans 
with the disease xeroderma pigmentosum (XP).3,4 Impor-
tantly, these lines retained their UV light–hypersensitivity 
phenotype and have been invaluable tools for somatic cell 
fusion, complementation analysis, and expression cloning 

of XP genes. Subsequently, other investigators were able to 
establish mutant cell lines from humans with other DNA 
repair disorders such as ataxia-telangiectasis (A-T), Fanconi 
anemia (FA), and Nijmegen breakage syndrome (NBS).5 
These cell lines continue to be used extensively as models 
of human cancers that also lack the relevant DNA repair 
pathways.

The study of model organisms has contributed greatly 
to our understanding of DNA repair processes. For instance, 
investigators isolated mutants in the yeast Saccharomyces 
cerevisiae, which were hypersensitive to UV light, IR, or 
DNA crosslinking agents. In many cases, the genes that were 
mutated in these yeast strains cooperated in common DNA 
repair and DNA damage response pathways. IR-induced 
double-strand breaks in DNA are normally repaired by the 
DNA repair process of homologous recombination (HR). 
Accordingly, many of the relevant genes corresponding to 
these mutant strains and required for normal HR repair were 
first isolated in yeast. Thereafter, the human homologues of 
these genes were identified. Other model organisms and cell 
lines have been especially important in the identification of 
genes involved in DNA repair pathways, such as mismatch 
repair6 and translesion DNA synthesis.7 Among the most 
useful model systems for studying DNA repair are the Cae-
norhabditis elegans8 and chicken (DT40) genetic systems.9

In the postgenomic era, and following the identification 
of a large number (perhaps 130) of distinct DNA repair pro-
teins,10 investigators have turned to x-ray crystallography for 
a detailed understanding of DNA repair protein interaction 
with damaged DNA. The structures of many endonucleases, 
helicases, and ligases are now available, providing the oppor-
tunity for computer-assisted drug development (CADD) of 
DNA repair enzyme inhibitors. Also, mass spectrometry has 
been used to identify critical posttranslational modifications 
of DNA repair proteins. These modifications appear to be 
essential to the proper localization and assembly of DNA 
repair complexes around sites of DNA damage. The modifi-
cations may also regulate the intrinsic catalytic activity of the 
repair complexes. These protein modifications can be used as 
surrogate markers, or biomarkers, of DNA repair activity in 
a given tumor type as well (see later discussion).

The Six Major DNA Repair Pathways  
in Human Cells

As described previously, the combination of (1) biochemis-
try with damaged DNA templates, (2) human mutant cell 
lines with genetic deficiencies of DNA repair, (3) genetics 
of yeast mutants with IR or UV sensitivity, and (4) struc-
tural studies of DNA repair proteins has led to the establish-
ment of six major DNA repair pathways. These pathways 
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Table 4-1 The Six Major DNA Repair Pathways

DNA Damage Repair 
Pathway

Function Examples of Gene Mutation Examples of Altered Expression  
of a Normal Gene

Effect of Loss of Pathway 
on Clinical Response

Base-excision  
repair (BER)

Repair of damaged  
bases or single-strand 
DNA breaks

None reported None reported None reported

Mismatch  
repair (MMR)

Repair of mispaired 
nucleotides

Mutation of MSH2, MSH6, and  
MLH1 in Turcot syndrome (brain 
and colon tumors) and HNPCC 
(colon and gynecologic cancers)

Loss of expression of MSH2 or  
MLH1 in sporadic colon cancer

Resistance to DNA 
monoadducts

Sensitivity to DNA 
crosslinks

Nucleotide-excision 
repair (NER)

Excision of a variety of 
helix-distorting DNA 
lesions

Mutation of XPA, XPB, XPC,  
XPE, XPF, or XPG in xeroderma 
pigmentosum (skin cancer)

Variant expression of ERCC1 or  
XPD in lung cancer

Loss of XPA expression in  
testicular germ-cell tumors

Sensitivity to DNA 
adducts

Homologous  
recombination  
(HR)

Repair of double-strand 
DNA breaks

BRCA1/2 mutated in early-onset 
breast/ovarian, prostate, pan-
creas, and gastric cancers

FANC genes mutated in Fanconi 
anemia

Loss of expression of BRCA1/2 in 
ovarian and lung cancers

Loss of NBS1 expression in  
prostate cancer

Sensitivity to DNA 
double-strand breaks

Nonhomologous  
end joining (NHEJ)

Repair of double-strand 
DNA breaks

DNA ligase IV mutated in Lig4  
syndrome (leukemia)

Artemis mutated in Omenn  
syndrome (lymphoma)

Loss of Ku70 expression in  
cervical, rectal, and colon  
cancers

Loss of Ku86 expression in rectal 
cancer

Sensitivity to DNA 
double-strand breaks

Translesional  
synthesis (TLS)

Bypass of DNA  
adducts during DNA 
replication

DNA pol E mutated in xeroderma 
pigmentosum variant  
(XPV; skin cancers)

Pol β overexpressed in uterus,  
ovary, prostate, and stomach 
cancers

Pol iota overexpressed in breast 
cancer

Resistance to DNA 
adducts

are base-excision repair (BER), nucleotide-excision repair 
(NER), mismatch repair (MMR), homologous recombina-
tion (HR), nonhomologous end joining (NHEJ), and trans-
lesion DNA synthesis (TLS) (Table 4-1).

There is also considerable redundancy in the function 
of the DNA repair pathways. When one pathway is dis-
rupted, another pathway can partially compensate, especially 
if the second pathway is upregulated. For instance, a cell that 
is deficient in HR repair may depend more on the error-
prone NHEJ repair pathway for the repair of double-strand 
breaks. Also, thymine dimers, which are generated by UV 
light exposure, can be repaired by NER repair or bypassed 
and effectively ignored by TLS polymerases. In some cases, 
the absence of one DNA repair pathway results in a hyperde-
pendence on one or more other DNA repair pathways.11,12 
This so-called synthetic lethality among DNA repair path-
ways has important implications for the design of new anti-
cancer drugs (see later discussion).

The six DNA repair pathways are not constitutively 
activated, but instead are highly regulated. The pathways 
are often activated at discrete times in the cell cycle. For 
instance, HR repair and TLS repair are active during the 
S phase of the cell cycle. Also, the DNA repair pathways 
are differentially active in various tissues and cell types. For 
instance, HR and TLS are more active in rapidly growing 

cells, such as hematopoietic cells, whereas NHEJ is more 
active in postreplicative cells. Accordingly, absence of a par-
ticular DNA repair pathway may be particularly disruptive 
to the growth and survival of some normal tissues and some 
cancers. Here is a brief description of the six DNA repair 
pathways, with an emphasis on the enzymes in the pathways 
and the preference for DNA lesions repaired.

Base-Excision Repair

BER has been reviewed by Wilson.13 The cell uses BER to 
correct damaged DNA bases or single-strand DNA breaks. 
These lesions often result from spontaneous DNA dam-
age (DNA deamination or hydroxylation of bases) or from 
exposure to environmental alkylating agents. In this pathway, 
damaged bases are removed by one of at least 10 DNA gly-
cosylases. The resulting apurinic/apyrimidinic (AP) sites are 
processed first by the Ape1 AP endonuclease, leaving a 5′ 
deoxyribose phosphate; then by an AP lyase activity, leaving 
a 3′-elimination product. Single-strand breaks are then filled 
in by a DNA polymerase, either with a single nucleotide or 
with a longer repair patch, followed by ligation. The latter 
events in the BER pathway are regulated by the enzyme 
PARP1 (polyADP ribose polymerase 1). During the DNA 
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damage response, the PARP1 enzyme polyADP ribosyl-
ates BER enzymes and enhances BER activity. Accordingly, 
tumors that have high levels of BER activity may be hyper-
sensitive to PARP inhibitors.14 A schematic representation 
of BER is shown in Figure 4-1.

Mismatch Repair (MMR)

MMR has been reviewed by Modrich.6 MMR rapidly 
removes mispaired nucleotides that result from replication 
errors and is also involved in the detection and repair of 
DNA adducts such as those resulting from platinum-based 
chemotherapeutic agents. Initially, the heterodimeric MSH 
complex recognizes the nucleotide mismatch, followed by its 
interaction with MLH1/PMS2 and MLH1/MLH3 com-
plexes. Several proteins participate in the process of nucleo-
tide excision and resynthesis. Tumor cells deficient in MMR 
have much higher mutation frequencies than normal cells 
and exhibit microsatellite instability, a genomic biomarker 
of the underlying defect. Patients with the genetic disease 
HNPCC (hereditary nonpolyposis colon cancer) have 
germline mutations of MMR genes and are predisposed to 
MMR-deficient colon cancers. Recent studies suggest that 
MMR-deficient cells may be hypersensitive to inhibitors of 
various DNA polymerases, such as POLB and POLG.15 At 

least six genes—MSH2, MLH1, PMS2, MSH3, MSH6, 
and MLH3—are involved in mismatch repair. A schematic 
representation of MMR is shown in Figure 4-2.

Nucleotide-Excision Repair (NER)

NER acts on a variety of helix-distorting DNA lesions, 
caused mostly by exogenous sources that interfere with nor-
mal base pairing. This pathway may be particularly impor-
tant in the response to adduct-forming chemotherapeutic 
agents such as platinum-based chemotherapy.16 The pri-
mary function of NER appears to be the removal of dam-
age such as pyrimidine dimers, which are induced by UV 
light. Members of the NER pathway include the XPA, XPB, 
XPC, XPD, XPE, and XPG proteins. Two other NER pro-
teins, XPF and ERCC1, are especially important for the 

5'

Chemically modified base

Damaged base excised 
by DNA glycosylase

Deoxyribosyl phosphate
removed by APE

Proper nucleotide
inserted by Pol-beta,
DNA ligated by DNA ligase

A

B

C
Figure 4-1 Schematic description of base-excision repair 
(BER) BER is focused on small DNA lesions, often from endogenous 
sources, resulting in minor helix distortions. Initially, the lesion is 
recognized by one of the cellular DNA glycosylases, which cleaves the 
covalent bond between the abnormal base and the deoxyribose sugar 
(A). This cleavage leaves a so-called apurinic (A-P) site. Next, the apurinic 
endonuclease (APE) is recruited to cleave the phosphodiester backbone 
of the DNA (B). Finally, an error-free polymerase, Pol-beta, is engaged to 
replace the normal nucleotide, followed by DNA ligation (C) and restora-
tion of the normal double-stranded DNA sequence.

A

Error in newly made strand
results in base mismatch

B

C

D

E

Binding of mismatch
Proofreading proteins,
Mut S and Mut L

DNA scanning by MutL detects
nick in new strand

Excising of
oligonucleotide
from new strand

Figure 4-2 Schematic model of mismatch repair (MMR) Mismatch 
repair proteins function by sensing, binding, and repairing mistakes 
made during DNA replication. These mistakes include misincorporated 
bases and errors made during replication of microsatellite sequences 
(A). MutS can bind to the mismatch (B) and generate a kink in the DNA 
(C). This allows MutL to scan the DNA for a nearby single-strand nick in 
the newly replicated DNA. MutL then identifies, cleaves, and removes an 
oligonucleotide patch from the newly replicated strand (D,E). This allows 
replication and the insertion of the proper DNA base at the site of the 
former mismatch. Mutations in the human genes encoding homologues 
of these bacterial proteins play a critical role in the inherited disease 
hereditary nonpolyposis colon cancer (HNPCC).
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processing of DNA crosslink repair. Recent studies indicate 
that monitoring the levels of these proteins in tumors may 
provide important biomarkers for predicting crosslinker 
drug sensitivity. For instance, some non–small-cell lung can-
cers are deficient in ERCC1, and this deficiency correlates 
with the cisplatin sensitivity of the specific tumor.17

As for the other DNA repair pathways, these proteins 
cooperate to recognize and excise the damaged nucleotides and 
resynthesize and ligate the damaged DNA strand. In the pro-
cess of NER, initially a DNA-binding component, the DDB, 
binds to sites of damaged DNA, such as cyclopyrimidine 
dimers or 6-4 photoproducts. The DDB consists of DDB1 
and DDB2. Mutations in the DDB2 gene cause the genetic 
complementation group XPE. DDB is part of a ubiquitin 
E3 ligase that polyubiquitinates XPC. Polyubiquitination of 
XPC enhances its DNA binding. This binding sets the stage 
for the downstream binding of the entire excision repair com-
plex, TFIIH, thus leading to excision of the damaged bases.

Eukaryotic NER includes two major branches, tran-
scription-coupled repair (TCR) and global genome repair 
(GGR). GGR is a slow, random process of inspecting the 
entire genome for injuries, whereas TCR is highly specific 
and efficient and concentrates on damage-blocking RNA 
polymerase II. The two mechanisms differ in substrate speci-
ficity and recognition, and hence the enzymes involved are 
important nodal points for posttranslational modifications. 
A schematic representation of NER is shown in Figure 4-3.

Homologous Recombination Repair

DNA double-strand breaks (DSBs) can be caused by many 
different environmental factors, including reactive oxygen 
species, IR, and certain antineoplastic drugs, such as bleo-
mycin, anthracyclines, and topoisomerase inhibitors. Alter-
natively, DSBs can result from endogenous factors, especially 
during normal S-phase progression. Failure to repair DSBs 
can lead to a number of consequences, including mutations, 
gross chromosomal rearrangements, and other aberrations 
and eventually cell death. HR is a process by which DSBs are 
repaired through the alignment of homologous sequences of 
DNA and occurs primarily during the late S to M phase of 
the cell cycle. Initially the RAD50, MRE11, and NBS1 com-
plex, which possesses a 3′-5′ exonuclease activity, exposes the 
3′ ends on either side of the DSB, a process that may also 
require BRCA1. The 3′ advancing strand from the damaged 
chromosome then invades the complementary sequence of 
the homologous chromosome. The breast cancer suscepti-
bility protein BRCA2 and the single-strand DNA binding 
protein RAD51 are required for the process. The 3′ end of 
this strand is then extended by an HR polymerase, by read-
ing off of this complementary sequence. After replication 
has extended past the region of the DSB, the 3′ end of the 
advancing strand returns to the original chromosome, and 
replication continues. A schematic representation of HR is 
shown in Figure 4-4. HR repair is especially important in 
the repair of DSBs and DNA interstrand crosslinks. Because 
some tumors, particularly breast and ovarian tumors, are 
defective in HR repair, drugs that cause these lesions may be 
particularly effective in this setting.

Nonhomologous End Joining (NHEJ)

NHEJ, which has been reviewed by Lieber et al.,18 is another 
major pathway for repairing DSBs. In common with HR, 
this pathway is important in the repair of agents that result in 
DSBs such as IR, bleomycin, topoisomerase II poisons, and 
anthracyclines. The DNA-dependent protein kinase (DNA-
PK) consists of the catalytic subunit (DNA-PKcs) and the 
regulatory subunit (the Ku70/Ku80 heterodimer). The 
DNA-PKcs subunit is a serine/threonine kinase that belongs 
to the phosphatidylinositol-3 kinase family. The Ku80/Ku70 
heterodimer (Ku) exhibits sequence-independent affinity for 
double-stranded termini and, on binding to DNA, recruits 
and activates the DNA-PKcs catalytic subunit.

Additional proteins are required for the completion 
of NHEJ, including the Artemis protein and DNA ligase 
IV. Importantly, NHEJ is an error-prone repair pathway. 
Because the process does not use a complementary template, 
the fusion of the blunt-ended DNA duplexes may result in 

5'
A

B

C

Helix-distorting adduct

5'

Excision of DNA fragment,
approximately 24 nucleotides
on 5' side of adduct

5'

Resynthesis of DNA in
normal 5' to 3' direction
and ligation

Figure 4-3 Schematic model of nucleotide excision repair 
(NER) NER is invoked when a base is modified by a larger helix-distort-
ing lesion (A), such as a UV-generated thymine dimer. Initially, the bulky 
lesion is recognized by a sensor complex, including the XPE protein  
(also known as DDB2). This protein is part of a ubiquitin conjugating 
complex, containing Cul4A and DDB1. The complex polyubiquitinates 
XPC, allowing for the recruitment of the excision repair complex. Next, a 
patch of nucleotides is excised from the damaged DNA. In general, the 
excision occurs approximately 24 nucleotides 5′ to the damaged base 
and 3 nucleotides to the 3′ side (B). Finally, new DNA polymerization can 
occur, and the repaired DNA is ligated (C). The nucleotide excision repair 
complex is a large multisubunit complex. Mutations in genes encoding 
subunits of this complex underlie the human disease xeroderma pig-
mentosum (XP). The complex also contains proteins that can recognize 
and remove bases with large bulky adducts, such as those generated by 
polycyclic hydrocarbons and aflatoxin B1.
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deletion or insertion of base pairs. A schematic representa-
tion of NHEJ is shown in Figure 4-5. NHEJ has a normal 
function in immune cells to generate diversity at the immu-
noglobulin and T-cell receptor gene loci.

Translesion DNA Synthesis (TLS)

The process of TLS is another mechanism for dealing with 
thymine dimers and bases with bulky chemical adducts. At 
a DNA replication fork, DNA adducts may cause a repli-
cative polymerase such as DNA polymerase delta to stall. 
Cells have, therefore, developed sophisticated mechanisms 
for switching off the replicative polymerase and switching 
on alternative polymerases (i.e., a polymerase such as pol 
eta, which will replicate past certain DNA lesions with high 
fidelity).19 Interestingly, human cells have at least 15 DNA 
polymerases, although the situations and mechanisms of 
their deployment are largely unknown.20 Cancer may have 
a heightened dependence on one of the error-prone TLS 

polymerases, such as polymerases β or kappa, accounting 
for high rates of mutagenesis. A schematic representation of 
TLS is shown in Figure 4-6.

Examples of Redundancy among the DNA 
Repair Pathways

Specific DNA repair pathways can antagonize the activity 
of anticancer agents. The status of a particular DNA repair 
pathway in a tumor may therefore predict the best antitu-
mor therapy. As described earlier, at least two DNA repair 
pathways, BER and NER, are dedicated to the removal of 
DNA bases modified by monofunctional alkylating agents. 
BER can cleave the bond linking the modified base to the 
deoxyribose. NER, in contrast, will remove the entire modi-
fied nucleotide, along with a small stretch of surrounding 
nucleotides. In either case, the undamaged DNA can be used 
to synthesize the normal DNA sequence, followed by liga-
tion of the segments.

Figure 4-4 Schematic representation of homolo-
gous recombination (HR) HR repair is required for the 
normal repair of double-strand breaks (DSBs) as well as 
covalent interstrand DNA crosslinks. Initially, the DSB 
is recognized by a sensor. Some tumors have defects 
in HR repair, such as BRCA1 or BRCA2-deficient breast 
cancers. These tumor cells have prolonged time periods 
with unrepaired DSBs, thus leading to chromosome 
translocation events and a more malignant phenotype. 
Alternatively, the defective HR repair results in hyperde-
pendence on the more error-prone NHEJ mechanism.
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Cancer cells have other mechanisms for coping with 
modified bases. One enzyme, MGMT (0-6 methylguanine 
DNA methyltransferase), is capable of catalyzing the rever-
sal of the chemical modification. Interestingly, this enzyme is 
switched off by MGMT gene promoter methylation in some 
solid tumors (gliomas and colorectal tumors), accounting, at 
least in part, for the hypersensitivity of these tumors to some 
monofunctional alkylating agents such as temozolamide.21

In addition, damaged bases in the DNA can be 
bypassed through the use of TLS. Through this mecha-
nism, the modified lesions are sensed, the normal replica-
tive polymerase is removed from the replication fork, and a 
new  polymerase is invoked to bypass the lesions. Rapid TLS 
(damage avoidance) is essential in order for a cell to trans-
verse S phase rapidly, without succumbing to replication 
arrest and apoptosis. Interestingly, however, TLS is an error-
prone process, and the promiscuous use of TLS by cancer 
cells may result in their increased mutation frequency (see 
later discussion).

Some of the 15 variant polymerases can extend a 
nascent DNA strand past a thymine dimer or past a bulky 
DNA lesion. Other variant polymerases can replace a single 
nucleotide at the site of an unpaired base. One of these vari-
ant polymerases, referred to as POLeta, is mutated in the 
autosomal recessive human disease XP-variant (xeroderma 
pigmentosum variant). Absence of the POLeta enzyme 
results in UV light hypersensitivity, an inability to replicate 

Figure 4-5 Schematic representation of 
nonhomologous end joining (NHEJ) NHEJ is an 
error-prone alternative to HR repair that can also be 
employed to repair double strand breaks. Since NHEJ 
does not use a homologous DNA template, such as 
a sister chromatid or a homologous chromosome, 
it often results in the insertion or deletion of new 
nucleotides at the fused DSB junction. In NHEJ, the 
DSBs are coated by the blunt end binding protein 
Ku. In some cases, the blunt ends may be brought 
together by limited microsequence homology. The 
enzymes DNA-PK, XRCC4, Artemis, and DNA ligase IV 
are required for the successful religation of the free 
ends. Interestingly, NHEJ appears to be the repair 
mechanism used for the cleavage and religation of 
immunoglobulin gene variable regions; thus the 
error-prone religation adds to the diversity of the 
somatically generated Ig gene repertoire. Germline 
mutations in some NHEJ genes, such as DNA-PK and 
Artemis, result in an inherited defect in NHEJ and a 
severe combined immunodeficiency syndrome.
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Figure 4-6 Schematic model of translesion DNA synthesis (TLS) 
repair TLS is not a DNA repair pathway per se; it is instead a mecha-
nism of DNA damage bypass. In this process, an advancing replication 
fork encounters a damaged DNA base (A). Although the replicative 
polymerase (the Pol delta complex) cannot read through the damaged 
base, a variant polymerase such as Pol eta can bypass the lesion. Cells 
have developed sophisticated mechanisms for switching polymerases 
(B). For instance, in response to UV damage and the generation of a CPD 
(cyclopyrimidine dimer), the processivity factor, PCNA, becomes mono-
ubiquitinated by RAD18. Modified PCNA now excludes Pol delta binding 
and has preferred binding for Pol eta. Pol eta is recruited, and it has the 
ability to “read through” the damaged base and insert the proper nucleo-
tide (i.e., AA residues are replaced opposite the TT residues of a thymine 
dimer). Less is known about the regulation of TLS than about other DNA 
repair pathways. Depending on the kind of DNA damage, it is becoming 
increasingly clear that there are biochemical “switching” mechanisms for 
recruiting one of the other 12 TLS polymerases, as needed.
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past thymine dimers, and a predisposition to squamous cell 
cancers.

The variant polymerases exhibit a variable level of fidel-
ity. Important unanswered questions in the TLS research 
field include the following: (1) What are the circumstances 
and mechanisms for recruiting the variant polymerase to a 
specific damaged DNA site? and (2) Are any of these vari-
ant polymerases overexpressed or dysregulated in cancer, 
accounting for the elevated mutation frequency of solid 
tumors?

As described previously, IR causes double-strand 
breaks as well as a wide range of oxidative DNA damage. 
Two redundant DNA repair pathways, HR repair and 
NHEJ repair, are particularly adept at dealing with double- 
strand break damage in a cancer cell. In clinical oncology, 
some tumors that have defects in these DNA repair pro-
cesses are particularly sensitive to the cytolytic activity 
of IR. Also, radiation resistance can emerge through the 
induction of these DNA repair activities in treated tumor 
cells. Tumor cells that grow in a more hypoxic environment 
may also be more resistant to the killing effect of IR, per-
haps because of the decrease in oxidative damage generated 
in these cells.

Regulation of the Six DNA Repair Pathways

As described earlier, the major proteins involved with DNA 
repair include sensory (DNA binding) proteins, enzymes 
that remove damaged bases, and enzymes that restore the 
normal DNA sequence. A large number of regulatory 
enzymes also control each DNA repair pathway. These 
enzymes are required for switching DNA repair on and off, 
as needed by the cells. Regulatory enzymes, such as helicases, 
serve to load DNA repair complexes at the sites of DNA 
damage. Other regulatory enzymes, such as topoisomer-
ases, serve to unwind damaged DNA, in order to facilitate 
DNA repair complex assembly, loading into chromatin, and 
disassembly.

A major subclass of regulatory enzymes add critical 
posttranslational modifications to DNA repair enzymes. 
For instance, in BER, a sumoylating enzyme modifies one 
of the glycosylases, TDG, thereby enhancing the activity of 
the glycosylase in removing damages bases.22,23 In NER, 
an E3 ligase complex (Cul4A, DDB1, DDB2) activates the 
polyubiquitination of the XPC protein. This XPC modifica-
tion is a necessary event for the downstream activity of the 
nucleotide excision repair complex.24 In TLS, an E3 ligase, 
RAD18, monoubiquitinates the DNA processivity factor, 
PCNA, and allows this clamp to interact with the down-
stream DNA polymerase Pol eta. Many of these regulatory 
processes have recently been reviewed.25

Regulatory enzymes are also required to disassem-
ble DNA repair enzymes after a repair pathway has been 
completed. For instance, the negative regulatory phospha-
tase, PP2A, removes phosphate from ATM substrates and 
thereby switches off the DNA damage response.26 The 
 deubiquitinating enzyme, USP1, can remove ubiquitin from 
activated FANCD2 and thereby switch off HR repair.27 
USP1 can also deubiquitinate PCNA and switch off TLS 
repair.28,29 These negative regulatory events have also recently 
been reviewed.25 The function of these regulatory enzymes 
underscores the dynamic nature of DNA repair. Loss of 
these regulatory mechanisms may result in the failure to (1) 
activate an error-free DNA repair pathway or (2) inactivate 
an error-prone DNA repair pathway. In either case, the con-
sequence may be a heightened mutation frequency of the 
dysregulated cell and a predisposition to cancer.

Recent studies, generated through human cancer 
genome sequencing projects,30 have demonstrated that some 
tumors, primarily melanomas and squamous cell lung can-
cers, have elevated levels of random point mutagenesis. This 
elevated point mutation signature indicates that these tumors 
(1) may have an underlying dysregulation of DNA repair and 
(2) may be more sensitive to specific therapies (see later discus-
sion of synthetic lethality relationships). Finally, the regulation 
of DNA repair is a major focus of the DNA repair research 
field. For instance, it is unknown how DNA repair pathways 
are activated in specific cell types or at specific stages of the 
cell cycle. Because some DNA repair processes, such as HR 
repair, are specifically activated in S phase, it is likely that these 
pathways are activated by the cdk family of cyclin-depen-
dent kinases. Several recent studies have performed shRNA 
screens to identify other regulatory genes that control DNA 
repair.31-33 Many of these genes encode proteins that control 
the posttranslational modification of known DNA repair 
proteins or that regulate chromatin disassembly. Disruption 
of these gene products with shRNAs or small molecules can 
block DNA repair and further sensitize tumors to conven-
tional cytotoxic cancer therapies.

Sequential Use of Three DNA Repair Pathways 
to Repair DNA Crosslinks

Interstrand DNA crosslinks (ICLs) make up a particular 
subtype of DNA lesions, and these lesions have an especially 
potent biological effect. Because ICLs involve the covalent 
modification of both strands of DNA, the lesions can pre-
vent DNA strand separation during DNA replication. The 
lesions can also prevent the access of some DNA repair 
enzymes and transcription factors that normally require 
DNA strand separation for DNA binding to occur. DNA 
crosslinking agents, such as cisplatin derivatives (carboplatin 
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and oxaliplatin) and mitomycin C, are especially cytotoxic 
to tumor cells, and their therapeutic index derives, at least 
in part, from the high proliferative rate of tumor cells versus 
normal cells.

The mechanism of DNA crosslink repair in human 
cells is poorly understood, and our understanding to date is 
derived more from the study of crosslink repair in prokary-
otes and in the yeast Saccharomyces cerevisiae. As shown in 
Figure 4-7, crosslink repair in human cells probably requires 
multiple DNA repair pathways. According to this model, 
the ICL is only repaired during S phase progression. Ini-
tially, an advancing replication fork encounters an ICL. An 
unknown endonuclease cleaves the DNA, thus generating a 
double-strand break (DSB). Next, a second endonuclease is 
invoked to cleave the DNA after the DNA crosslink. Recent 
data suggest that this endonuclease may be made up of the 
ERCC1/XPF proteins.

Now that an endonucleolytic event has occurred on 
each side of the crosslink, the crosslinked single-strand frag-
ment can be flipped out of the helix. This allows three of 
the normal DNA repair pathways to work sequentially. First, 
TLS allows bypass of the crosslink and replication and liga-
tion of the upper double helix. Recent studies indicate that 
some variant polymerases, such as POL eta, are particularly 
important to the translesion synthesis across MMC adducts. 
Next, the NER pathway can excise a stretch of damaged 
DNA and allow gap filling of the excised oligonucleotide. 
Finally, HR repair can be used for the error-free, template-
driven repair of the damage. The end result of this sequential 
use of three independent DNA repair pathways is to resume 
DNA replication and restart the replication fork.

Consistent with this model of crosslink repair, some 
repair-deficient cells are especially prone to the cytotoxic 
effects of DNA crosslinking drugs. For instance, cells that are 

Figure 4-7 A schematic model of 
DNA crosslink repair DNA crosslink 
repair is believed to occur primarily 
during the S phase of the cell cycle. 
When a replication fork encounters an 
interstrand crosslink (A), DNA replica-
tion arrests. Initially, a double-strand 
break is generated by an unknown 
endonuclease (B). This DSB is next 
surrounded by phosphorylated 
histone 2AX. Next, another endonucle-
ase (perhaps ERCC1/XPF) cleaves on 
the opposite side of the crosslink, 
allowing extrusion of the crosslinked 
bases from the double helix (C). Next, 
a series of three DNA repair pathways 
act sequentially. Translesion synthesis 
(TLS) repair allows bypass of the 
damaged bases (D). Then nucleotide 
excision repair (NER) excises the 
damaged oligonucleotide and allows 
gap filling (E). Finally, end resection 
occurs, and the double-strand break 
can be repaired by homologous 
recombination (HR). The replication 
fork is regenerated in an error-free 
mechanism (F).
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deficient in ERCC1/XPF generate the first double-strand 
break upstream of the DNA crosslink. However, these  
double-strand breaks, as measured indirectly by the presence 
of histone 2AX foci, persist in the repair-deficient cells, sug-
gesting that ERCC1/XPF may work farther downstream in 
the pathway. Similarly, cells deficient in the FA pathway have 
persistent double-strand breaks after MMC exposure.34 
Thus, the presence or absence of the double-strand break 
intermediates is helpful in determining the level at which a 
repair process is disrupted and the sequence of repair events 
in the pathway.

DNA Repair and the DNA  
Damage Response

DNA repair is, in fact, only one class of a broader set of 
cellular responses referred to as the DNA damage response. 
DNA damage responses include the activation of cell cycle 
checkpoints, the activation of apoptosis, and the activation 
of DNA damage tolerance. This last mechanism allows a 
cell to “accept” DNA damage and continue DNA replica-
tion even in the setting of a heightened mutation frequency. 
The DNA damage response is therefore a highly coor-
dinated set of signaling events. These responses require a 
DNA damage sensor (such as a sensor kinase, ATM, or 
ATR) and an effector kinase, as well as downstream protein 
machines dedicated to DNA repair, apoptosis, or check-
point activities.35

The DNA Damage Response Is Mediated  
by Sensor and Effector Kinases

The DNA damage response can be activated by a wide range 
of environmental exposures or drug interactions. An impor-
tant early player in the damage response is the molecular 
“sensor” of DNA damage. A local distortion in the DNA 
double helix, perhaps resulting from a DNA adduct or a 
thymine dimer, can activate a sensor kinase, such as ATM, 
ATR, or DNA-PK. These kinases are believed to autophos-
phorylate36,37 and go on to phosphorylate a large number of 
substrates thereafter. The ATM kinase is the product of the 
ATM gene, the gene mutated in the cancer susceptibility dis-
order ataxia-telangiectasia.

Activated ATM and ATR proteins phosphorylate 
additional downstream “effector” kinases, such as the check-
point kinases, Chk1 and Chk2. Activated Chk1 and Chk2 
then go on to phosphorylate a wide array of protein targets 
involved in the machinery of DNA repair or DNA damage 
checkpoints.

One of the best-characterized DNA damage check-
points is regulated by the ATM/Chk2/Cdc25A axis.38,39 
In response to IR, a double-strand break is generated, and 
this break activates ATM. ATM subsequently phosphory-
lates Chk2, which in turn phosphorylates the cell cycle acti-
vator cdc25A. Cdc25A phosphorylation leads to its rapid 
degradation and to cell-cycle arrest. This appears to be an 
important mechanism by which a cell can respond to DNA 
damage by arresting its cell cycle progression in S phase. By 
stopping S-phase entry, a cell allows itself the opportunity 
to slow down and to repair its DNA or, in the setting of 
severe damage, to undergo apoptosis. Importantly, a failure 
to activate this checkpoint response, as in ATM-deficient 
cells, results in S-phase progression even in the setting of 
DNA damage. Continuing to replicate DNA in the setting 
of DNA damage has dire consequences for the cells. The cell 
may have an elevated mutation rate or may complete DNA 
replication, only to experience a mitotic catastrophe at the 
end of the cell cycle.

Failure of ATM to activate the intra–S-phase check-
point results in a characteristic cellular phenotype. When 
ATM-deficient cells are exposed to IR, they fail to arrest in 
S phase but instead continue to replicate their DNA and to 
incorporate tritiated thymidine in the postradiation period. 
This phenotype is known as radioresistant DNA synthesis 
(RDS), and it is the hallmark of a cell with a defect in the 
ATM/Chk2/cdc25A axis. An active area of DNA repair 
research is the identification of other CHK1 and CHK2 
phosphorylated substrates.

Phosphorylated Effector Proteins  
Assemble in DNA Damage Foci

An important downstream event in the DNA damage 
response is the assembly of proteins in subnuclear foci.40,41 
These foci are often referred to as IRIFs (ionizing radiation 
inducible foci). Multiple ATM and ATR phosphorylated 
substrates, such as Chk1, BRCA1, and BARD1, assemble 
in foci following DNA damage. The assembly of these 
large protein complexes is mediated, at least in part, by the 
phosphorylated SQ or TQ sequences of the ATM/ATR 
substrates. Recent studies have indicated that these phos-
phorylated amino acid residues bind directly to phospho-
amino acid receptors found on other adaptor proteins. For 
instance, phosphorylated BACH1 can bind directly to the 
BRCT domain (a phosphoserine receptor) of the BRCA1 
protein.42,43 The precise structure and function of these 
protein foci in eukaryote nuclei is not known. Clearly, the 
number of foci correlates with the number of unprocessed 
double-strand DNA breaks, and the foci are widely believed 
to be sites of double-strand break repair.
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From immunofluorescence analysis, it is clear that mul-
tiple phosphorylated DNA-damage activated proteins colo-
calize in these foci. The foci have been helpful to researchers 
in the establishment of signaling pathways. For instance, 
pATM, pBRCA1, and pFANCD2 colocalize in IRIFs. Dis-
ruption of one upstream protein, say, by a germline or acquired 
mutation in the upstream signaling protein, ATM, results in 
loss of downstream proteins in the foci. The assembly of the 
foci therefore has become a useful tool in understanding the 
interrelationships of DNA response proteins.

A few DNA damage-response proteins deserve spe-
cial attention here. Bonner and colleagues40 have identi-
fied a variant histone protein, histone 2AX, that is rapidly 
phosphorylated by ATM after radiation damage. H2AX is 
an important early signaling protein in the DNA damage 
response. The phospho H2AX protein is incorporated in 
chromatin in vast stretches emanating from the site of the 
DNA DSB. An absence of histone 2AX, as in an H2AX 
knockout mouse model, results in chromosome instability 
and cancer predisposition,44,45 apparently due to failure to 
mount the proper DNA damage response.

Another important DNA damage response protein 
is RAD51, which is phosphorylated by the Chk1 kinase 
during normal S-phase progression.46 RAD51 is a single-
strand DNA binding protein that plays a critical role in 
DNA repair by HR. Phosphorylated RAD51 also assem-
bles in foci during normal S-phase progression. These “rep-
lication foci” are believed to be sites of DNA repair by HR 
between sister chromatids, which occurs during normal 
DNA replication.

A comprehensive analysis of proteins that are rapidly 
phosphorylated after DNA damage (and that form nuclear 
foci) has provided an important database for laboratories 
studying the DNA damage response. These phosphorylated 
proteins, and foci, provide a useful set of biomarkers for DNA 
repair activities. For instance, cells that are defective in the for-
mation of DNA repair foci are themselves defective in DNA 
repair. The specific kind of focus that is absent correlates with 
the particular kind of DNA repair deficiency. For instance, 
cells deficient in RAD51 foci are defective in HR repair and 
are hypersensitive to IR. Cells defective in the assembly of 
polyADP ribose (PAR) foci are defective in the repair of 
single-strand breaks and may therefore have an underlying 
defect in BER. As such, tumor cells missing particular types 
of DNA repair foci may be more sensitive to certain kinds of 
chemotherapy or radiation.

Importantly, human cancers are often deficient in 
the DNA damage response. Germline mutations in DNA 
damage response genes, such as ATM, NBS1, FANCD2, 
BRCA1, and BRCA2, can result in an increased susceptibil-
ity to cancer. Individuals who inherit a single mutant allele of, 
say, BRCA1, have a high risk of developing a breast, ovarian, 

or prostate cancer during their lifetime. The tumor results 
from the inactivation of the second BRCA1 allele, through 
deletion and loss of heterozygosity, thus resulting in a tumor 
with a specific DNA repair defect. BRCA(−/−) tumors 
therefore have genomic instability, but also have increased 
sensitivity to some DNA-damaging agents such as IR and 
DNA crosslinkers.

Study of the DNA damage response reveals that cells 
have highly regulated responses to different levels and types 
of DNA damage. Whereas some DNA repair pathways 
may be viewed as constitutive, housekeeping pathways, other 
pathways are highly controlled. Some DNA repair path-
ways, such as ATR and CHK1, are activated primarily at the 
site of the advancing replication fork, leading to the activa-
tion of HR repair.47 Other DNA repair processes are acti-
vated in nondividing cells, such as in postmitotic neurons. 
For instance, NHEJ is hyperactive in nondividing cells and 
functions as the major mechanism of double-strand break 
repair in these cells.

The cellular context of the DNA repair pathway is also 
important. Germline or somatic disruption of a pathway may 
result in a strikingly different phenotype, depending on the 
cell and tissue of origin. For instance, gene line disruption of 
a DNA damage response, as in the inherited disease ataxia- 
telangiectasia, may lead to a characteristic constellation of 
clinical findings, including cerebellar degeneration and lym-
phoma predisposition. A somatic disruption of the same path-
way (say, ATM CHk2-p53) may lead to a very different set 
of cancers, such as solid tumors of the bladder and ovary.48,49

Recent studies indicate that the DNA damage response 
provides an important “barrier” to the transformation of a 
normal cell to a malignant cell.48,50 Specifically, early prema-
lignant cells have heightened constitutive activation of the 
DNA damage response pathways, as exemplified by increased 
immunohistochemical staining with antibodies to activated 
ATM and to the activated checkpoint kinase CHK2. Inter-
estingly, as cells progress from the premalignant state to the 
malignant state, they lose these DNA damage responses, 
perhaps through acquired disruptions of ATM or CHK2 
activity. Because individuals with genetic diseases such as 
ataxia-telangiectasia already have a defect in the checkpoint 
response, they may be prone to earlier onset of cancers for 
this reason.

Inherited Chromosome Instability 
Syndromes as Models for DNA  
Repair Defects

Rare pediatric chromosome instability disorders, such as 
FA and XP, provide important insights into the function 

https://CafePezeshki.IR



I. Carcinogenesis and Cancer Genetics58

of DNA repair pathways and their role in cancers in the 
general population. Children born with these syndromes 
generally have congenital abnormalities, cellular hypersensi-
tivity to DNA-damaging agents, genomic instability, and an 
increased risk of specific cancers. Although these syndromes 
are rare, the DNA repair pathways disrupted by germline 
mutations in these individuals are often the same pathways 
disrupted by somatic mutation or epigenetic inactivation 
in cancers from the general population. For these sporadic 
cancers, a knowledge of which DNA repair mechanism is 
disrupted provides important clues to the behavior of the 
cancer or its drug sensitivity spectrum.

At least five of the major DNA repair pathways have 
corresponding inherited human diseases (Table 4-1). HR 
and TLS repair is defective in FA cells.51 NER repair is 
defective in XP cells, Cockayne syndrome (CS) cells, and 
trichothiodystrophy cells.52 MMR repair is defective in 
children with Turcot syndrome and in tumor cells derived 
from adult patients with HNPCC. TLS repair is defec-
tive in patients with the XP-V (xeroderma pigmentosum 
variant) disease. Most of these pediatric diseases exhibit 
autosomal recessive inheritance, such as XP, FA, and CS. 
Turcot syndrome has been reported to exhibit autosomal 
dominant or autosomal recessive inheritance depend-
ing on the particular mutation affecting mismatch repair. 
Inherited mutations in BER genes have not been observed 
in humans, suggesting that this pathway is essential for 
human development.

It is interesting that patients with inherited DNA 
repair syndromes, such as CS and FA, have congenital 
abnormalities. For instance, CS patients have developmental 
abnormalities of the skin and skeletal system. FA patients 
have skeletal, kidney, cardiac, and bone marrow defects. 
Consistent with these findings, the NER and FA pathways 
appear to play dual roles. For instance, the NER excision 
repair complex, TFIIH, plays an important transcriptional 
role during embryonic development. Germline dysfunction 
therefore leads to defects during embryonic organogenesis. 
The NER complex also plays a critical role in DNA repair in 
somatic cells after organism development. Similarly, the FA 
pathway appears to have a dual role in both development and 
DNA repair in somatic cells.

The systematic study of these rare diseases has led to 
(1) a better understanding of the genes and proteins involved 
in the six major DNA repair pathways, (2) how an inherited 
(or germline) defect in a DNA repair pathway can lead to 
genomic instability, cancer progression, and drug hypersensi-
tivity, and (3) how an acquired (or somatic) defect in a DNA 
repair pathway can influence tumor progression and drug 
sensitivity of tumors in the general population. Although 
the specific details of these individual inherited diseases is 
beyond the scope of this review, an example of how a study 

of these rare diseases can lead to general insights to tumor 
biology can be appreciated from recent insights into the FA 
pathway.

Fanconi Anemia: A Specific Inherited DNA 
Repair Defect

FA is an autosomal recessive or X-linked recessive cancer 
susceptibility syndrome characterized by multiple congeni-
tal abnormalities, progressive bone marrow failure, and cel-
lular hypersensitivity to DNA crosslinking agents, such as 
cisplatin and mitomycin C (MMC). FA patients are prone to 
developing acute myeloid leukemia as well as squamous cell 
carcinomas of the head and neck or gynecologic system.53

The study of FA cells has led to the elucidation of a 
DNA repair pathway for interstrand crosslinks. Clinically, 
this pathway is particularly important because many DNA 
crosslinking agents such as cisplatin or mitomycin C are used 
for cancer treatment. The FA defect results from biallelic 
mutation of any one of 15 known FA genes (A, B, C, D1, D2, 
E, F, G, I, J, L, M, N, O, P). The proteins encoded by these FA 
genes cooperate in a common DNA repair pathway, referred 
to as the FA/BRCA pathway.53,54 A central event in this path-
way is the monoubiquitination of the FANCD2 protein, and 
this event is a useful biomarker for DNA repair activity (see 
later discussion). Disruption of this pathway results in the 
characteristic clinical and cellular phenotype of FA patients.

Patients with an Inherited Germline DNA 
Repair Deficiency Exhibit a Characteristic 
Tumor Spectrum

Patients with inherited DNA repair deficiency syndromes 
are prone to the development of specific tumors. FA patients, 
for example, are predisposed to acute myeloid leukemia and 
squamous cell carcinomas, primarily of the head and neck 
or gynecologic system. Patients with XP are prone to skin 
squamous cell carcinomas, primarily on body surfaces with 
more sunlight exposure. Patients with HNPCC and an 
inherited MMR deficiency are prone to colon cancer and 
ovarian cancer.

Tumors arising from somatic disruptions of DNA 
repair pathways may arise in other organ systems. A specific 
oncogenic lesion, such as the activation of an oncogene or the 
disruption of a tumor suppressor gene, may have a vastly dif-
ferent effect depending on the cellular context of the lesion. 
For instance, a germline mutation in the Rb gene may result 
in an embryonal tumor, such as a retinoblastoma or a pineo-
blastoma, but a somatic disruption of the Rb gene may lead 
to the development of a sarcoma.
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Figure 4-8 Tumor progression by serial inactivation and reactivation of DNA repair pathways According to this model, early in the course 
of carcinogenesis, a DNA repair pathway becomes inactivated. For instance, the FANCF gene may undergo biallelic methylation and silencing. This 
loss of the FA/BRCA pathway results in a state of chromosome instability, leading to secondary mutations (activation of K-Ras, inactivation of p53, for 
example). A tumor evolves, and the tumor is initially hypersensitive to cisplatin, as is often the case for ovarian epithelial cancer. Cisplatin causes rapid 
cytolysis of the tumor; however, rare tumor cells undergo a restoration of FANCF expression. Restoration may result either from an active demethylation 
of the FANCF gene or from positive selection of rare cells that experienced a stochastic demethylation event. Tumor cells regrow, and these cells are now 
cisplatin-resistant. In principle, an inhibitor of the FA/BRCA pathway can resensitize the tumor cells to cisplatin, as described in the text.

Similarly, disruptions of a DNA repair pathway by a 
germline mechanism, rather than a somatic mechanism, may 
yield a very different spectrum and behavior. Examples are 
shown in Table 4-1. Somatic disruption of the FA pathway 
results in a wide range of tumor types, including tumors of 
the ovary, lung, and cervix.51,55 Moreover, somatic disrup-
tions result from methylation and silencing of an upstream 
FA gene (FANCF). Germline disruption of the same genes 
results from inherited mutations, such as missense mutations 
or nonsense mutations. Somatic disruption of the NER 
pathway plays a role in the development of testicular cancer 
and appears to account for the hypersensitivity of this tumor 
to the drug cisplatin. Paradoxically, somatic disruption of a 
DNA repair pathway can also result in chemotherapy resis-
tance. Studies indicate that methylation and silencing of the 
MLH1 gene may account, at least in part, for the cisplatin 
resistance of some ovarian tumors.

Disruption of the other DNA repair pathways has 
been observed in sporadic human tumors, accounting, at 
least in part, for the specific drug and radiation sensitivity 
spectrum of these tumors and their clinical outcome. HR is 
disrupted in breast and ovarian cancer, NER is disrupted in 
testicular cancer, and MMR is disrupted in sporadic colon 
cancer. A few studies suggest that TLS may be disrupted 
in human cancers. Human cancer cells exhibit an elevation 
in spontaneous and damage-inducible point mutagenesis, 
compared to nonmalignant cells, suggesting an underlying 
TLS defect. Recent studies indicate that an elevation in the 
expression and activity of the error-prone polymerase Pol 
beta accounts for the increase in cisplatin resistance and 
mutagenesis of these cancers. Consistent with this hypoth-
esis, inhibition of Pol beta in these cells results in resensiti-
zation to cisplatin.56

Somatic Disruption of DNA Repair 
Pathways by Methylation and  
Gene Silencing

One of the most common mechanisms of inactivation of 
DNA repair pathways in sporadic cancer is the epigenetic 
silencing of a critical gene through methylation of the pro-
moter region. Increasing evidence shows that the FA/BRCA 
pathway is one of the DNA repair mechanisms that is tar-
geted in sporadic cancers. FANCF methylation occurs in 
24% of ovarian granulosa cell tumors, 30% of cervical can-
cer, 14% of squamous cell head and neck cancers, 6.7% of 
germ cell tumors of the testis, and 15% of non–small-cell 
lung cancers, where it correlates with a worse prognosis. An 
example of how methylation of a DNA repair gene can pro-
mote tumor progression is shown in Figure 4-8.

By regulating the activity of DNA repair pathways, 
cancer cells have a propensity to progress to a more malig-
nant state. According to this model, early in the course of 
tumorigenesis, a premalignant cell may undergo a methyla-
tion and silencing of a DNA repair gene. In the case of the 
FA/BRCA pathway, the gene most commonly silenced by 
methylation is the FANCF gene on chromosome 11p15. 
Inactivation of FANCF results in a disruption of DNA 
repair and in genomic instability. The premalignant cell is 
therefore prone to multiple oncogenic events, such as the 
upregulation of a tyrosine kinase oncogene or the disruption 
of p53. A tumor with multiple somatic mutations eventually 
develops (see Figure 4-8), but this tumor still has a defec-
tive DNA repair pathway and is hypersensitive to genotoxic 
chemotherapy. After antitumor therapy, however, there is a 
selective pressure for tumor cells with an intact FA/BRCA 
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pathway. Tumor cells with a demethylated FANCF gene are 
selected, and a drug-resistant tumor emerges. By following 
this pattern, tumors can silence and reactivate DNA repair 
pathways, leading to drug resistance and tumor progression.

The converse scenario may occur for the MMR path-
way. MMR-proficient cells are hypersensitive to the DNA 
crosslinking drug cisplatin. In this case, it is believed that the 
active MMR pathway generates a cisplatin-inducible lesion 
that is tumoricidal. Inactivation of MMR by methylation of 
the MSH2 gene therefore provides the tumor with a mecha-
nism for achieving cisplatin resistance. Based on these exam-
ples, it appears that understanding the methylation state of 
various DNA repair genes may allow the prediction of drug 
responsiveness of some tumors.

Epigenetic silencing of BRCA1 through methylation 
occurs in 13% of breast cancers, 23% of advanced ovarian 
cancers, 6% of cervical cancers, and 4% of non–small-cell lung 
cancers. Epigenetic disruption of the FA pathway may also 
be important in the development of sporadic acute myeloid 
leukemia (AML), where absent or reduced expression of the 
FA proteins FANCA, FANCC, FANCF, and FANCG has 
been reported. Loss of BRCA2 mRNA and protein expres-
sion has been reported in 13% of ovarian adenocarcinomas; 
in contrast to the other FA genes described earlier, this loss 
does not result from promoter methylation.

Prognostic and Predictive DNA Repair 
Biomarkers in Cancer Treatment

Both hereditary cancer syndromes and sporadic cancers can 
arise from abnormalities in DNA repair pathways. This may 
be clinically important because these tumors are expected to 
be hypersensitive to DNA-damaging therapeutic agents or 
strategies that inhibit alternative DNA repair pathways. In 
the case of sporadic cancers, the patient’s normal cells, such as 
those in the bone marrow, possess a functional DNA repair 
pathway and are predicted to be resistant to these targeted 
treatments. Assessment of the status of the FA pathway or 
other DNA repair pathways requires the use of diagnostic 
biomarkers.

Selection of Biomarkers of DNA  
Repair Pathways

Biomarkers of DNA repair pathways can be divided into 
two major groups: functional biomarkers that characterize 
the activity of a pathway following damage and expression 
biomarkers that measure the availability of pathway compo-
nents before damage.

Functional DNA Repair Biomarkers

These are biomarkers that indicate an intact DNA repair 
pathway. These biomarkers have the advantage of giving a 
functional measure of a particular pathway and will detect 
repair defects due to epigenetic events or gene mutations. 
Moreover, they give a global measurement of a particular 
pathway’s function without the need to know the identities 
of all the components. They could also be used to differenti-
ate between insignificant single-nucleotide polymorphisms 
(SNPs) and functionally important point mutations in 
DNA repair pathway genes. Functional biomarkers can 
be applied to serial tumor samples from the same patient, 
at diagnosis and at the time of relapse. In this way, one can 
determine whether the tumor remains drug sensitive or 
has restored its DNA repair mechanisms. However, these 
markers rely on tumor tissue having been exposed to some 
form of DNA damage in  vivo or in  vitro before the assay. 
Functional biomarkers of DNA repair pathways include the 
monoubiquitination of the FANCD2 protein (a biomarker 
for HR repair) and the phosphorylation of DNA-PK (a bio-
marker of a functional NHEJ pathway). Abnormal DNA-
damage–induced nuclear foci may identify disruption of the 
downstream events in the pathway, such as that observed in 
BRCA1- or BRCA2-deficient cells.

DNA Repair Biomarkers of Gene/Protein Expression

These biomarkers indicate the preexisting function of a 
DNA damage pathway before damage. Examples are real-
time polymerase chain reaction (rt-PCR) or immunohis-
tochemistry to test for epigenetic silencing of critical DNA 
repair genes. Some studies have used a microarray approach 
to look for genetic expression profiles indicative of abnor-
mal DNA repair gene function. Because some DNA repair 
genes, such as MLH1 and MSH2, are inactivated by methyl-
ation, measurement of gene methylation via the methylation-
PCR assay can also be applied as a biomarker assay. These 
approaches have the advantage of not requiring prior DNA 
damage and can be performed on fixed specimens. However, 
they provide only an indirect measurement of the functional 
capabilities of a DNA repair pathway. In addition, mutant 
genes can express normal levels of mRNA, and mutant pro-
tein and would not be detected by this method.

Clinical Application of DNA Repair Biomarkers

DNA Repair Biomarkers as Predictors of Response 
to Conventional Therapy

Loss or increased activity of particular DNA repair path-
ways may influence the response to DNA-damaging 
therapeutic strategies. For instance, a failure of a pathway 
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involved in the repair of DNA crosslinks such as HR  
would be predicted to sensitize a tumor to DNA cross-
linking agents such as alkylating chemotherapeutic drugs. 
Indeed, BRCA1 expression levels as measured by rt-
PCR have been used as a biomarker of survival following 
cisplatin- based chemotherapy for non–small-cell lung can-
cer. Methylation-specific PCR, which indicates loss of gene 
expression through promoter methylation, has been used 
to correlate loss of BRCA1 function with cisplatin sensi-
tivity in ovarian cancer. Loss of BRCA2/FANCD1 func-
tion through mutation in breast or ovarian cancer has also 
been reported to correlate with a high response to DNA-
damaging chemotherapeutic agents. Absence of FANCD2 
monoubiquitination may be a biomarker for loss of func-
tion of upstream FA pathway components and could be 
expected to predict sensitivity to DNA crosslinkers such as 
cisplatin or cyclophosphamide.

A recent example of the use of DNA repair biomarker 
in clinical medicine is the evaluation of ERCC1 protein 
expression levels in lung cancer. The NER pathway is impor-
tant for the correction of UV-light–induced thymine dimers 
and for the excision of small single-base adducts. In addition, 
two of the proteins involved in NER, ERCC1 and XP-F, 
appear to have special relevance to the repair of DNA inter-
strand crosslinks. Primary cells derived from XP patients 
with germline mutations in ERCC1 or XPF are hypersensi-
tive to UV and to DNA crosslinking agents.57 Recent stud-
ies also suggest that the protein level of ERCC1 in cell lines 
correlates with the level of functional DNA crosslink repair 
in the cell.

Several groups have performed retrospective analy-
ses of non–small-cell lung cancer patients who had been 
treated with adjuvant chemotherapy, including cisplatin. The 
banked primary tumor samples, which were stored in paraf-
fin blocks, were evaluated for the level of ERCC1 protein 
by immunohistochemistry (IHC). Interestingly, the patients 
with tumors exhibiting low ERCC1 levels were more sensi-
tive to cisplatin, based on their longer average time to relapse 
after cisplatin, compared to patients whose tumors had 
high levels of ERCC1. Together these studies indicate that 
ERCC1 protein expression may be a useful predictive bio-
marker for assessing tumor response to cisplatin.

DNA Repair Biomarkers to Guide Chemo- and 
Radiosensitization

Resistance to DNA-damaging chemotherapy or radio-
therapy may be due to enhanced repair of DNA lesions. 
Therefore, a possible therapeutic strategy is to use drugs 
that specifically inhibit DNA repair pathways. Theoreti-
cally, this strategy may be limited because the drug may also 
increase the toxicity of therapeutic DNA damage in normal 
tissue. A therapeutic index can be achieved, in principle, by 

(1) selective uptake of the DNA damage sensitizers by the 
tumor cell, versus the normal cell, or (2) delivering one of the 
modalities (such as the radiation) directly to the tumor.

An understanding of the precise molecular mecha-
nisms of new classes of sensitizing agents has important 
implications. First, if an agent functions by inhibiting a 
specific DNA repair pathway, then active derivatives of this 
agent should function similarly. DNA repair pathway inhi-
bition provides an important biomarker for determining 
the proper dosing of the drug. Second, the chemosensitizer 
would be predicted to be more efficacious when used in com-
bination with specific classes of DNA damage drugs.

DNA Repair Biomarkers as Predictors of Response to 
Targeted Monotherapy

Another important application for biomarkers of DNA 
repair pathway integrity is the potential to develop nontoxic 
monotherapy for tumors with specific DNA repair defects. 
The upregulated DNA repair pathway is the “Achilles heel” 
of the cancer. In principle, a nontoxic inhibitor of this second 
pathway, delivered as a monotherapy, may selectively kill the 
cancer cell. A normal cell, in comparison, may be able to tol-
erate the loss of this second pathway because other pathways 
are functioning and there is more redundancy in its DNA 
repair capacity.

This principle has recently been demonstrated by the 
use of PARP inhibitors in BRCA1- and BRCA2-deficient 
cells.11,12 As discussed earlier, under normal physiologi-
cal conditions DNA is being damaged continuously. The 
result of these stresses is the development of damaged bases 
or regions of single-strand DNA breaks that are repaired 
through the BER pathway. Part of the BER pathway requires 
PARP, a DNA-binding zinc finger protein that catalyzes 
the transfer of ADP-ribose residues from NAD+ to itself 
and different chromatin constituents, forming branched  
ADP-ribose polymers. Initially it was observed that PARP-
deficient (and therefore BER-deficient) mice develop nor-
mally but have high levels of sister chromatid exchange, a 
feature of HR. This observation suggested that HR could 
compensate for a loss of PARP-dependent BER. Con-
sequently it was demonstrated in preclinical models that 
BRCA1- and BRCA2-deficient human and murine cells 
were sensitive to PARP-inhibiting drugs, whereas cells 
expressing normal levels of BRCA1 or BRCA2 were unaf-
fected. PARP1 inhibitors are well tolerated in preclinical 
murine models and, in addition to being a potential treatment 
for BRCA1 and BRCA2 mutant tumors, may also represent 
an attractive strategy for chemoprevention of malignancies 
in mutation carriers. Clearly a biomarker that indicates a fail-
ure of BRCA1 or BRCA2 function in tumor cells may allow 
the application of PARP inhibitors to a wider spectrum of 
sporadic human malignancies.
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The Development of New DNA  
Repair Biomarkers

Few biomarkers exist at present for evaluating the integ-
rity of the other DNA repair pathways. Several studies 
have attempted to assay these pathways, using expression 
biomarkers (i.e., testing the expression levels of known 
DNA repair proteins in the pathways.) Better functional 
biomarkers are needed. Recent studies have indicated that 
posttranslational modifications of DNA repair proteins 
in these pathways are also required for pathway activity. 
For instance, polyubiquitination of XP-C is required for 
functional NER,24 and sumoylation of thymine-DNA 
glycosylase22 is required for function of BER. The devel-
opment of antibodies specific for these activated states and 
the testing of these biomarkers may allow the rapid assess-
ment of drug sensitivity and acquired resistance in clinical 
samples.

DNA Repair Inhibitors as a New Area for 
Anticancer Drug Development

As shown in Figure 4-9, normal human cells may have six 
functional DNA repair pathways, whereas a tumor cell may 
have disruptions of one pathway. In the tumor, disruption of 
one pathway, such as HR repair, results in genomic instabil-
ity and hyperdependence on a second pathway, such as BER. 
Because of this hyperdependent state, the tumor cell may 
be hypersensitive to an inhibitor of BER, such as a PARP1 
inhibitor.

In this case, the tumor may respond to the PARP1 
inhibitor as a single agent (monotherapy).58-60 DNA dam-
age, activated by the hyperproliferative state of the tumor 
cell, may be sufficient to kill the tumor cell. Alternatively, the 

PARP1 inhibitor may have a greater tumoricidal effect when 
it is used in combination with another cytotoxic agent, such 
as IR or an alkylating agent (TMZ).

Based on the early success with PARP1 inhibi-
tor therapy, there is increasing interest in the identifica-
tion of inhibitors of other DNA repair pathways.61 For 
instance, an inhibitor of the sensor kinase ATM has been 
shown to have potent tumoricidal effects.62 Also, inhibi-
tors of the Chk1 kinase UCNO1 have been used in clini-
cal trials.35,63,64 Investigators have also begun to screen 
for inhibitors of HR repair that may potentially sensitize 
tumor cells to IR or to crosslinker damage.65,66 Although 
DNA repair inhibitors may sensitize a tumor to the cyto-
toxic activity of conventional IR or chemotherapy, they 
may also enhance the toxicity of these therapies to normal 
human cells.

Importance of DNA Repair to Clinical 
Oncology: Other Specific Examples

BRCA1 and BRCA2

The importance of DNA repair to the pathogenesis and 
treatment of cancer is exemplified by studies of the breast 
cancer susceptibility gene BRCA1. Approximately 10% 
of women who develop breast cancer in their lifetime 
have a strong family history of (inherited) breast cancer. 
Of these women, approximately half are heterozygous 
carriers for mutations in either the BRCA1 or BRCA2 
gene.

The BRCA1 gene was originally mapped to human 
chromosome 17,67 and it was subsequently cloned by posi-
tion.68 Strong evidence emerged that BRCA1 is a tumor sup-
pressor gene, since breast carriers have loss of heterozygosity 
at the BRCA1 locus.69 BRCA1-deficient breast tumor cells 
are hypersensitive to IR and to DNA crosslinking agents, 

Figure 4-9 Principle of DNA inhibitor 
monotherapy (A). Normal human cells 
have six DNA repair pathways. (B) Tumor 
cells, in contrast, have disrupted one DNA 
repair pathway through somatic mutation, 
loss of heterozygosity (LOH), or epigenetic 
silencing of a DNA repair gene in that path-
way. The tumor cell has genomic instability 
and has partially compensated for its DNA 
repair defect by upregulating a second  
pathway. (C) The tumor is hyperdependent 
on this second pathway, and a specific 
inhibitor kills the tumor cells but has little 
effect on the normal cells. An example 
of this monotherapy approach has been 
described for PARP inhibitors.11,12

Normal cells

A

B

C

Six normal DNA
repair pathways

One defective pathway
leads to hyperdependence
on a second pathway

One defective pathway
leads to hyperdependence
on a second pathway

Cancer cells Cancer cells (monotherapy)

An inhibitor for the second
pathway will kill the cancer cell
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suggesting that BRCA1 may function in the regulation of 
HR repair.

Studies with the BRCA1 protein indicate that, dur-
ing the DNA damage response following cellular exposure 
to a genotoxic stress, BRCA1 is phosphorylated and accu-
mulates in subnuclear foci that colocalize with BRCA2 and 
RAD51 proteins.70,71 These foci are required for competent 
DNA repair. The precise role of BRCA1 in DNA repair is 
unknown. Because BRCA1 is itself an E3 ubiquitin ligase,72 
it may function by ubiquitinating other DNA repair pro-
teins and regulating DNA repair indirectly. Recent stud-
ies have identified key ubiquitinated substrates of BRCA1, 
including the protein CTIP.73

Because BRCA1 (and BRCA2) tumors are deficient 
in HR repair, this genotype may be useful in the selection of 
chemotherapy, as described earlier for these tumors. Recent 
studies indicate that BRCA1-deficient tumors are hyper-
dependent on BER and have elevated PARP1 activity.11,12 
Accordingly, BRCA1- and BRCA2-deficient tumors appear 
to be hypersensitive to PARP1 inhibitors.

Defects in DNA Repair Pathways Can Account 
for the Elevated Mutation Rate of Cancer

Cancer cells have an increased mutation rate compared to 
normal cells, and this phenotype has important clinical con-
sequences. The increased mutation frequency can lead to 
point mutation and inactivation of tumor suppressor genes 
or to increased tumor cell resistance to chemotherapy. The 
increased mutation rate may also account for the increased 
spontaneous cell death observed in solid tumor samples (i.e., 
some of the mutations may be lethal to individual tumor 
cells), but may also enhance the outgrowth of a more malig-
nant clone.

This increased mutation rate results in large part 
through the disruption of DNA repair pathways. The 
MMR pathway normally functions to improve the fidelity 
of DNA replication by quickly identifying and excising mis-
matched bases generated by faulty DNA replication. Loss 
of the MMR pathway by germline or somatic mutation can 
lead to a “mutator” phenotype. This phenotype can be readily 
detected by microsatellite instability in the genome of the 
cancer cell.

This increase in mutation rate can also be accounted 
for by an increase in error-prone DNA repair mechanisms.74 
In the setting of elevated translesion synthesis, some error-
prone polymerases, such as Rev3, may increase the frequency 
of point mutations in the genome of the human cancer. Also, 
an elevation in the error-prone NHEJ pathway may account 
for the elevated complex mutations (insertions and dele-
tions) observed in some cancers. Many human tumors have 

recently been found to express abnormal levels of polymerase 
β,75,76 which may also contribute to their increased mutation 
frequency.

Multiple Mechanisms of  
Cisplatin Resistance

Recent studies indicate that the status of DNA repair path-
ways in human tumors may be highly predictive of cispla-
tin sensitivity. As mentioned previously, defects in the NER 
pathway may account for cisplatin sensitivity of some tes-
ticular and non–small-cell lung cancers.

Defects in HR repair may account for the cisplatin 
sensitivity of ovarian and head and neck carcinomas. Other 
cellular mechanisms may also account for the intrinsic cis-
platin resistance of many human tumors. Cisplatin-mediated 
tumoricidal activity can be affected by (1) the expression of 
cell surface P-glycoprotein, an efflux mechanism for remov-
ing cisplatin, and (2) the relative antiapoptotic state of the 
tumor cell, based at least in part of the level of BCL-2 and 
BCL-X expression. Primary cisplatin resistance may there-
fore rely on the systematic assay of many of these mecha-
nisms in a given tumor cell.77

DNA Repair Gene Polymorphisms as Predictors 
of Chemotherapy Responsiveness

As described earlier, disruption of the NER pathway 
appears to account, at least in part, for the cisplatin hyper-
sensitivity of testicular cancers and of some ERCC1- 
deficient non–small-cell lung cancers.17 The disruption of 
the NER pathway may result from definitive mutations 
(i.e., frame-shift or nonsense mutations) in NER genes or 
from epigenetic changes, such as methylation and silenc-
ing of NER genes. In some cases, the disruption of the 
NER pathway may be partial, and it may result from DNA 
repair gene polymorphisms carried in the germline of the 
cancer patient.

In principle, DNA repair polymorphisms may result 
in a subtler DNA repair defect. Such a defect may increase 
the risk that an individual develops a cancer or may increase 
the likelihood that the resulting tumor is sensitive to a spe-
cific genotoxic agent. Based on this idea, investigators have 
screened large tumor sets for the enrichment of particular 
SNPs in DNA repair genes. Common SNPs are known 
for the NER genes XPD, ERCC1, and XRCC1. SNPs in 
multiple NER genes appear to account, at least in part, for 
the cisplatin hypersensitivity of some squamous cell carci-
nomas and lung cancers. Whether these SNPs will serve as 
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predictive biomarkers for chemotherapy or radiation sensi-
tivity remains unproven.

Conclusion

Genomic instability is characteristic of most human malig-
nancies, and this phenotype can arise from acquired defects 
in any one of six DNA repair pathways. These pathways are 
MMR, BER, NHEJ, NER, HR, and TLS. The germline 
disruption of these pathways accounts for the pathogen-
esis of several inherited DNA repair disorders including 
FA, XP, and HNPCC. The somatic disruption of these 
pathways can account for the genomic instability and drug 
sensitivity of many tumor types. The six pathways differ 
significantly in their ability to repair modified DNA bases 
and DNA crosslinks. Different cell types and tumor cell 
types have differential dependence on these pathways for 
growth and survival.

In the future, the development of biomarkers for the 
function of other DNA repair pathways may allow the better 

targeting of conventional agents or the use of monotherapies 
designed to inhibit specific repair pathways. The biomark-
ers can also be used as screening tools to find inhibitors of 
DNA repair that function as chemosensitizers. We predict 
that these approaches should reduce the toxicity of exist-
ing cancer treatments by eliminating the use of noneffective 
agents and by directing the development of novel treatment 
strategies.

Understanding the status of DNA repair pathways in 
tumor cells will have considerable use in clinical oncology. 
If a tumor is defective in one pathway (say, NHEJ), it may 
be directly sensitive to IR, a modality that generates double-
strand breaks in DNA. If a tumor is defective in another 
pathway (say, HR) it may be hyperdependent on a second 
pathway (say, BER) for its survival. Accordingly, a drug, such 
as a PARP1 inhibitor, that targets the BER pathway may be 
selectively toxic to these tumors. Recent studies indicate new 
synthetic lethal relationships among DNA repair pathways. 
MMR-deficient tumors are hypersensitive to ATM inhibi-
tion.78 A complete understanding of the synthetic lethal rela-
tionships of all six of the major DNA repair pathways is an 
important future goal of DNA repair research in cancer.66
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It has been known for decades that genetic alterations are a 
fundamental driving force in the initiation and progression 
of human cancers. It is also now apparent, through a more 
recent and growing body of work, that epigenetic changes 
may be equally important in tumor development. Epigenetics 
refers to heritable changes in gene expression in somatic cells 
that are determined by other than alterations in the primary 
base sequence of DNA.1 In essence, the primary sequence 
of DNA provides the “hard drive,” storing all information 
to determine cell phenotypes. However, to selectively func-
tion, DNA requires the “software packaging” of epigenetics 
to guide patterns of heritable gene expression. In this way, 
different cell phenotypes emerge against a common DNA 
sequence background to facilitate processes such as embry-
onic development and cell differentiation. Just as DNA 
mutations can mediate individual stages of tumor develop-
ment by fostering over-, or under-, function of key genes, 
epigenetic abnormalities can heritably allow similar gene 
expression aberrations. In this chapter, features are outlined 
of this latter form of altered gene function and how it is com-
ing to affect the understanding and management of human 
cancer.

The Molecular Basis for Epigenetic 
Control of Gene Expression

To specify regions of DNA that contribute to gene expres-
sion patterns in a cell, the exposure of sequences to, and the 
function of, the transcriptional machinery is controlled by 
packaging of the DNA in the nucleus.1 This is accomplished, 
as described later, through a complex and dynamic interac-
tion of DNA with proteins to constitute cellular chromatin, 
which undergoes posttranslational modifications to establish 
the transcriptional and regulatory activity of DNA regions 
and individual genes.1 This DNA regulation is also modu-
lated by patterns of the only postreplicative modification 
made directly to DNA, methylation at cytosines located 
ahead of guanosines (the CpG dinucleotide) in the genome.1 

Alterations to all of these processes are being increasingly 
identified as important to the evolution of cancer.

The basic molecular unit of DNA packaging, the 
nucleosome is a structure characterized by the wrapping of 
approximately 146 bp of DNA around what is termed the 
histone octamer consisting of a tetramer of two histone H3, 
H4 dimers and a dimer of histone H2.2 Groups of nucleo-
somes may in turn be organized into higher order structures 
through the actions of chromatin remodeling complexes.3-5 
Tightly compacted nucleosome aggregates, or “closed chro-
matin,” are characteristic of DNA regions that are transcrip-
tionally silent, versus more irregularly and linearly spaced 
nucleosomes, or “open” chromatin, characteristic of DNA 
regions where transcription is active.6,7

One of the most exciting and dynamic areas of chro-
matin biology concerns another key facet of nucleosome 
function, posttranslational modification of key amino acid 
residues of the histones, that helps determine the transcrip-
tional status of genomic regions (Figure 5-1). These modi-
fications constitute what has been termed the histone code 
for gene expression regulation.8-10 Thus, acetylation of key 
residues, such as lysine 9 of histone H3 (H3K9acetyl), by 
enzymes known as histone acetylases (HATs) usually speci-
fies for transcriptionally active regions while deacetylation at 
these sites, mediated by histone deacetylases (HDACs), is 
usually associated with transcriptional repression. Methyla-
tion of key amino acids also occurs and may be an activat-
ing or inactivating mark, depending on the site. For example, 
the mark of H3K4 methylation is enriched at active areas, 
whereas H3K9 methylation or H3K27 methylation is char-
acteristic of transcriptionally repressed regions.8-10 These 
methylation marks are controlled by a dynamic process 
involving individual histone methyltransferases, which place 
the marks, and demethylases, which can remove them.11-15

Interacting with all of the dynamics for nucleosome 
assembly, placement, and histone modifications, to medi-
ate nuclear packaging of DNA, is the modification of DNA 
methylation (see Figures 5-1 and 5-2). This process, which as 
noted earlier occurs predominantly in all but embryonic stem 
cells (ESCs) at CpG dinucleotides, is mediated by three DNA 
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Figure 5-2 The normal versus cancer epigenome Top: In normal mammalian cells, CpG islands in proximal gene promoter regions (a three-exon 
gene is shown, with each exon marked in blue and numbered) are largely protected from DNA methylation (cytosines, open lollipops) and reside 
in restricted regions of open chromatin (inset, upstream of transcription start shows three nucleosomes with wide spacing), or euchromatic states, 
favorable for gene transcription (large gray arrow). In contrast, for most regions of the genome, such as in the bodies of many genes and areas outside 
genes, particularly including repeat elements and pericentromeric regions, the cytosines in CpG dinucleotides are methylated (black lollipops). This 
DNA methylation is characteristic of the bulk of the human genome, which is packaged as closed chromatin (the inset above methylated CpGs shows 
multiple nucleosomes with higher-order, tight compaction) unfavorable for transcription. Bottom: In cancer cells, there tends to be a reversal of this 
pattern. Proximal promoter CpG islands for many abnormally silenced genes (as represented by the same gene as shown in the top panel, which is 
depicted as representing the tumor suppressor genes listed) become DNA hypermethylated and reside in a closed chromatin, or more heterochromatic-
type state, which is not favorable for transcription (red X). In contrast, cytosines in CpG dinucleotides in other regions of the genome display hypo-
methylation and are associated with states of aberrantly loosened chromatin. The overall result is abnormal chromatin packaging with the potential 
for underpinning an abnormal cellular memory for gene expression and for conveying abnormal structural function for chromosomes. (From Ting AH, 
McGarvey KM, Baylin SB. The cancer epigenome: components and functional correlates. Genes Dev 2006;20:3215-3231, with permission.)
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Figure 5-1 Chromatin surrounding an actively expressed gene in a normal mature cell versus surrounding that same gene when it is DNA hypermethyl-
ated and aberrantly, heritably, silenced in a tumor cell. On the left, the chromatin is composed of histone modifications associated with active transcrip-
tion (H3K4me) and (H3K9acetyl), and the DNA is largely unmethylated at CpG sites (green circles) with only occasional methylation (red circles). The 
nucleosomes (large blue ovals) are linearly arranged as associated with the areas of active transcription defined in Figure 5-2. The gene on the right is 
fully transcriptionally repressed (large red X); the DNA is methylated and DNA methylating enzymes are present (DNMT1 and -3b); HDACs are present to 
catalyze histone deacetylation; the machinery of transcriptional repression is present, including the PcG proteins (PRC) with EZH2, which catalyzes the 
H3K27me3 mark (red hexagons); and the key silencing marks of H3K9me2 and me3 are also present (red hexagons). The nucleosomes are more tightly 
compacted, as is representative of the repressive chromatin shown in Figure 5-2. (From Ting AH, McGarvey KM, Baylin SB. The cancer epigenome: components 
and functional correlates. Genes Dev 2006;20:3215-3231, with permission.)

methyltransferase (DNMT) enzymes that utilize S-adenosyl-
methionine as a methyl donor group to transfer this moiety for 
covalent linkage to the cytosines.6,7 DNA methylation adds a 
dimension to packaging of DNA and nucleosomes into repres-
sive domains by stabilizing the heritable nature of transcrip-
tional silencing.6,7 A key aspect of this dimension concerns the 
distribution of DNA methylation in the genome (see Figure 
5-2). In most genomic regions, the CpG dinucleotide is under-
represented because, over evolution, these cytosines have been 

depleted through deamination of methylcytosines to form thy-
mines.6,7 However, as many as 80% of these remaining CpG 
sites are DNA methylated in the human genome, and this 
has an important functional correlate. This methylation cor-
responds to the fact that most of our genome, in adult cells, 
is packaged away into nucleosome-compacted DNA char-
acteristic of regions of transcriptional repression (see Figure 
5-2). This may constitute one of the most important func-
tions of genomic DNA methylation, which is to ensure tight 
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heritability of overall genomic transcriptional repression to pre-
vent unwanted expression of elements such as viral insertions, 
repeat elements, and other potentially deleterious sequences.16

In contradistinction to the depletion of CpGs 
throughout most of the genome, approximately half of the 
genes in the genome have regions in their promoters, termed 
CpG islands where the expected frequency of the nucleotide 
has been preserved (see Figure 5-2). For most such genes, 
these islands are protected from DNA methylation, and this 
methylation-free state is associated with active transcription 
of these genes, or preservation of their being in a transcrip-
tion-ready state.6,7,17 These CpG islands are the target of key 
epigenetic abnormalities in cancer cells, as discussed in detail 
in subsequent sections of this chapter.

In addition to the previously described role of DNA 
methylation in global DNA packaging, it is also linked to 
regulation of expression for specific genes in normal cells. In 
this regard, when localized to gene promoter regions, it may 
act to provide a tightening of heritable states for gene silenc-
ing. Examples include the imposition of DNA methylation 
in the promoters of genes shortly after other processes initi-
ate their silencing in regions on the inactive X-chromosome 
of females.18 A similar role is apparent in genes that are 
imprinted in mammals wherein DNA methylation of pro-
moter regions is seen on the silenced allele of such genes.19,20 
DNA methylation also may participate in regulating expres-
sion of certain genes in normal cells that are expressed in a 
tissue-specific manner, such as the silencing of globin genes 
in all but cells actively engaged in erythropoiesis.21,22

In the gene-silencing roles, there is a tight interplay 
between the modification of key histone amino acid residues 
and DNA methylation. Thus, at least in lower organisms 
such as Neurospora and Arabidopsis, methylation of lysine 9 of 
histone H3 (H3K9me) may help determine positions where 
cytosine methylation is placed in the genome.23,24 Increased 
levels of the active histone modification H3K4 methylation 
can be inhibitory to the recruitment of the DNA methylat-
ing enzymes.25 In turn, DNA methylation recruits a series 
of proteins, methylcytosine binding proteins (MBPs), which 
are complexed, in turn, with HDACs, which help maintain 
the deacetylation of H3K9 and other key histone lysines in 
regions of silenced genes.6,7

Abnormalities of DNA Methylation and 
Chromatin Organization in Cancer:  
The Cancer “Epigenome”

Overall Characterization

The organization of the genome, as mediated by chromatin 
and DNA methylation, appears to be quite abnormal in cancer 

cells of all types when compared with the corresponding cells 
in normal renewing adult tissues.26-28 In many cancers, total 
levels of DNA methylation are decreased with losses apparent 
within repeat sequences, the bodies and promoters of selected 
genes, and in the pericentromeric regions of chromosomes.26-28 
The full ramifications of these losses are still being explored, but 
the changes have the potential for associating with unwanted 
gene expression and especially, in terms of the pericentromeric 
abnormalities, with chromosomal instability.26-30

Recently, extensive analyses of DNA methylation pat-
terns in cancer have revealed that, in addition to the regions 
mentioned previously, there are large megabase regions for 
loss of DNA methylation scattered over many chromo-
somes.31 Within these regions, more localized gains of 
DNA methylation simultaneously reside in the normally 
unmethylated CpG islands of promoters of many genes. 
These methylation gains are, to date, the most studied of 
the epigenetic abnormalities in cancer31-33 and are associ-
ated with repressive chromatin changes and potentials for 
aberrant loss of gene expression and function.26-28,32-34 In 
fact, it is increasingly apparent that potential disruption of 
gene function as a consequence of promoter DNA hyper-
methylation is as frequent, or more frequent, in cancers than 
mutations as a potential mechanism for loss of tumor sup-
pressor gene function.26 Individual tumors may actually con-
tain hundreds of such affected genes, which include many 
of the best  characterized tumor suppressor genes26-28,35 and 
genes involved with virtually every cellular pathway for which 
alterations are thought to drive the initiation and progres-
sion of cancer36 (Table 5-1),26-28,35,37 including those for cell 
cycle events, apoptosis, developmental biology signal trans-
duction for stem cell function, differentiation, cell-cell adhe-
sion, cell-cell recognition, cell migration and invasion, and 
 others.33-35,37 The list of involved genes, as identified by study 
of candidate genes and techniques for randomly screening 
the cancer epigenome,33-35,38,39 is steadily growing for virtu-
ally all major cancer types.

Table 5-1 Examples of Pathways Affected by Aberrant Gene Silencing  
in Cancer

Pathway Genes

Cell cycle control p16, p15

Apoptosis DAP-kinase, ASC/TMS1, HIC1

Increased stem/developmental 
 pathway activity (Wnt, etc.)

SFRPs

DNA damage repair MLH1, O6-MGM, GST Pi

Cell adhesion E-cadherin

Cell migration TIMPs

Differentiation GATA-4, GATA-5, TGF-β receptor

Chromosomal stability CHFR
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Chromatin Abnormalities in Cancer and 
Interplay with DNA Methylation Changes

In addition to abnormalities in DNA methylation in can-
cer, chromatin alterations are also frequent, and there can be 
interplay between the two. Indeed, one of the most active 
areas of cancer epigenetics research at present, and one of 
utmost importance to the translational impact for cancer 
prevention, diagnosis, and treatment, concerns delineation of 
the molecular underpinnings of how the cancer epigenome 
evolves.32 This investigation has benefited from, and contrib-
uted to, the explosion of knowledge over the past 5 to 10 
years in understanding how chromatin functions for packag-
ing of the genome and for modulation of gene expression.40 
Although many remain to be elucidated, important findings 
are emerging that provide clues to the origins of epigenetic 
abnormalities in cancer.

The initiation of DNA methylation, its maintenance, 
and its role in transcriptional repression are all dependent 
on its interaction with chromatin organization (see Figure 
5-1). As previously alluded to, the sites of DNA methylation 
themselves may be dependent, initially, on histone modifi-
cations. Thus, H3K9 methylation, and the histone meth-
yltransferases that catalyze this mark, appears required for 
DNA methylation in lower organisms such as Arabidopsis 
and Neurospora.23,24 In addition, the polycomb group of pro-
teins,41-43 discussed in more detail later, which target another 
key gene repression mark to nucleosomes, H3K27me, have 
been implicated in the targeting and maintenance of DNA 
methylation. Also, a series of proteins called methylcyto-
sine binding proteins (MBPs), and the protein complexes 
in which they reside, can bind to methylated CpG sites to 
help relay, and/or maintain, a silencing signal.6,7 These com-
plexes contain the previously mentioned enzymes, histone 
deacetylases (HDACs), which catalyze the deacetylation of 
key amino acid residues, such as H3K9, that are highly char-
acteristic of transcriptionally silent regions of DNA.6,7,44 
The DNMTs themselves also interact with HDACs to help 
target these enzymes to sites of DNA methylation.45-47

The alterations in the levels or ratios of factors that 
mediate epigenetic abnormalities in cancer cells are first 
manifest by certain global abnormalities. Thus, increases in 
the levels and activities of the DNA methylation catalyz-
ing enzymes48; of the proteins in complexes that modulate 
the enzymes that catalyze transcriptional repression histone 
modifications49-51; and altered levels of the repressive histone 
marks themselves, including loss of acetylation at H4K16 
and increased levels of H4K20 acetylation,52 are all reported 
as common hallmarks of human cancer. Locally, at gene pro-
moters affected by promoter DNA methylation and aberrant 
gene silencing (see Figure 5-1), there are decreases in histone 
modifications associated with active gene transcription, such 

as acetylation of H3K9 and H4K16; increases in modifica-
tions associated with transcriptionally repressive chroma-
tin, including H3K9me2 and me3 and H3K27me3; and 
increases in the enzymes that catalyze these latter repressive 
marks.48,53

The precise manner in which all of these chromatin 
components interact to initiate and/or maintain abnormal 
gene promoter DNA methylation and the attendant silenc-
ing of involved genes is not yet known. As noted earlier, in 
cancer, these gains of DNA methylation can occur as focal 
changes within large regions of loss of normal DNA meth-
ylation.31 These data suggest that molecular maintenance of 
chromatin and DNA methylation boundaries “break down” 
during tumor progression. Factors such as “insulator” pro-
teins, which maintain separation between transcriptionally 
repressive and active chromatin states, are altered and/or 
chromatin states that associate with such transcription states 
and are also shifted.32

How might such chromatin alterations come about? 
One potential mechanism concerns recent exciting findings 
stemming from deep sequencing analyses of most solid and 
liquid tumor types that are revealing many frequent muta-
tions in genes encoding for proteins that normally ensure 
formation of chromatin in normal cell epigenomes32,54 (see 
Figure 5-2 and Table 5-1). The high frequency of these 
changes suggests that they are fundamentally important to 
the initiation and progression of cancer32,54 and may justify 
considering their roles as “driver” mutations. As such, they 
would contribute important steps in the initiation and/
or progression of cancer. A major challenge, however, is to 
understand the exact consequences of these mutations for 
key steps in tumorigenesis and for their precise contribution 
to cancer-specific alterations of chromatin and DNA meth-
ylation. One mutation particularly, in the IDH1 and 2 genes 
in glioblastomas and leukemias,55-57 appears to cause a met-
abolic balance that inhibits enzymes that remove key gene 
expression silencing histone marks and/or that can remove 
DNA methylation.58,59 These mutations, when studied 
experimentally, appear to disrupt normal stem/progenitor 
cell function and commitment of cells to proper lineages. 
Moreover, the tumors that harbor them have an increased 
frequency of abnormal promoter region CpG island DNA 
methylation.60,61

The studies just referred to concerning regional changes 
in epigenetic patterns in cancer suggest that many genes with 
CpG island–containing promoters are particularly vulner-
able to adopting abnormal DNA methylation during the 
abnormal cellular expansion that underlies the earliest phases 
of tumor progression48,62-64 (Figure 5-3). A growing number 
of studies reveal that these genes are enriched for those that 
are important for developmental functions.65 Importantly, 
in normal embryonic and adult stem cells, these genes are 
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Figure 5-3 A model for the potential contribution of stem cell chromatin to the initiation and maintenance of aberrant epigenetic gene 
silencing in cancers During normal ES cell formation, a bivalent chromatin is recruited to the promoters of a subset of genes that need to be held 
in a low-expression state to prevent lineage commitment. The involvement of small interfering RNA (siRNA) species could be a trigger to this process, 
and the chromatin is composed of histone modifications associated with active transcription (H3K4me) and inactive transcription (H3K27me). The 
PcG proteins (PRC) are responsible for the H3K27me3 mark through the HMT, EZH2, and deacetylation of key histone lysine residues is catalyzed by 
HDACs that are recruited by multiple transcriptional repressive complexes. At such genes, DNA is largely unmethylated (green circles), and histones 
may be maintained in a mixture of acetylated (green hexagons) and deacetylated (red hexagons) states. Bottom left: With normal cell differentiation 
and lineage commitment, the genes become transcriptionally active, and the silencing marks are reduced while active histone marks are retained. DNA 
remains unmethylated. However, as shown at bottom right, during cancer-predisposing events, abnormal pressure for stem/progenitor cell prolifera-
tion with retained bivalent chromatin may allow polycomb proteins and/or marks to recruit other silencing marks such as H3K9me2 and H3K9me3 and 
DNA methyltransferases. The promoter evolves abnormal DNA methylation (red circles) and a tight heritable gene silencing (large red X), which results 
in loss of function for genes. Tumors may arise in such clones with subsequent progression steps. Experimentally, the potential underlying bivalent 
chromatin for such tumor genes, plus retained H3K9me3, can be revealed by induced DNA demethylation (large green arrow) and resultant gene  
re-expression. (From Ting AH, McGarvey KM, Baylin SB. The cancer epigenome: components and functional correlates. Genes Dev 2006;20:3215-3231, with permission.)

maintained in a low, poised transcription state in which their 
promoter regions are marked, not by DNA methylation, but 
by a “bivalent” chromatin pattern characterized by a broad 
distribution of the PcG-mediated H3K27me3, repres-
sive histone modification accompanied by a more narrow 
zone of the active mark, H3K4 methylation surrounding 
the transcription start site.48,62-64 This bivalency may allow 
regulatory flexibility by keeping these genes in a low, poised 
quiescent transcription state to maintain stem cell pluripo-
tency and/or prevent their undergoing premature lineage or 
differentiation commitment.65 Interestingly, these genes in 
ESC typically reside in the large regions mentioned earlier 
that broadly lose DNA methylation in cancer but gain CpG 
island methylation focally around promoter regions.31 Thus, 
it appears that for these vulnerable genes, during tumorigen-
esis, there is imposition of abnormal, promoter CpG island 
DNA methylation as opposed to the control of expression 

of these genes in normal cell renewal by a balance involving 
polycomb proteins and active gene histone marks. The more 
stabilizing silencing process in association with DNA meth-
ylation may, then, provide a mechanism by which inability to 
induce at least some of the foregoing genes could help foster 
maintenance of stemlike cells and/or a block in their ability 
to differentiate.65,66

Relationships of Epigenetic Changes in 
General, and Aberrant Gene Silencing in 
Particular, to the Progression of Cancer

Although losses and gains of DNA methylation in cancer 
may arise at any point during tumor progression, it has 
become apparent that many of the changes arise early, before 
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frank carcinomas.34,37,48,67 In fact, it is possible that some of 
the events, such as silencing of key genes, could even initi-
ate the abnormal clonal expansion that creates early prein-
vasive lesions, which are then at risk for subsequent genetic 
and epigenetic events that further tumor progression and 
lead to invasive and metastatic cancer (Figure 5-4).34,37,48,67 
The genes silenced, or groups of such genes, may provide 
loss of tumor suppressor function that allows cells to abnor-
mally survive the hostile environments that are risk factors 
for cancer development, such as chronic inflammation, and 
expose cells to DNA-damaging agents such as reactive oxy-
gen species (ROS). In fact, experimental data now indicate 
that increases in ROS can rapidly trigger localization of pro-
tein complexes, including DNA methyltransferases, to CpG 
islands in gene promoters.68 During this period, for the types 
of low-transcription genes that, as discussed in a previous 
section, seem vulnerable to adopting abnormal promoter 
DNA methylation, abnormal DNA methylation begins 
to appear.68 This change in key groups of genes during 
injury repair may enable cells that would normally undergo 

apoptosis from DNA damage to survive and expand. They 
may, then, more easily select for mutations and/or chromatin 
damage that may favor subsequent tumor progression (see 
Figure 5-4).

There are now several key examples of this proposed 
early role for DNA hypermethylation and gene silencing in 
tumor progression. One of the major tumor suppressor genes 
in cancer, where loss of function leads to cell cycle abnormali-
ties and uncontrolled growth, is p16.69 A role for this loss of 
function in early tumorigenesis, via early expansion of stem 
cells, would be predicted from data in p16 knockout mice 
revealing that germline loss of this gene can increase stem-
cell lifespan.70-72 The rate of point mutations in p16 in most 
cancer types is low, but the gene is a frequent target for early 
methylation in these same tumors, such as breast cancer and 
non–small-cell lung cancer (NSCLC).73,74 This methylation 
occurs early in tumor progression, before invasive cancer.73,75 
In fact, histologically normal mammary epithelium from some 
healthy women without malignancy can harbor focal p16 pro-
moter hypermethylation.76 Experimentally, early loss of p16 
in mammary epithelial cells precedes genomic and epigenetic 
instability.77-79 A recent study in the Cancer Genome Atlas 
project (TCGA) further emphasizes how, in the squamous 
form of NSCLC, abnormal methylation of p16 is mutually 
exclusive to mutations of the gene.80

Another excellent example of the potential role for early 
epigenetic abnormalities and stem/precursor cell expansion 
to contribute to early steps in tumor progression involves 
colon cancer. In this disease, cancer risk can begin with the 
appearance of aberrant crypt foci in the colonic epithelium, 
and these harbor premalignant, hyperplastic, preadenoma-
tous cells.81,82 The evolution of colon cancer is highly depen-
dent on abnormal activation of the stem/precursor cell Wnt 
pathway, which by the time frank polyps and/or invasive 
lesions appear, is driven by classic inactivating mutations 
in the APC gene or activating mutations of β-catenin, key 
downstream players in the pathway.83,84 In aberrant crypt 
foci, however, such mutations may not be present, yet there is 
DNA hypermethylation37,85 of a family of genes, the SFRPs, 
which encode for membrane region proteins that antagonize 
Wnt interaction with its receptors.85,86 This hypermethyl-
ation persists throughout colon tumor progression and can 
later collaborate with the downstream mutations in driving 
the Wnt pathway.37,85

Translational Implications of Epigenetic 
Changes in Cancer

The delineation of epigenetic abnormalities in tumorigenesis 
is now actively contributing not only to our understanding 

DifferentiationHypermethylation

A
bn

or
m

al
 e

pi
ge

ne
tic

 p
ro

gr
am

Epigenetic changes

Abnormal
clonal
expansion

Tumor
progression

(Aging,
chronic injury)

The earliest heritable
steps—and without
mutations—which

lock in the start of the
neoplastic process?

Figure 5-4 The potential that epigenetic gene-silencing events 
have for participation in the earliest stages of tumor progres-
sion As discussed in the text and Figure 5-3, suppression of gene 
transcription can be a normal event for a group of key genes in stem  
cells and progenitor cells as adult epithelial-cell renewal takes place  
(left large box). This low-level gene expression is accomplished by a bal-
ance of chromatin modifications that associate with active and repressed 
transcription (bivalent chromatin; see Figure 5-3), but transcription can 
increase in maturing cells during normal cell renewal. This balance of 
control for gene expression allows stem and progenitor cells to progress 
along a normal differentiation pathway (moving with arrow from left to 
right across the top of the figure). During chronic and abnormal pres-
sures on stem-cell and progenitor-cell pools for tissue repair, there is a 
tendency for the gene chromatin constituents in these cells (see Figure 
5-3) to recruit promoter DNA hypermethylation (top of large box), and 
this becomes associated with heritable silencing of the genes (abnormal 
epigenetic program, large box). This inability of the genes to increase 
with maturation cues facilitates abnormal clonal expansion of stem/
progenitor cells (heavier arrows), at the expense of differentiation. Such 
expansion may occur in stroma, leading to an abnormal environment that 
helps support epithelial tumor growth. This process renders the abnor-
mal clones at risk for further tumor progression (bottom arrow) driven by 
subsequent genetic or epigenetic events.
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of the biology of cancer but also to potentially new ways 
for managing these diseases. First, the overall abnormalities 
in chromatin organization and DNA methylation provide 
potential biomarkers for use in cancer risk assessment, early 
diagnosis, and prognosis assessment. Second, the molecu-
lar features that contribute to the epigenetic abnormalities 
in cancer are increasingly offering new targets for devising 
novel therapy strategies for all types of cancers. Some of the 
progress in these arenas is reviewed in this section.

Epigenetic Changes and Development  
of Biomarker Strategies

Overall and local chromatin changes in cancer provide poten-
tial markers for cancer management. For example, during the 
early stages of tumor progression, some of the histone modi-
fications altered in cancer cells (see Figures 5-1 and 5-3) are 
manifest, as previously discussed. These can be global in 
tumor cells such that levels of these parameters, including 
losses of monoacetylated and trimethylated forms of histone 
H4 and losses of acetylated Lys16 and trimethylated Lys20 
residues of histone H4, reflect either the presence of cancer 
or its stages.52,87 Changes in modification marks on histones 
H3 and H4 have been correlated with aggressiveness of 
prostate cancer.87 These global changes are hypothesized to 
be common hallmarks of human tumor cells and hold prom-
ise for the development of important biomarkers. Similarly, 
increases in levels of enzymes that catalyze key facets of can-
cer epigenetic abnormalities, such as the DNA methyltrans-
ferases for DNA methylation48 and, more recently, histone 
methyltransferases such as EZH250,51 or H3K27 methyla-
tion, and other PcG gene silencing constituents,88 have been 
correlated with several cancer types and correlated with 
aggressive behavior.

The most developed biomarker strategies have been 
centered on the gene promoter DNA hypermethylation 
and gene silencing. The use of promoter-hypermethylation 
sequences as a molecular signature is providing one of the 
most promising biomarker strategies for cancer.89-91 One 
advantage of the approaches being adopted relies on the 
relative stability of DNA as compared with many proteins 
and RNA, which allows for use of paraffin-embedded clini-
cal samples for detection strategies. Given the fact that, as 
discussed, the numbers of genes DNA hypermethylated is 
so high in individual tumors, and that this phenomenon is 
common in all cancer types, it is not difficult to build pro-
files of relatively small hypermethylated gene panels in which 
one or more markers are positive in virtually any cancer.92 
Combined with a repertoire of sensitive polymerase chain 
reaction (PCR)-based assay procedures to specifically detect 
the hypermethylated sequences,90,91,93 and the fact that 

these assays can be targeted to constant positions of the 
abnormal CpG methylation in gene promoter regions, rela-
tively simple detection strategies are being constructed and 
now include adaptation of the assays to nanoparticle-based 
platforms.94,95 With such assays, abnormally methylated 
gene sequences have been detected in sources as diverse as 
DNA extracted from tumor, lymph nodes, serum, sputum,  
bronchial-lavage fluid, and urine for patients with all varieties 
of cancer types.89-91 The strategies range from determining 
whether the methylation patterns in tumors reflect prog-
nosis for behavior, to use of marker detection in distal sites 
for purposes of cancer risk assessment, early diagnosis, and 
staging. For example, studies of sputum DNA from patients 
at high risk for lung cancer have found that invasive tumors 
may be predicted, with odds ratios of 6 or more, more than 
a year before clinical detection of cancer,96 and findings of 
abnormal methylation markers in sputum may be useful for 
predicting which patients with surgically resected early-stage 
lung cancers may experience a recurrence.97 The occurrence 
of hypermethylation of specific genes in tumor DNA may 
predict future behavior of a cancer; reportedly, this change 
for the p16 gene in DNA from lung cancers predicts high 
likelihood of poor outcome.98 Assays to detect DNA hyper-
methylation of the GST-pi gene in needle biopsies of the 
prostate are reaching clinical use as an aid to refine the diag-
nosis of prostate cancer. Recently, simultaneous detection 
of abnormal promoter DNA methylation of a panel of four 
genes, in DNA from tumor and chest lymph nodes assessed 
to be microscopically free of tumor by pathology exam, pro-
vides a potential strategy for predicting recurrence in early-
stage non–small-cell lung cancer (NSCLC).99 Similarly, 
sensitive detection of these types of gene promoter DNA 
methylation abnormalities in stool and/or serum DNA 
appears promising for the early detection of colon polyps 
and/or cancer.100,101

The promise of these biomarker approaches will be 
realized only through continued studies of ever-increasing 
size. The precise assays best suited for routine clinical use 
must be determined, and approaches that build the most 
quantitative determinations into these assays, increasingly 
being applied,102 must be evaluated. Confounding issues 
must be continuously considered. A most critical one is to 
always consider whether the presence of hypermethylated 
gene markers in normal-appearing tissue settings means can-
cer risk as opposed to actual cancer presence. This accentu-
ates the importance of the information discussed earlier in 
this chapter concerning the biology of cancer as it involves 
epigenetic abnormalities. The position for appearance of 
individual gene markers in tumor progression is critical 
and must be paired with consideration of risk factors. For 
example, gene promoter methylation in normal tissues 
can increase with age, as best studied in the colon,103 and 
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parallels the risk of cancer at a given site. All of this informa-
tion defines the potential power of marker strategies using 
gene promoter hypermethylated sequences and the caveats 
that must be considered in using these strategies.

Perhaps one of the most promising uses for gene 
hypermethylation markers, and another that is now close to 
general clinical realization, concerns their use for prediction 
of drug sensitivity. This strategy exploits the fact that aber-
rantly silenced genes involved with this epigenetic abnormal-
ity can belong to pathways that dictate cellular pathways 
integral to drug responsiveness. The most developed example 
of this is the silencing of the DNA repair gene O6-MGMT, 
which encodes for a protein that mediates removal of bulky 
alkylation adducts from guanosines.89 Several tumor types 
lose the function of O6-MGMT via aberrant silencing of 
the gene, and constituent cells have a diminished capacity to 
repair alkylation damage, rendering them sensitive to alkyl-
ating agents such as temozolomide.104,105 Thus, multiple 
studies reveal that patients with brain tumors harboring O6-
MGMT respond remarkably better to this agent than those 
whose tumors lack this change, providing an exceptionally 
promising marker to stratify patients with this lethal tumor 
type for best therapy approaches.105,106 If ongoing trials con-
tinue to validate this, a relatively easy and rapid marker will 
be available for routine clinical use.

Targeting Epigenetic Abnormalities for Cancer 
Prevention and Therapy

There is now growing appreciation that our expanding 
knowledge of epigenetic abnormalities in cancer, in general, 
and most especially, at present, the definition of aberrant gene 
silencing as an alternative mechanism to mutations for loss of 
tumor suppressor gene function, offers extraordinary poten-
tial for exploitation in managing cancer.89,107 First, there is 
the critical difference that, as compared with mutations, epi-
genetic gene silencing, as we have discussed in this chapter, 
is potentially reversible. Second, the growing list of molecu-
lar steps being defined as components of the silencing offers 
more individual and combinatorial targets for considering 
interventions. Third, the early position of aberrant genes in 
tumor progression makes reversal of the silencing an attrac-
tive target for prevention approaches. Also, the potential of 
the silenced genes to participate in tumor recurrence suggests 
that the adjuvant treatment arena may be an attractive area 
for epigenetic therapy. Fourth, and perhaps most important, 
the biology discussed in this chapter, including the high fre-
quency of the gene silencing abnormality in all cancer types, 
the numbers of genes involved in individual tumors, and 
the critical pathways for cancer development in which the 
involved genes participate, makes reversal of gene silencing 

not only a rational target for therapy, but an essential one to 
consider (Figure 5-5). If successful, reversal of the entire gene 
silencing in a given patient’s tumor could, with one targeted 
therapy approach, reverse virtually every key signal pathway 
involved in the initiation, progression, and maintenance of 
the cancer (see Table 5-1 and Figure 5-5).

Where do we stand in this important cancer pre-
vention/therapy endeavor? Indeed, drugs that reverse 
DNA demethylation, such as 5-azacytidine and 5-aza-2′-
deoxycytidine, and histone deacetylase inhibitors that target 
the histone deacetylation component of gene silencing are 
already in the clinic89,106-108 and approved by the U.S. Food 
and Drug Administration (FDA) for the preleukemic disor-
der myelodysplasia (MDS) and cutaneous T-cell lymphoma 
and peripheral T-cell lymphomas,109,110 respectively. The 
concept that initial use of azacytidines followed by adminis-
tration of histone deacetylase inhibitors (HDACis) may be 
synergistic for inducing reexpression of aberrantly silenced 
cancer genes is receiving attention and encouraging early clin-
ical results. It must be stressed, however, that it remains to be 
established to what degree the individual or combined effects 
of these drugs on their targets, DNMTs and HDACis, plays 
a role in their therapeutic efficacy in patients with MDS, 
related leukemias, and cutaneous lymphomas for the HDA-
Cis.89,107,111-115 Encouraging results indicate that at least 
some of the clinical effects are due to true reversal of epigen-
etic targets. First, clinical efficacy is being accomplished, espe-
cially for the azacytidines, at far lower doses than the ones 
initially used. This greatly reduces the toxic effects that may 
be due to nonepigenetic effects of the drugs, such as DNA 
damage.116,117 Indeed, recent preclinical studies indicate 
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Figure 5-5 The theory behind emphasizing targeting reversal 
of aberrant gene silencing as a strategy for cancer prevention 
and therapy The concept is depicted that, based on the numbers of 
epigenetically silenced genes in a given tumor, the numbers of path-
ways affected by the epigenetically mediated loss of gene function, and 
the network effects of the silencing within and between the pathways, 
the strategy of reactivating silenced genes presents a unique oppor-
tunity to counter, via a single therapy, virtually all the steps that drive 
tumorigenesis.
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that transient exposure of leukemia and solid tumor cells to 
low-nanomolar doses of the foregoing DNA-demethylating 
drugs, without initial cell killing, provide a cell-reprogram-
ming–like effect that can give long-term blunting of cell 
tumorigenicity and self-renewal capacities.118

Second, emerging data suggest that the efficacy of the 
azacytidines correlates with the acute reversal of gene silenc-
ing. In the preclinical studies just mentioned, the low doses 
of the DNA-demethylating agents can reduce overall, and 
abnormal gene promoter, DNA methylation with simulta-
neous reexpression of tumor suppressor genes such as the 
cyclin-dependent kinase inhibitor encoding gene, p15, in 
leukemia cells.118 Early reactivation in MDS and leukemias 
appears to correlate with subsequent patient responses in 
one study,111 although others have not found such correla-
tion even though the gene is clearly reexpressed in patients’ 
tumor cells during acute drug treatment.119 In another study, 
combination decitabine and trichostatin A, an HDACi, 
resulted in decreased expression of the multidrug resistance 
transporter ABCG2 as well as markers of enhanced self-
renewal populations in ovarian cancer cells, and increased 
sensitivity to cisplatin in vivo.120

Despite these encouraging developments, much remains 
to be done if epigenetic therapies are to make a powerful 
impact on the prevention and treatment of cancer. First, little 
efficacy for the common solid tumors has been shown. How-
ever, most attempts to treat these tumors occurred before it 
was appreciated that lower, and less toxic, doses of drugs 
such as the azacytidines and HDACis can be used. The time 
is ripe for the regimens showing such promise in the liquid 
tumors to be applied to the treatment of solid tumors. In 
this regard, a low-dose regimen of 5-azacytidine (Vidaza) 
plus a histone deacetylase inhibitor, entinostat, has achieved 
very promising results in a clinical trial for the world’s most 
deadly malignancy, multiply treated, advanced NSCLC.121 
Some 3% of the patients achieved high-grade tumor regres-
sion that was durable from nearly 3 to 4 years. Moreover, 
some 20% of the patients exhibited unusually good, durable 
tumor responses to subsequent therapies even after short 
courses of the epigenetic therapy.121 These are all unusually 
good response trends in advanced NSCLC and, if verified in 
subsequent clinical trials, would provide an important role 
for epigenetic therapy in the management of solid tumors. 
In this regard, several groups have now reported the use of 
demethylating agents to restore platinum sensitivity in plati-
num-resistant ovarian cancer. Bast and colleagues reported a 
phase I/II study of azacitidine and carboplatin showing dura-
ble responses and stable disease (median duration of therapy 
7.5 months) in 46% of platinum-resistant or refractory ovar-
ian cancer patients.122 A similar study using a demethylat-
ing agent and carboplatin in the same patient population 
reported a 40% 6-month progression-free survival, with one 

patient having a complete response.123 Larger trials testing 
the use of demethylating agents to overcome platinum resis-
tance are presently ongoing.

Along with the foregoing progress and potential for 
use of DNA demethylating agents, much work is still needed 
to optimize the approaches. New classes of inhibitors of the 
DNMTs may be needed that do not incorporate into DNA 
and, for ease of patient use, can be administered orally. Also, 
as discussed previously in this chapter, our increasing knowl-
edge of the chromatin components of gene DNA hyper-
methylation-associated gene silencing must be exploited. As 
shown in Figure 5-3, the retention of key silencing chroma-
tin marks for reexpressed genes following promoter DNA 
demethylation predicts that, as experimentally seen,53,124 
once administration of drugs such as the azacytidines is 
stopped, the silencing will return. Thus, feasibility for pro-
longed drug regimens may need to be shown and, indeed, 
such chronic administration appears possible for the azacyti-
dines.114,115 Finally, the other chromatin components of the 
aberrant gene silencing represent additional drug targets that 
may enrich therapy possibilities.

As previously mentioned, HDACis are the other 
major class of epigenetic modulating agents that have been 
tested and approved for treatment of malignancy. As single 
agents, their activity has been limited to the lymphoma dis-
orders for which they are now FDA approved.125 Neverthe-
less, an emerging series of preclinical studies and clinical 
trials suggest that HDACis could be important drugs for 
improving cancer management. One recent example is the 
suggestion that HDACis may be able to inhibit subpopula-
tions of cancer cells that drive tumorigenesis and are usually 
resistant to most therapies. The precise definition of these 
“stem-cell–like” cells is still controversial, but the evidence is 
strong that most cancers harbor subpopulations, to a variable 
percentage, of such cells.126-128 In this regard, although resis-
tance to chemotherapy and other therapies may often result 
from new mutations that emerge during the course of treat-
ment, epigenetic control may also come into play. Settleman 
and colleagues recently reported that resistance to treatment 
of multiple types of cancer cells, with both targeted therapy 
drugs and chemotherapy agents, can be involved with drug-
tolerant, stemlike cells on an epigenetic basis.129 Low doses of 
several HDACis could reverse this drug resistance.129 These 
findings suggest that a potential use for HDACis is revers-
ing or delaying drug resistance. Indeed, this potential may 
be emerging in clinical trials. In a randomized phase II trial, 
combination therapy with the HDACi entinostat plus the 
epidermal growth factor inhibitor erlotinib provided survival 
benefit in a subset of the patients with baseline high tumor 
levels of E-cadherin. This same drug, in a phase II trial for 
advanced breast cancer, also increased survival when com-
bined with an aromatase blocker.130 It is important to note 
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that the exact mechanisms involved in the potential efficacy 
of HDACis in these trials remain to be determined, and, of 
course, the results must be validated in trials to follow.

In addition to the work with epigenetic therapy agents 
that are already in clinical trials, the future is very bright for 
the use of new agents that target other molecular steps that 
control the epigenome. In fact, the emerging clinical potential 
of existing epigenetic drugs, and the explosion in knowledge 
about chromatin and DNA methylation biology, has led most 
large pharmaceutical companies to establish programs in 
developing compounds that target epigenetic abnormalities 
in cancers. For example, whereas the HDACis just discussed 
target one class of these enzymes, another class that includes 
the deacetylase SIRT1 may lie downstream of the abnormal 
DNA methylation.131 Thus, inhibition of the activity of this 
protein appears to cause reactivation of aberrantly silenced 
cancer genes without the necessity for removal of the pro-
moter DNA hypermethylation.131 A very exciting develop-
ment is targeting of the DOT1L protein, which mediates the 

effects of MLL translocations in leukemia. A small molecule 
inhibitor has selective antitumor effects on mixed-lineage 
leukemia (MLL) cells.132,133 Clinical trials with this type of 
drug should be forthcoming soon. Also, inhibitors of BRD4, 
a protein containing domains that recognize acetylated his-
tone lysines, are generating much excitement.134-136 This 
protein appears to be a key regulator for the activation of  
the pervasive oncogene c-MYC and its targets.134-136 In pre-
clinical studies, BRD4 inhibitors have selective antitumor 
effects on MLL-fusion leukemias with blocking of c-MYC 
overactivity.137,138 These drugs will shortly be appearing in 
clinical trials.

It is thus apparent that our knowledge of chromatin 
biology is already being robustly exploited to develop novel 
approaches to cancer therapy. The era is an exciting one for 
realizing the major impact on cancer control from targeting 
epigenetic abnormalities involved in the initiation and pro-
gression of cancer.
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Overview of Cancer and Infectious Agents

Infectious agents are second only to tobacco use as a poten-
tially preventable cause of cancer in humans. Estimates vary 
between 15% and 30% as to the percentage of cancers world-
wide that are associated with an infectious etiology.1,2 The 
burden is greater in the developing world, but the impact even 
in the United States and other developed countries is signifi-
cant. Specific viruses, parasites, and bacteria are now asso-
ciated with specific human cancers. These are discussed in 
some detail in this chapter.

There are three major mechanisms by which an infec-
tious agent can cause a cancer, and these may involve the ini-
tiation as well as the promotion of carcinogenesis.3 The first 
is perhaps the most common, resulting from the infectious 
agent causing a persistent infection with chronic inflamma-
tion. This can result in the formation of reactive oxygen and 
nitrogen species by macrophages at the site of the infection. 
These reactive molecules can damage DNA and proteins as 
well as membranes and thus contribute to carcinogenesis.4 
Chronic inflammation due to the persistent infection can 
then lead to repeated cycles of cell damage and cellular pro-
liferation. Cells that are cycling in the presence of reactive 
molecules are more likely to acquire genetic mutations that 
could contribute to the initiation as well as the promotion 
of cancer. A second mechanism involves the direct participa-
tion of the infectious agent in the transformation of the cell 
through the activation of a cellular oncogene pathway or the 
inactivation of a tumor suppressor gene. A third mechanism, 
relevant to the human immunodeficiency virus (HIV), is 
that the infection may result in immunosuppression and the 
decreased recognition of infected or transformed cells by the 
host immune system. Indeed, many of the cancers observed 
in immunosuppressed patients, such as those infected with 
HIV, are those that have been associated with other viruses.

The recognition of an infectious etiology for specific 
cancers provides the opportunities to prevent those cancers 
by preventing or controlling the infections. Depending on 

the infectious agent, this could involve public health mea-
sures or changes in cultural practices. It could also involve 
the development of vaccines to prevent the initial infections, 
as has now been achieved for hepatitis B virus (HBV) and 
the genital-tract human papillomaviruses (HPVs). It could 
also involve the treatment of the infections with specific 
therapeutics or the development of novel therapies for those 
agents for which there are not yet specific or effective drugs.

Viruses and Cancer

History of Viral Oncology

Viral oncology has its beginnings as a discipline from obser-
vations made during the early part of the 20th century: in 
1908, when the transmissibility of avian leukemia was first 
described by Ellermann in Denmark, and in 1911, when 
the transmissibility of an avian sarcoma in chickens was 
described by Rous.5,6 The importance of these findings was 
not appreciated at the time, and the full impact on virology 
and medicine was not recognized until the 1950s. Indeed, the 
work of Peyton Rous6 showing that cell-free extracts con-
taining a filterable agent from a sarcoma in chickens could 
induce tumors in injected chickens within a few weeks was 
finally recognized with a Nobel Prize in 1966. Rous’s original 
work pointed out that a filterable agent (the working defini-
tion of a virus at that time) not only was capable of inducing 
tumors, but also was responsible for determining the pheno-
typic characteristics of the tumor. Because these studies were 
carried out in birds and not in mammals, however, this early 
work was consigned to the rank of avian curiosities.

In the 1930s, Richard Shope published a series of 
papers demonstrating the cell-free transmission of tumors 
in rabbits. The first studies involved fibromatous tumors 
found in the footpads of wild cottontail rabbits that could 
be transmitted by injecting cell-free extracts in either wild 
or domestic rabbits; a virus referred to as the Shope fibroma 

6Peter M. Howley
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virus is now known to be a pox virus. Other studies carried 
out by Shope demonstrated that cutaneous papillomatosis 
in wild cottontail rabbits could also be transmitted by cell-
free extracts. In a number of cases, these benign papillomas 
would progress spontaneously into squamous cell carcino-
mas in infected domestic rabbits or in the infected cotton-
tail rabbits.7,8 In general, however, the field of viral oncology 
lay dormant until the early 1950s, with the discovery of 
the murine leukemia viruses by Ludwig Gross9 and of the 
mouse polyomavirus by Gross, Stewart, and Eddy.10,11 The 
identification of tumor viruses in mice opened the field of 
experimental viral oncology. Researchers had the hope that 
these initial observations in mammals could be extended to 
humans and that a fair proportion of human tumors might 
also be found to have a viral etiology. The Special Viral Can-
cer Program in the 1960s at the National Cancer Institute 
grew from this intense interest in viral oncology and the 
belief that human tumor viruses would be identified.

Many of the most important developments in modern 
molecular biology derive from studies in viral oncology from 
the 1960s and 1970s. The discovery of reverse transcrip-
tase, the development of recombinant DNA technology, the 
discovery of messenger RNA splicing, and the discovery of 
oncogenes and, more recently, tumor suppressor genes all 
have been developments that emerged directly from studies 

in viral oncology. Oncogenes were first recognized as cellular 
genes that had been acquired by retroviruses through recom-
bination processes to convert them into acute transforming 
RNA tumor viruses. It is now recognized that oncogenes 
participate in many different types of tumors and can be 
involved at different stages of tumorigenesis and viral oncol-
ogy. This has contributed significantly to our concepts in 
nonviral carcinogenesis. It is likely that the direct-transform-
ing, oncogene-transducing retroviruses do not play a major 
causative role in naturally occurring cancers in animals or in 
humans, but rather represent laboratory-generated recombi-
nants. A list of human viruses that are now associated with 
human cancer is presented in Table 6-1. Also included on 
this list are viruses such as the transforming adenoviruses 
that, although capable of transforming normal cells into 
malignant cells in the laboratory, have not been associated 
with any known human tumors.

Also listed in Table 6-1 are cofactors that are believed 
to be important in the carcinogenic processes associated with 
each of these viruses. It is clear that none of these viruses by 
themselves is sufficient for the induction of the specific neo-
plasias with which they have been associated. Each of the 
viruses associated with these human cancers is thought to be 
involved at an early step in carcinogenesis. Subsequent cel-
lular genetic events such as somatic mutations are thought to 

Table 6-1 Human Viruses with Oncogenic Properties

Virus Family Type Human Tumor Cofactors Comments

Adenovirus Types 2, 5, 12 None N/A Important experimental 
model

Hepadnavirus Hepatitis B virus (HBV) Hepatocellular carcinoma (HCC) Aflatoxin, alcohol, smoking Causative

Herpesvirus Epstein-Barr virus (EBV) Burkitt’s lymphoma Malaria EBV
EBV-associated malignancies in  

immunosuppressed individuals
Immunodeficiency Causative

Nasopharyngeal carcinoma Nitrosamines, genetic Causative
Hodgkin’s lymphoma ? Variable association
Gastric carcinoma ? Variable association

KSHV (HSV8) Kaposi’s sarcoma AIDS Causative
Castleman’s disease ? Causative
Primary effusion lymphomas ? Causative

Flavivirus Hepatitis C virus (HCV) Hepatocellular carcinoma Aflatoxin Causative

Papillomaviruses HPV16, -18, -31, -33, -35, 
-39, and others

Anogenital cancers, some upper 
airway cancers

Smoking, oral contraceptives, 
?other factors

Causative

HPV5, -8, -17, -20, -47 Skin cancer Genetic disorder (EV), UV, 
immunosuppression

Unclear if causative

Polyomavirus MCV Merkel cell cancer UV, immunosuppression Likely causative
BK ?Prostate preneoplastic lesions ? Unclear if causative
JC ?Brain tumors ? Unclear if causative
SV40* ?Mesotheliomas, brain tumors, etc. ? Unlikely

Retroviruses HTLV-1 ATL ?Genetic Causative
HTLV-2 None N/A Not associated with human 

malignancy

ATL, Adult T-cell lymphoma; N/A, not applicable; SV40, simian virus 40. AIDS, Acquired Immunodeficiency Syndrome; HPV, human papillomavirus; MCV, Merkel cell virus; BK, BK human polyomavirus; JC, 
JC human polyomavirus; HTLV, human T-cell leukemia virus; UV, ultraviolet irradiation.
*SV40 is simian virus 40, a nonhuman primate virus closely related to the human polyomaviruses BK and JC.
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be important at the subsequent steps involved in the multi-
step process of malignant progression.

Human Papillomaviruses

The human papillomaviruses cause warts and papillomas 
and are associated with some specific human cancers. The 
papillomaviruses have been found exclusively in higher verte-
brates, in species ranging from birds to man. More than 140 
different types of HPVs are now recognized, and new types 

are still being recognized. Because serologic reagents are not 
available for all types, some HPVs have been typed by their 
DNA sequence. Many of the HPVs have now been fully 
or partially sequenced, and these DNA sequence data now 
lead their phylogenetic organization (Figure 6-1).12 Some of 
these viruses as well as the clinical syndromes with which 
they are associated are presented in Table 6-2.

Virus-Host Interactions

The papillomaviruses have a specific tropism for squa-
mous epithelial cells (keratinocytes). The functions of the 
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Figure 6-1 Phylogenetic tree demonstrating the evolutionary relationship among HPVs HPVs comprise five groups with different epithelial 
tropisms and disease associations. The alpha-papillomaviruses include the low-risk mucosal types (many of which are within the tan-shaded branch) 
that cause genital warts, and the high-risk mucosal types (contained within the branch highlighted with pink shading) associated with anogenital pre-
neoplasias and cancers. Although the cutaneous HPV types (most of which are contained within the light green-[alpha], green-[beta], and blue-[gamma] 
shaded branches) are not generally associated with cancers, certain beta types have been implicated in the development of nonmelanoma skin cancers 
(NMSCs) in immunosuppressed individuals and in epidermodysplasia verruciformis (EV) patients. The lowercase letter and number preceding the HPV 
type refer to its genus and species. (Reprinted with permission from Doorbar J, Quint W, Banks L, et al. The biology and life-cycle of human papillomaviruses. Vaccine. 
2012;30 Suppl 5:55-70).
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papillomaviruses necessary for the production of infectious 
virions, which include vegetative viral DNA replication and 
the synthesis of the capsid proteins, occur only in the fully 
differentiated squamous epithelial cells of a papilloma. Viral 
capsid protein synthesis and virion assembly occur only in 
the terminally differentiated cells of the upper layers of the 
epithelium. The viral genome is present in the epithelial cells 
of all layers of the epithelium, including the basal layer. It is 
generally believed that the expression of specific viral genes 
in the basal layer and in the lower layers of the epidermis 
stimulates cellular proliferation and alters the keratinocyte 
differentiation profile, characteristic of a wart. As squamous 
epithelial cells migrate upward through the layers and differ-
entiate, the pattern of viral gene expression changes, resulting 
in the expression of the late genes (L1 and L2) that encode 
the capsid proteins.

The genomic organization of all the papillomaviruses 
is quite similar. All of the open reading frames (ORFs) 
that could serve to encode proteins for these viruses are 
located on only one of the two viral DNA strands, and 
only one strand is transcribed. The HPV genome can be 
divided into three distinct regions: (1) an “early” region that 
encodes the viral proteins (E1, E2, etc.) involved in viral 
DNA replication, transcriptional regulation, and cellular 
transformation, (2) a “late” region that encodes the viral 
major (L1) and minor (L2) capsid proteins, and (3) a region 
called the “long control region” (LCR) or alternatively, the 
upstream regulatory region (URR) that does not con-
tain any ORFs, but does contain cis-regulatory elements, 
including the origin of DNA replication and important 
transcription factor binding sites. A diagram of the orga-
nization of the HPV16 genome, which is typical of all the 
HPVs, is shown in Figure 6-2.

The late genes (L1 and L2) are expressed only in the 
more differentiated cells of the epithelium, whereas the early 
(E) region genes are expressed throughout the epithelium. A 
more detailed description of the biology and molecular biol-
ogy of the papillomaviruses can be found in Fields Virology.13

Papillomaviruses and Cancer

Only some papillomaviruses are associated with cancer. 
These include several animal PVs as well as a subset of the 
HPVs. From an experimental standpoint, the cottontail 

Table 6-2 Association of HPVs and Clinical Lesions

A. Cutaneous Lesions and HPVs

Clinical association viral types

Plantar wart HPV1

Common wart HPV2, 4

Mosaic wart HPV2

Multiple flat warts HPV3, 10, 28, 41

Macular plaques in EV HPV5, 8, and other beta HPV types

Butcher’s warts HPV7

B. Genital Tract HPVs

Condyloma acuminata (exophytic) HPV6, 11

Giant condyloma  
(Bushke-Lowenstein tumor)

HPV6, 11

Subclinical infection All genital tract HPV types

Squamous intraepithelial lesions HPV16, 18, 31, 33, etc.

Bowenoid papulosis HPV16, 18, etc.

Cervical cancer Strong associa-
tion, “high risk”

HPV16, 18, 31, 45

Moderate 
association

HPV33, 35, 39, 
51, 52, 56, 58, 
59, 68

Weak or no asso-
ciation, “low 
risk”

HPV6, 11, 26, 42, 
43, 44, 51, 53, 
54, 55, 66

Other anogenital cancers  
(vulvar, penile, etc.)

HPV16 and other “high-risk” HPV 
types

Respiratory papillomas HPV6, 11

Conjunctival papillomas HPV6, 11

Focal epithelial hyperplasia  
(oral cavity)

HPV13, 32

Oropharyngeal cancer HPV16

EV, Epidermodysplasia verruciformis; HPV, human papillomavirus.
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Figure 6-2 Map of the HPV16 genome The nucleotide numbers are 
noted within the circular maps, transcription proceeds clockwise, and 
the major open reading frames (E1 to E7, L1, and L2) are indicated. The 
transcriptional promoter that directs the expression of E6 and E7 is 
designated P97. AE and AL represent the polyadenylation signals for the 
early and late transcripts, respectively. The viral long control region (LCR) 
contains the viral transcriptional and replication regulatory elements. 
The closed circles on the genome represent the four E2 binding sites that 
have been noted in the LCR.
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rabbit papillomavirus (CRPV) that was first identified by 
Richard Shope has been extensively studied as a model for 
papillomavirus-induced carcinogenesis.7 One of the principal 
features of carcinogenic progression associated with PVs is 
the synergy often observed between a specific virus and other 
carcinogenic factors (Table 6-3). In the case of CRPV, carci-
nomas develop at an increased frequency in papillomas that 
are painted with coal tar or with methylcholanthrene.14,15 
These CRPV-associated carcinomas contain viral DNA that 
is transcriptionally active, and the carcinogenic properties are 
believed to map to specific viral genes. There are additional 
instances where animal papillomaviruses have been associ-
ated with naturally occurring cancers, including the bovine 
papillomavirus type 4 (BPV-4) that causes esophageal papil-
lomatosis and is associated with squamous cell carcinomas 
of upper alimentary tract.16 Major interest today, however, 
is in the role of specific HPVs with the human cancers with 
which they have been associated.

HPV and Cervical Cancer
Cervical cancer is the third most common malignancy 
among women worldwide, with approximately 530,000 
newly diagnosed cases each year and about 275,000 deaths 
annually.2,17 About 80% of cervical cancer occurs in develop-
ing countries, where it is frequently the most common cancer 
of women, accounting for as many as one quarter of female 
cancers. It occurs less frequently in developed countries. In 
the United States, there are about 12,000 newly diagnosed 
cases annually, and about one third of these women will die 
of their malignant disease. The incidence of cervical cancer 
in the United States varies considerably among ethnic and 
socioeconomic groups, with the rate among African Ameri-
can women being about twice that of White women.18

Most cervical cancers develop in the transformation 
zone, the region of the cervix where the columnar cells of the 
endocervix adjoin with the stratified squamous epithelium 
of the exocervix. About 85% of cervical cancers are squa-
mous cell cancers, the remainder being adenocarcinomas and 
small-cell neuroendocrine tumors. The progression of nor-
mal cervical epithelial cells to malignant squamous cell carci-
nomas typically occurs through a series of dysplastic changes 
over a time span of many years, a process that is the basis of 
the Pap smear screening program. The histologic classifica-
tions of cervical intraepithelial neoplasia (CIN) grades 1, 2, 
and 3 correspond, respectively, to mild dysplasia, moderate 
dysplasia, and severe dysplasia or carcinoma in situ. Because 
of the long interval for the progression of cervical dysplasia 
to invasive cancer, Pap smear screening programs can iden-
tify the vast majority of premalignant lesions for appropri-
ate treatment, thereby preventing the development of most 
cases of cervical cancer in countries with screening programs. 
Most CIN lesions do not progress to cancer but resolve; the 
lesser the degree of dysplasia, the more likely the lesion is to 
resolve.

Cervical cancer had been recognized for decades as 
linked to a sexually transmitted agent, long before sexually 
transmitted HPV infection was implicated in its pathogen-
esis. Venereal transmission of a carcinogenic factor with a 
long latency had been suggested by the early epidemiologic 
studies. Sexual promiscuity, an early age of onset of sexual 
activity, and poor sexual hygiene conditions were identi-
fied by these studies as risk factors in women for cervical 
carcinoma. The counterpart to cervical cancer in the male 
is penile cancer, because there is a correlation between the 
incidence rates of these two cancers in different geographic 
areas. Compelling evidence linking an HPV infection with 
cervical carcinoma followed the observation that some of 
the morphologic changes characteristic of cervical dyspla-
sia seen on Pap smears were due to a papillomavirus infec-
tion.19 The cell with its characteristic perinuclear clearing 
and abnormally shaped nucleus that is diagnostic for a cervi-
cal papillomavirus infection is the koilocyte. The presence 
of papillomavirus particles, papillomavirus-specific capsid 
antigens, and HPV DNA within the cervical preneoplastic 
lesions provides confirmation of the HPV etiology of cervi-
cal dysplasia.

Harald zur Hausen and his colleagues identified the 
first papillomavirus DNAs, HPV16 and HPV18, in cervi-
cal cancer tissues in the 1980s.20,21 Using HPV DNAs as 
probes under conditions of reduced hybridization strin-
gency, most cervical carcinomas were shown to harbor 
these or related HPV DNAs. Subsequent studies led to the 
identification of approximately 40 different HPVs, mostly 
from the alpha genus, associated with genital tract lesions, a 
 subset of which are associated with human cervical cancer. 

Table 6-3 Papillomaviruses Associated with Cancers in Their Natural Host

Species Cancers Viruses Other Factors

Human Anogenital cancers HPV16, -18, -31, etc. Tobacco
Oropharyngeal 

cancers
HPV16

Malignant progres-
sion of respiratory 
papillomas

HPV6, -11 X-irradiation, 
smoking

Nonmelanoma skin 
cancer

HPV5, -8, -17, and 
other beta genus 
HPVs

Genetic (EV), UV 
light, and immu-
nosuppression

Rabbit Skin cancer CRPV Methylcholan-
threne and coal 
tar (experimental)

Cattle Alimentary tract 
cancers

BPV-4 Bracken fern

Conjunctival cancers Not characterized UV light

Sheep Skin cancer Not characterized UV light

BPV, Bovine papillomavirus; CRPV, cottontail rabbit papillomavirus; EV, epidermodysplasia  
verruciformis; HPV, human papillomavirus; UV, ultraviolet.
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In addition to HPV16 and HPV18, which account for 
approximately 70% of human cervical cancers, HPV types 
31, 33, 35, 45, 52 and 58 account for a total of 95% of HPV-
positive cancers.22 DNAs from these same HPV types are 
found in other human genital carcinomas, including penile 
carcinomas, some vulvar carcinomas, and some perianal car-
cinomas, as well as in the precancerous intraepithelial lesions 
of each of theses sites (PIN, VIN, and PAIN).

The genital-tract–associated HPVs have been clas-
sified as either high risk or low risk based on whether the 
lesions with which they are associated are at significant 
risk for malignant progression. The low-risk viruses such 
as HPV6 and HPV11 are associated with venereal warts, 
lesions that only rarely progress to cancer. The high-risk 
viruses such as HPV16 and HPV18 are associated with 
CIN and cervical cancer. The other high-risk viruses include 
HPV31, HPV33, HPV35, HPV39, HPV45, HPV51, 
HPV52, HPV56, HPV58, HPV59, HPV68, and HPV82. 
Virtually all cases of CIN3 and cervical cancer contain a 
high-risk HPV DNA.13 HPV-positive cervical cancers and 
cell lines derived from HPV-positive cervical cancer tissues 
often, but not always, contain integrated viral DNA. In those 
cancers in which the viral DNA is integrated, the pattern 
of integration is clonal, indicating that the integration event 
preceded the clonal outgrowth of the tumor. Integration of 
the viral DNA does not occur at specific sites in the host 
chromosome, although in some cancers the HPV DNA has 
integrated in the vicinity of known oncogenes. For instance, 
in the HeLa cell line (which is an HPV18-positive cervi-
cal carcinoma cell line), integration of the HPV18 genome 
is within approximately 50 kilobases of the c-myc locus on 
human chromosome 8. It is possible that such an integration 
event might provide a selective growth advantage to the cell 
and thus might contribute to neoplastic progression.

The Role of HPV in Cervical Cancer
In cervical cancers, only a subset of the viral genes is 
expressed, and there is no production of virus by the cancer 
cells. The integration of the viral genome appears to play an 
important role leading to the deregulated expression of the 
viral E6 and E7 genes.13 The E6 and E7 genes are invariably 
expressed in HPV-positive cervical cancers. Integration of 
the HPV genome into the host chromosome in the cancers 
often results in the disruption of the viral E1 or E2 genes. 
Because HPV E2 is a viral regulatory factor that negatively 
regulates expression of the E6 and E7 genes, the disruption 
of E2 results in the derepression of the E6/E7 promoter, 
leading to deregulated expression of E6 and E7. Indeed, the 
introduction of E2 into cervical cancer cell lines results in 
the induction of cellular senescence by repressing E6 and E7 
expression.

The E6 and E7 genes of the high-risk genital-tract–
associated HPVs function as oncogenes. Expression of E6 
and E7 together is sufficient for the efficient immortalization 
of primary human cells, most notably primary human kera-
tinocytes, the normal host cell for the human papillomavi-
ruses.23 In contrast to the immortalization properties of the 
HPV16 and HPV18 E6 and E7 proteins, the E6 and E7 
proteins encoded by the low-risk viruses are either inactive 
or only weakly active in the same assays.

The major cellular targets for E6 and E7 are the tumor 
suppressor proteins p53 and pRB, respectively. E6 and E7 
are, however, polyfunctional proteins and have many other 
biochemical activities and biologic properties that may 
be relevant to their activities in cervical carcinogenesis.13 
A common theme among the small DNA tumor viruses  
(i.e., the polyomaviruses, the adenoviruses, and the cancer-
associated HPVs) is that the immortalization and transfor-
mation properties of their encoded oncoproteins are in part 
due to their interactions with critical cellular regulatory pro-
teins (Figure 6-3). The HPV E7 proteins share some amino 
acid sequence similarity to adenovirus E1A and with por-
tions of the SV40 large T antigen, in regions that are criti-
cal for the transformation activities of these oncoproteins. 
These regions of amino acid sequence similarity shared by 
these viral oncoproteins specify the binding to the product 
of the retinoblastoma tumor suppressor gene, pRB, and 
the related pocket proteins p107 and p130. Studies have 
established that a major component of the transformation 
activities of these viral oncoproteins is due to their respective 
abilities to complex and functionally inactivate pRB and the 
related pocket proteins. The binding of these viral oncopro-
teins to pRB, p107, and p130 leads to cellular proliferation 
rough the activation of genes under the control of the E2F 
family of transcription factors. The transcriptional activities 
of the E2F family of transcription factors are modulated by 

Polyomaviruses 1 SV40 TAg 702

p300 p53pRB

p130

p107

Adenoviruses 1 Ad E1A Ad E1B 390283 1

p300 p53pRB

p130

p107

Human papillomaviruses 1 E7 E6 15898 1

p53pRB

p130

p107 E6-AP

Figure 6-3 The transforming proteins encoded by three distinct 
groups of DNA tumor viruses target similar cellular pro-
teins The binding of HPV E6 oncoproteins to p53 is mediated by the 
cellular ubiquitin ligase E6AP (also known as UBE3A) that is hijacked by 
E6 to target the ubiquitylation of p53.
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pRB and the other pocket proteins. When complexed with 
E2F proteins, they act as transcriptional repressors, and 
when dissociated from the pocket proteins by E7, E1A, or 
SV40 T-antigen, the E2F proteins function to activate tran-
scription of their target genes. In the normal life cycle of the 
papillomaviruses, the binding of E7 to pRB is essential for 
the activation of the cell-cycle DNA replication machinery 
in differentiated keratinocytes that had otherwise exited the 
cell cycle. The small DNA tumor viruses, including HPV, 
depend on the host cell DNA replication machinery for the 
replication of their viral genomes. Because this machinery is 
only expressed in the S phase of the cell cycle, these viruses 
must stimulate cellular proliferation and drive the cell into 
the S phase in order to replicate the viral genomes. In the 
case of HPV, this occurs through E7 binding pRB, freeing 
up the E2F family of transcription factors.

A number of genetic studies indicate that E7 binding 
to pRB and its related pocket proteins is not sufficient to 
account for its immortalization and transforming functions, 
indicating that there are additional cellular targets and activi-
ties of E7 that are relevant to cellular transformation. Indeed, 
a large number of putative cellular targets for E7 have been 
identified using a variety of biochemical approaches and 
proteomic approaches. The physiologic relevance of many 
of these interactions is not yet clear,24 but some of these 
targets appear to be relevant to cancer. For instance, E7 can 
interact with cyclin-dependent kinase inhibitors. Like Ad 
E1A, HPV16 E7 interacts with and abrogates the inhibi-
tory activity of p21(cip1) and p27(kip1) and thus has effects 
on cell cycle progression and keratinocyte differentiation. In 
addition, high-risk HPV E7 can cause genomic instability 
in normal human cells.25 HPV16 E7 induces G1/S and 
mitotic cell cycle checkpoint defects and uncouples synthe-
sis of centrosomes from the cell division cycle.26 This causes 
formation of abnormal multipolar mitoses, leading to chro-
mosome missegregation and aneuploidy.27 Moreover, there 
is an increased incidence of double-strand DNA breaks and 
anaphase bridges, suggesting that in addition to numerical 
abnormalities, high-risk E7 proteins also induce structural 
chromosome aberrations.28 Abnormal centrosome duplica-
tion rapidly results in genomic instability and aneuploidy, 
one of the hallmarks of a cancer cell. This activity is therefore 
likely to be functionally relevant to the contribution of high-
risk HPVs to malignant progression.

The immortalization/transformation properties of the 
E6 protein were first revealed by studies using primary human 
genital squamous epithelial cells.29,30 Efficient immortaliza-
tion of primary human cells by HPV16 or HPV18 requires 
both the E6 and E7 genes. Like SV40 large T antigen and 
the 55-kDa protein encoded by adenovirus E1B, the E6 pro-
teins of the high-risk HPVs can complex with p53.31 The 
interaction of E6 with p53 is not direct but is mediated by a 

cellular protein, called the E6-associated protein (E6AP).32 
E6AP is a ubiquitin protein ligase and, in the presence of E6, 
directly participates in the ubiquitylation of p53.33 Multi-
ubiquitylated p53 is then recognized and degraded by the 
26S proteasome. Consequently, the half-life and level of p53 
are low in E6-immortalized cell lines and in HPV-positive 
cancers. Through its ubiquitylation of p53, HPV 16 E6 can 
abrogate the transcriptional activation and repression prop-
erties of p53 and disrupt the ability of wt p53 to mediate 
cell-cycle arrest in response to DNA damage. The p53 pro-
tein can sense DNA damage and prevent the replication of 
mutated DNA through its transcriptional activation of the 
p21 cyclin-dependent kinase inhibitor. Thus, the functional 
abrogation of p53 by high-risk HPV E6 results in decreased 
genomic stability and accumulation of DNA abnormalities 
in high-risk HPV E6–expressing cells. Hence, E6 can be 
directly implicated in the establishment and propagation of 
genomic instability, a hallmark in the pathology of malignant 
progression of cervical lesions.

The development of centrosome abnormalities and 
aneuploidy, two important related pathologic processes, 
appears to be initiated before viral DNA integration and 
may contribute to this process.34 High-risk HPV can 
induce abnormal centrosome duplication, which can result 
in genomic instability and aneuploidy.27 The deregulation of 
this mitotic event appears to depend on both E6 and E7, 
with the latter protein being most responsible for the effect. 
Indeed, the deregulated viral oncogene expression may result 
in chromosomal instability and aneuploidy, enhancing the 
likelihood of viral DNA integration.

A number of additional cellular targets have now 
been identified for the high-risk E6 proteins in an attempt 
to define additional p53-independent cellular targets. The 
reader is referred to the current edition of Fields Virology13 
for a more comprehensive discussion of these additional 
activities, some of which may be relevant to the role of E6 
in cervical carcinogenesis. Two activities are of particular 
importance, however, and are discussed here. The first is the 
binding to cellular PDZ domain–containing proteins. Inter-
estingly, the high-risk E6 oncoproteins contain an X-(S/T)-
X-(V/I/L)-COOH motif at the extreme C terminus that 
can mediate the binding to cellular PDZ domain–contain-
ing proteins. This motif is unique in the high-risk HPV E6 
proteins and is not present in the E6 proteins of the low-
risk HPV types. E6 serves as a molecular bridge between 
these PDZ domain proteins and E6AP, facilitating their 
ubiquitylation and mediating their proteolysis. Among the 
PDZ domain proteins implicated as E6 targets are hDlg, 
the human homologue of the Drosophila melanogaster Discs 
large tumor suppressor, and hScrib, the human homologue 
of the Drosophila Scribble tumor suppressor.35,36 Additional 
PDZ domain proteins have also been shown to be capable of 
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binding to E6. Several PDZ-containing proteins have been 
shown to be involved in negatively regulating cellular prolif-
eration. Therefore, some of the p53-independent transform-
ing activities of the high-risk E6 oncoproteins may be linked 
to their ability to bind and degrade some of these PDZ 
motif–containing proteins.

A second important p53-independent activity of 
HPV16 E6 is its ability to activate telomerase in keratinocytes 
through the transcriptional upregulation of the rate-limiting 
catalytic subunit of human telomerase (hTERT).37,38 Main-
tenance of telomere length is an important step in cancer and 
can occur through the transcriptional activation of hTERT 
expression or through the activation of the ALT recombi-
nation pathway. Activation of hTERT is observed in most 
human cancers, including HPV-positive cervical cancers. 
The mechanism by which E6 activates the hTERT promoter 
has not been yet fully elucidated but could involve the direct 
activation of a cellular transcription factor by E6 or perhaps 
the E6AP-dependent degradation of a negative regulator of 
the hTERT promoter.

Infection by a high-risk HPV does not always cause 
cancer. Indeed, cancer is a rare outcome of an HPV infec-
tion, even for HPV16 and HPV18. Expression of the E6 
and E7 oncogenes is not sufficient for malignant progres-
sion. The time period between infection by a high-risk 
HPV and the development of invasive cancer can be sev-
eral decades. Thus, infection with a high-risk HPV con-
stitutes only the initial step in cervical carcinogenesis; the 
genetic information carried by the virus per se is not suffi-
cient to cause cancer. Epidemiologic studies have suggested 
that smoking is a risk factor for developing cervical carci-
noma.39 The recognition that other factors are involved in 
the progression to cervical carcinomas suggests that papil-
lomavirus infections may work synergistically with these 
other factors.

Tumor progression is, however, a complex process 
that involves multiple additional genetic loci. Specific chro-
mosomal abnormalities have been detected in cervical can-
cer, including the loss of heterozygosity on the short arm of 
chromosome 3 (3p).40 This locus contains the FHIT (fragile 
histidine triad) gene,41 and its expression is inversely corre-
lated with the severity of the lesion and prognosis.42 In addi-
tion, loss of 11q23 may involve the tumor suppressor of lung 
cancer gene (TSLC1), which is implicated in cell adhesion.43 
An additional possibility is that cellular mutations or epigen-
etic changes could be involved in downregulating HLA anti-
gen class I alleles and the ability of an HPV-positive cancer 
cell to be recognized by the host cellular immune response.

HPV and Other Cancers
The high-risk genital tract HPV types can infect other geni-
tal areas that contain stratified squamous epithelium and 

cause intraepithelial neoplasias and cancer. HPV DNA, 
usually HPV16, can be found in a subset of cancers of the 
vulva, vagina, and penis.44,45 Giant condyloma acuminata, 
also called the Buschke-Lowenstein tumor, is a low-grade, 
locally invasive squamous cell carcinoma that involves the 
external genitalia and is associated with low-risk HPV 
types, usually 6 or 11.46,47

Anal cancer is also associated with high-risk HPV 
infection, and the rate of anal HPV infection appears to 
be similar to that of cervical infection, although anal HPV 
infection has been studied less systematically than cervi-
cal infection.48 As with cervical cancer, high-risk HPV can 
be found in most anal cancers, usually HPV16; most anal 
cancers arise in the transition zone between columnar and 
squamous epithelium. The risk of anal cancer in the gen-
eral population appears to be much lower than for cervical 
cancer, and the incidence of anal cancer in women is less 
than one tenth that of cervical cancer. The risk of anal can-
cer among individuals who are human immunodeficiency 
virus (HIV)-positive is much greater than in the general 
population, with especially high rates for HIV-positive male 
homosexuals.49

HPV is linked to some head and neck cancers, 
although not to the majority of the cancers in this region. 
HPV16 accounts for about 90% of the HPV-positive 
tumors. Most of these HPV-associated cancers are located 
in the oropharynx, which includes the tonsils, tonsillar fossa, 
base of the tongue, and soft palate. It is not understood why 
the HPV-positive tumors preferentially develop in the oro-
pharynx. In the United Sates, the incidence of these oropha-
ryngeal cancers, which usually develop at a younger age than 
the HPV-negative cancers, increased more than threefold 
between 1988 and 2004.50 Genital-oral sex may be a risk fac-
tor for these tumors, and the risk of HPV infection and ciga-
rette smoking may be more than additive. The HPV-positive 
tumors tend to have a characteristic basaloid pathology and 
share many molecular features with those of HPV-positive 
anogenital tumors. The tumors usually have integrated 
HPV DNA expressing E6 and E7. Their p53 and pRB 
genes are wild type, and the vast majority of them expresses 
p16,51 in contrast to the HPV-negative tumors, which tend 
to have mutant p53 and to be p16-negative. There is thus far, 
however, no clearly identifiable premalignant oropharyngeal 
lesion for HPV-positive tumors. HPV-positive oropharyn-
geal cancers carry a better prognosis than the HPV-negative 
ones.52,53

Esophageal carcinomas in humans have also been 
reported to have some association with HPVs; however, the 
data as yet are not as convincing as they are with the ano-
genital cancers and with oropharyngeal cancers. The esopha-
gus is lined by a squamous epithelium, and squamous cell 
papillomas of the esophagus have been described in humans. 
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Additional studies seem warranted to investigate a possible 
role of HPV in human esophageal cancers. There have also 
been sporadic reports associating occasional human tumors, 
including colon cancer, ovarian cancer, prostate cancer, and 
even melanomas, with the presence of HPV DNA in the 
literature. In general it seems prudent to be skeptical of such 
reports until systematic and well-carried-out studies are con-
firmed in multiple laboratories.

HPV and Epidermodysplasia Verruciformis

EV is a very rare disorder in which affected individuals have 
a unique susceptibility to cutaneous HPV infection.54 The 
warts usually develop in childhood, become widespread, do 
not tend to regress, and in approximately 30% of patients 
may progress to squamous cell cancers. Several types of 
lesions may occur in the same patient. Some lesions are typi-
cal flat warts (usually caused by HPV3 or HPV10), whereas 
others are flat, scaly, red-brown macules. The scaly lesions are 
associated with a range of beta-HPV types, most frequently 
HPV5 and HPV8. Patients with EV are often infected by 
multiple HPV types.

In approximately one half of affected patients, EV 
occurs as an inherited disorder. Inheritance appears to have 
an autosomal recessive pattern in most affected families, 
although one family with apparent X-linked recessive inher-
itance has been reported. Cases with autosomal recessive 
inheritance appear to be genetically heterogeneous, because 
the condition in different families has been mapped to two 
distinct chromosomal loci,55 and two adjacent novel genes 
(EVER1 and EVER2) have now been molecularly identified 
at one of these loci (17q25).56

EV patients do not have an increased susceptibility 
to clinical infection with other microbial agents, including 
other HPVs. In addition, the EV-specific HPV types have 
now been found in normal skin of many individuals, so the 
EV patients are unusual in that these HPV types produce 
clinically apparent lesions. However, clinical lesions associ-
ated with EV-specific HPV types have been described in 
other immunosuppressed individuals, such as renal trans-
plant patients.57 Patients with EV often have impaired cell-
mediated immunity, which is believed to be important with 
regard to the manner in which they respond to infections by 
this subset of cutaneous HPVs.

About one third of EV patients develop skin cancers 
in association with their lesions. Most of the malignant 
tumors remain local, but regional and distant metastases 
may occur. The risk of malignant progression is limited to 
the pityriasis-like lesions, which are the lesions that contain 
the beta-HPV types. HPV5 and HPV8 appear to be the 
most oncogenic, because most of the skin cancers contain 
one of these two types. The EV carcinomas usually arise in 
sun-exposed areas, suggesting that ultraviolet radiation may 

play a co-carcinogenic role with the specific HPVs in the eti-
ology of these cancers. Mutations in the p53 gene are com-
mon in EV-associated cancer,58 in contrast to the mucosal 
cancers associated with HPV. Studies have also established 
that the viral genomes are transcriptionally active within 
these carcinomas.59

HPV and Nonmelanoma Skin Cancer

Nonmelanomas skin cancers (NMSCs) are subdivided into 
basal cell carcinomas (BCCs) and squamous cell carcino-
mas (SCCs). They generally arise on exposed areas, and UV 
exposure is a predominant risk factor. Immunosuppressed 
individuals are at high risk for developing warts as well as 
premalignant lesions and NMSC, especially SCC, in sun-
exposed areas.60,61 The consistent finding of certain beta 
genus HPV types in SCC associated with EV and other 
immunosuppressed individuals makes HPV infection an 
attractive etiologic agent for at least some NMSCs in indi-
viduals who do not have EV.62 Beta HPVs encode poten-
tial viral oncoproteins that could interfere with UV-induced 
apoptosis,63 which might allow keratinocytes with UV-
induced mutations to survive and progress to carcinomas. 
Although beta HPV DNA can be frequently detected in 
SCC using sensitive PCR-based detection methods, it is also 
frequently detected in normal skin.64-66 The genome copy 
number is usually much less than one copy per tumor cell.67 
A recent study employing an unbiased analysis involving 
high-throughput sequencing of randomly primed mRNAs 
detected virtually no HPV transcripts in SCC specimens.68 
Overall, the association between HPV infection and NMSC 
is therefore considered weak at present, because expression 
of predominant HPV types has not been as clearly identi-
fied in NMSC as it is in EV-associated skin cancers or in 
mucosal cancers associated with the high-risk alpha genus 
HPV types. It is formally possible that the beta HPV types 
have a role in the initiation of NMSC but that they are not 
required for cancer maintenance.67

HPV Preventive Vaccine

A major advance in the prevention of human cancer has 
been the development of an effective preventive vaccine for 
the major genital tract HPVs. The vaccine is a subunit vac-
cine consisting of the major capsid protein (L1) that can 
self-assemble into virus-like particles (VLPs), which are 
empty capsids that closely resemble authentic virions mor-
phologically and immunologically.69 The L1 VLPs are highly 
immunogenic, inducing high titers of neutralizing antibod-
ies that are conformationally dependent and type specific. 
Two commercial prophylactic HPV vaccines have been 
developed and approved by the FDA. GlaxoSmithKline’s 
Cervarix is a bivalent vaccine composed of L1 VLPs of 
HPV16 and 18, whereas Merck’s Gardasil is a quadrivalent 
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vaccine composed of L1 VLPs of HPV6, 11, 16, and 18. 
Both vaccines are generally safe, able to induce high titers of 
capsid-reactive antibodies, and highly effective at prevent-
ing acquisition of cervical infection and low- and high-grade 
CIN caused by the types targeted by the vaccine.70 Both 
vaccines also induce a modest degree of protection against 
cervical infection caused by specific nonvaccine types closely 
related to HPV16 or 18. For instance, both vaccines induced 
partial protection against persistent infection by HPV31. 
Cervarix, but not Gardasil, induced significant protection 
against HPV45, and neither vaccine protected significantly 
against HPV35 or 58.71-73 One can anticipate that second-
generation VLP vaccines may be able to protect against an 
even higher proportion of HPV infection by incorporating 
VLPs from a larger number of HPV types. Although 70% 
of cervical cancers are caused by HPV16 or HPV18, 30% 
are caused by the other high-risk HPV types.

Although Cervarix and Gardasil have now been 
licensed in more than 100 countries, they have been intro-
duced into the national vaccination programs of only about 
30 countries, mostly the most developed ones. National pro-
grams have been centered on vaccination of preadolescent or 
adolescent girls, ages 9 to 15 years, because more than 90% of 
HPV-associated cancer worldwide occurs in women.74 How-
ever, recent evidence indicates that Gardasil protects young 
men from genital warts and anal cancer precursors, provid-
ing a rationale for considering male vaccination programs. 
Furthermore, the increase in HPV-positive head and neck 
oropharyngeal cancer also suggests a rationale for male vac-
cination programs.

There are several important unresolved issues for the 
current VLP vaccines.69 For instance, the VLP vaccine is 
expensive and is not heat stable, two characteristics that 
might impede its use in developing countries where the 
cervical cancer disease burden is greatest. Because of the 
type specificity, the current vaccines are unlikely to pro-
tect against a substantial proportion of other high-risk 
HPV-type infections, so it will be important for vaccinated 
women to continue to undergo cervical cancer screening. 
Additional approaches to improve the vaccine seem war-
ranted. Merck has indicated that a nonavalent (nine HPV 
targets) VLP vaccine is currently in clinical trials.75 In 
addition, the use of L2 represents a potential alternative 
approach to developing a prophylactic vaccine against a 
broader spectrum of HPV types. Although they are not 
as immunogenic as the L1 neutralization epitopes, at 
least some of the L2 neutralization epitopes induce cross- 
neutralizing antibodies against papillomaviruses from 
different types.76,77 In addition, modifications of the L1 
capsid protein allow the self-assembly of capsomeres that 
are highly immunoprotective, can be produced in bacteria, 
and are more stable.78

Epstein-Barr Virus

Epstein-Barr virus (EBV) is a common virus with a world-
wide distribution. More than 90% of individuals worldwide 
have been infected by the time they reach adulthood. EBV 
was discovered through studies of a lymphoma described 
in young children in certain parts of East Africa. Although 
this childhood lymphoma had been previously recognized, it 
was first clearly defined as a unique entity with characteris-
tic clinical, pathologic, and epidemiologic features by Dennis 
Burkitt in 1958.79,80 His early descriptive studies speculated 
that the lymphoma could be due to a virus because its geo-
graphic distribution in a belt across equatorial Africa was 
similar to that of yellow fever. In 1964, Epstein and Barr 
described virus particles of the herpesvirus family in lym-
phoblastoid cells from patients with Burkitt’s lymphoma 
(BL).81,82 The finding of such virus particles in lymphoid 
lines, however, was not restricted to tissues from BL patients; 
these particles could also be observed in cell lines established 
from patients with other malignancies, from patients with 
infectious mononucleosis, and even occasionally from nor-
mal individuals. Nonetheless, EBV was the first virus to be 
recognized as a human tumor virus.

Virus-Host Cell Interactions

EBV is a double-stranded DNA virus and is a member of 
the herpesvirus family. Other members of the human her-
pesvirus family include herpes simplex viruses types 1 and 
2, varicella zoster virus, cytomegalovirus, human herpesvirus 
types 6 and 7, and Kaposi’s sarcoma herpesvirus (KSHV, 
also known as HSV8). The mature EBV particle is essen-
tially indistinguishable from those of the other herpesvi-
ruses. Herpesviruses are large viruses, measuring 150 to 180 
nm in diameter, and contain a large double-stranded DNA 
genome of about 170,000 base pairs. In addition to this 
central core of genetic material, the virus particle consists 
of a capsid layer made up of capsomeres in an icosahedral 
shape and an outer lipoprotein envelope. EBV is considered 
a member of the gamma herpesviruses because of its tropism 
for lymphoid cells, both in  vivo and in  vitro. EBV infects 
epithelial cells of the oropharynx and B-lymphocytes. The 
infection of B cells is a latent infection in which there is no 
replication of the virus and the cells are not killed. EBV pro-
teins are serologically distinct from proteins of other human 
herpesviruses.

Antibodies to EBV are prevalent in all human popula-
tions, and high titers of antibody correlate with infectious 
mononucleosis.83 Primary infection in adolescents in devel-
oped countries causes infectious mononucleosis. EBV also 
causes X-linked lymphoproliferative disease type 1 (XLP-1),  
an often fatal disease, in patients with a mutation in the SAP 
(SLAM-associated protein) gene.84 High titers of EBV are 
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also often seen in patients with specific malignancies: BL, 
nasopharyngeal carcinoma (NPC), and Hodgkin’s lym-
phoma, as discussed later.84 EBV is associated with B-cell 
lymphomas in immunosuppressed individuals, particularly 
those with HIV or organ transplant recipients.

EBV has several distinct programs of gene expression 
in infected cells, a lytic cycle and a latent cycle. The lytic cycle 
results from the phased expression of viral proteins that 
ultimately results in the replication of the virus and the pro-
duction of infectious virions. The replicative cycle of EBV 
does not inevitably result in the lysis of the infected host 
cell, because EBV virions are produced by budding from the 
infected cell. Latent infections do not result in the produc-
tion of progeny virions. In latently infected B lymphocytes, 
the genome circularizes an episome in the cell nucleus. In 
B-lymphoid cells that harbor and express the EBV genome 
in a latent state, there is expression of a distinct subset of 
viral proteins, including the EBV-induced nuclear anti-
gens (EBNAs): EBNA-1, EBNA-2, EBNA-3A, EBNA-
3B, EBNA-3C, and EBNA-leader protein (EBNA-LP). 
In addition, EBV encodes two latent-infection–associated 
membrane proteins (LMPs), and two small nonpolyadenyl-
ated RNAs (EBERs) that are also expressed in EBV latently 
infected cells. Molecular genetic analyses using specifically 
mutated EBV recombinants have revealed that EBNA-3B, 
LMP2, the EBERs, and most of the viral genome that is 
expressed in lytic infection can be mutated without a signifi-
cant effect on the ability of the virus to transform primary B 
lymphocytes.84 The other EBNAs and LMP1 are important 
for lymphocyte transformation. LMP2 is important in main-
taining latency by preventing lytic infection in response to 
lymphocyte activation signals. A detailed description of the 
molecular biology of EBV and its normal biology is provided 
in the recent edition of Fields Virology.84

Two of these genes, EBNA-2 and LMP1, are par-
ticularly important with regard to viral latency and EBV 
immortalization of human B cells. EBNA-1 is a DNA bind-
ing protein that binds to an EBV origin of DNA replication 
called oriP and mediates genome replication and partitioning 
during division of the latently infected cells. EBNA-1 also 
possesses a glycine-alanine repeat that functions to impair 
antigen processing and MHC class I–restricted antigen pre-
sentation of EBNA-1, thereby inhibiting the CD8-restricted 
cytotoxic T-cell recognition of virus-infected cells.

LMP1 has been shown to alter the effect of the growth 
properties of rodent cells, epithelial cells, and B lymphocytes. 
LMP-1 is a transmembrane protein that is essential for EBV-
mediated growth transformation. LMP-1 mediates signaling 
through the tumor necrosis factor-alpha/CD40 pathway. 
When expressed in normal resting B lymphocytes or in 
EBV-negative lymphoblastoid cell lines, LMP1 induces most 
B lymphocyte activation and adhesion markers, activates 

NFκB, and induces Bcl2 and A20, proteins important in 
preventing apoptosis. The C-terminal LMP1 cytoplasmic 
domain interacts with cellular proteins that transduce sig-
nals from the tumor necrosis factor receptor (TNFR) family. 
TNF signaling is critical in normal lymphoid development, 
and the B-lymphocyte TNFR family member, CD40, is 
remarkably similar in its growth-promoting and NFκB- 
 activating effects to LMP1. The evidence supports a model 
that LMP1 mimics a constitutively activated TNFR.84

EBNA-2 is the main viral transcriptional transactivator 
that has effects both on viral and cellular genes. Viral proteins 
whose expression can be increased by EBNA-2 include the 
latent membrane protein (LMP1) and another membrane 
protein that is expressed in latently infected cells called termi-
nal protein. EBNA-2 lacks DNA sequence- specific binding 
activity and is dependent on interactions with sequence- 
specific cell proteins for the recognition of enhancer 
 elements. EBNA-2 binds the cellular RBPJκ protein and 
is recruited to promoters regulated by RBPJκ, including 
the Notch pathway. EBNA-3A and -3C also regulate tran-
scription in lymphocyte transformation and, like EBNA-2, 
EBNA-3A and -3C also achieve specificity in their interac-
tion with viral and cellular promoters by interacting with the 
cell protein RBPJκ. Through the interactions of EBNA-2, 
EBNA-3A, and EBNA-3C with the cell protein JK, EBV 
therefore affects the cellular Notch signaling pathway.84

Burkitt’s Lymphoma

Endemic BL that occurs in Africa and New Guinea in the 
malaria belt is an EBV-positive malignancy that occurs 
several years after the primary infection with EBV. BL is a 
monoclonal lymphoma, as opposed to infectious mononu-
cleosis, which is a polyclonal disease caused by EBV. African 
BL is clinically characterized by rapid growth of the tumor 
at nonlymphoid sites such as the jaw or the retroperito-
neum. The tumor is of B-cell origin and is morphologically 
similar to the small noncleaved cells of normal lymphoid 
follicles.85 The proliferation of the B lymphocytes and the 
reduction in virus-specific cytotoxic T cells associated with 
malaria is believed to result in an increased EBV viral load, 
enhancing the risk of the c-myc translocations character-
istic of BL.86 The failure of the T-cell immune response 
to control this proliferation might be an early step provid-
ing the enhanced opportunity for further mutation, onco-
genic transformation, and lymphomagenesis in the actively 
dividing B-cell population. In contrast, only 15% to 20% 
of the non-African, sporadic BL tumors are EBV positive. 
BLs regularly contain chromosomal abnormalities, often in 
regions that contain the immunoglobulin genes, most nota-
bly chromosomes 2, 14, and 22. In more than 90% of BL, a 
translocation of the long arm of chromosome 14 (contain-
ing the heavy chain immunoglobulin genes) to chromosome 
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8 (containing the c-myc oncogene) is observed.87 Less fre-
quent translocations involve chromosome 2 (kappa light 
chain) and chromosome 22 (lambda light chain).88 The 
translocations with chromosomes 2 and 22 generally involve 
reciprocal translocations to the distal arm of chromosome 
8, containing c-myc. The expression of the c-myc oncogene 
following this translocation is deregulated because of the 
proximity of the c-myc oncogene to the transcriptional con-
trol elements of the immunoglobulin genes that are active 
in B cells. Overexpression of the c-myc oncogene itself is not 
sufficient for malignant transformation of a B cell. Addi-
tional mutations can then occur in these B cells, leading 
eventually to the emergence of a monoclonal B-cell neo-
plasm. Thus EBV does not act directly as an oncogene, but 
rather indirectly as a polyclonal B-cell mitogen, setting the 
stage for the translocation to activate the c-myc oncogene 
and other mutations.

What is the role of specific EBV genes in the mainte-
nance of BL? As noted earlier, EBNA-2 and LMP1 appear 
to be the mediators of EBV-induced growth effects in B 
lymphocytes. These, however, are not expressed in BL and 
are therefore not required for BL growth. It is possible that 
altered myc expression may replace the need for EBV onco-
genic functions. Furthermore, the down-modulation of the 
EBV EBNA and LMP functions may actually be advanta-
geous to tumor development, allowing the cell to escape from 
T-cell–mediated immune surveillance. It has been shown 
that the EBNAs and LMP can serve as targets of immune 
cytotoxic T cells, and that LMP-1 induction of cell adhesion 
molecules can enhance the HLA-restricted killing of EBV-
infected T cells.89

Nasopharyngeal Carcinoma

NPC is also linked to EBV. NPC occurs in adults and, 
in general, males outnumber females 2 to 1. Although 
worldwide the annual incidence rates are low, there are 
areas in China (especially the southern provinces) where 
the rate of disease can be 50 cases per 100,000 per year 
in men over 50. Because the incidence among individu-
als of Chinese descent remains high, irrespective of where 
they live, a genetic susceptibility has been proposed. Envi-
ronmental factors have been implicated as risk factors for 
NPC, including fumes, chemicals, smoke, and ingestion 
of salt-cured fish that contain nitrosamines. The rate of 
NPC in the United States and Europe is between 0.5 and 
2 per 100,000.

EBV genomes are found in nearly all biopsies of ana-
plastic NPC specimens from all over the world.90,91 The 
genome is present in the epithelial cells of the tumors (but 
not in the infiltrating lymphocytes), and it is noteworthy 
that all forms of NPC contain clonal EBV episomes, 
indicating that the tumors arise from a single infected 

cell.92 The EBV genome is transcriptionally active within 
these tumors, and the regions that are transcribed in the 
NPC biopsies are the same as those expressed in latently 
infected lymphocytes.93 These molecular observations 
are consistent with an active role for EBV in the neoplas-
tic processes involved in NPC. Patients with NPC have 
elevated levels of IgG antibodies to EBV capsid and early 
antigens. NPC patients have serum IgA antibodies to 
capsid and early antigen, likely reflecting the local produc-
tion of such antibodies in the nasopharynx. Cytogenetic 
studies on NPC xenografts have identified abnormal 
markers on a number of different chromosomes. Loss of 
heterozygosity has been noted by studies using restriction 
fragment length polymorphisms (RFLPs) on two differ-
ent regions of chromosome 3 mapping to 3p25 and 3q14 
in a very high percentage of NPC specimens.

The presence of immunoglobulin markers for EBV 
(IgA/VCA and IgA/EA) has provided the opportunity 
for early serologic identification of patients with NPC. 
The frequency of IgA antibody to the EBV capsid antigen 
of 150,000 Chinese studied was found to be 1%. About 
20% of the patients with elevated IgA antibodies to VCA 
had NPC, however, when biopsied. Thus, early detec-
tion using serologic tests can be applied in areas where 
NPC is prevalent, possibly leading to early therapeutic 
intervention.

EBV-Associated Malignancies in 
Immunocompromised Individuals

Strong evidence for the oncogenic potential for EBV comes 
from its association with a variety of malignancies in immu-
nocompromised individuals. These include EBV- positive 
lymphoproliferative disease in children with primary 
immunodeficiencies affecting T-cell competence (such as 
those with the Wiskott-Aldrich syndrome), posttransplant 
lymphoproliferative disease (PTLD), B-cell lymphomas 
in patients with acquired immunodeficiency syndrome 
(AIDS), and smooth muscle cell tumors of the immuno-
compromised patient.84

EBV is associated with B-cell lymphomas in patients 
with acquired or congenital immunodeficiencies and in 
organ transplant recipients. These lymphomas can be dis-
tinguished from the classical BLs in that the tumors are 
often polyclonal. Also, the tumors do not demonstrate the 
characteristic chromosomal abnormalities of BL described 
earlier. The pathogenesis of these lymphomas involves a defi-
ciency in the affector mechanisms needed to control EBV- 
transformed cells.

The association between EBV and leiomyomas and 
leiomyosarcomas in immunocompromised patients was 
unexpected and has now been seen in the context of acquired 
immunodeficiency and in organ transplant patients. From 
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the EBV standpoint, the pathogenesis and role of EBV are 
not yet well understood.84

Hodgkin’s Lymphoma

Serologic and epidemiologic studies suggesting a possible link 
between Hodgkin’s lymphoma (HL) and EBV were sup-
ported by molecular studies that demonstrated EBV DNA, 
RNA, and proteins in HL pathologic specimens.94-97 The four 
histologic types of HD vary in the rate of their EBV positivity: 
80% to 90% for lymphocyte depleted, 60% to 75% for mixed 
cellularity, 20% to 40% for nodular sclerosis, and 10% for lym-
phocyte rich.84 EBV proteins and DNA can be demonstrated 
in approximately 40% of Reed-Sternberg cells. Furthermore, 
expression of LMP1 in the Reed-Sternberg and Hodgkin’s 
cells can be demonstrated in a large percentage of the EBV-
positive cases of MC and NS subtypes, although EBNA-2 
expression is not detected.96,98 Activation of the NFκB path-
way is a common feature of HD, and the activation of this 
pathway by LMP1 to promote lymphocyte proliferation and 
survival may suggest a role for EBV in promoting HD. The 
evidence that EBV, when present, plays a causative role in the 
pathogenesis of some cases of HD is considered strong.84

Gastric Carcinoma

EBV is present in about 10% of gastric cancers worldwide, 
with a similar prevalence in the United States and Asia. As 
in NPC, it is the epithelial cells, not infiltrating lymphocytes, 
that contain the EBV DNA, and the DNA is clonal or oli-
goclonal, consistent with a role for EBV in tumor develop-
ment. The EBV genes expressed in the cancers include 
EBNA-1 and the nonpolyadenylated viral RNAs known as 
the EBERs, as well as several other genes including the latent 
membrane protein 2A (LMP2A).84

Non-Hodgkin’s Lymphomas and Other 
Malignancies in Nonimmunocompromised 
Individuals

EBV is present in approximately 6% of non-Hodgkin’s lym-
phoma (NHL) cases, including some B-cell lymphoma, 
peripheral T-cell lymphoma, angioblastic T-cell lymphoma, lym-
phomatoid granulomatosis, pyothorax-associated lymphoma, 
extranodal NK/T-cell lymphoma (nasal type), aggressive NK-
cell leukemia/lymphoma, and inflammatory pseudotumor-like 
follicular dendritic cell sarcoma.84,99 Although there have also 
been reports of EBV associated with breast cancer, there is not 
yet compelling evidence associating the virus with the disease.84

Kaposi’s Sarcoma Herpesvirus

The Kaposi’s sarcoma–associated herpesvirus (KSHV), 
also known as human herpesvirus 8 (HSV8), is a gamma-2 

herpesvirus. Chang, Moore, and colleagues discovered this 
virus in 1994 by representational difference analysis of an 
AIDS Kaposi’s sarcoma (KS) skin lesion.100 Since its dis-
covery, KSHV has been linked with several other different 
tumors in addition to KS, namely, body-cavity–based or 
primary effusion lymphomas (PEL) and some plasma cell 
forms of multicentric Castleman’s disease (MCD).

KS was initially described as an aggressive tumor by 
Moritz Kaposi in the 19th century. Before the onset of the 
AIDS epidemic, KS had been described as a rare and indo-
lent tumor of elderly Mediterranean men and was later rec-
ognized to occur more frequently in parts of Africa. KS had 
also been observed among immunosuppressed organ trans-
plant patients. KS is the most common neoplasm associated 
with AIDS.101,102 The histology of KS in all of these clini-
cal settings is similar. KS lesions contain multiple cell types, 
including spindle cells, which are believed to arise from an 
endothelial cell precursor, and infiltrating mononuclear cells. 
KS lesions are histologically characterized by slitlike vascular 
channels that give the lesions their distinctive reddish clinical 
appearance.

Research with PEL cell lines and on the KSHV itself 
quickly moved the field along and established an etiologic 
role for the virus in KS.103 The identification of KSHV-
positive PEL cell lines104,105 led to the development of some 
initial serologic assays for epidemiologic and virologic stud-
ies of the agent. KSHV is a member of the rhadinovirus 
(or gamma-2) subfamily of the herpesviruses. It is the only 
known human rhadinovirus and is closely related to the her-
pesvirus saimiri of squirrel monkeys. Humans are the only 
known host for KSHV. Unlike other human herpesviruses, 
infection by KSHV is not ubiquitous, and only a small per-
centage of humans in developed countries are serologically 
positive for the virus. Infection by KSHV is characterized by 
a prolonged viral and clinical latency that, as with other her-
pesviruses, may be lifelong. In a setting of immunosuppres-
sion or immunodeficiency, individuals infected with KSHV 
may then develop KS or other KSHV-associated tumors, 
years after the primary infection. At this point, a role for 
KSHV has been established for KS and for PEL and MCD.

Despite the progress in the epidemiology and the 
molecular biology associated with KSHV, our understanding 
of the virology and the mechanisms of pathogenesis and car-
cinogenesis associated with this virus is still at an early stage. 
The virus has been difficult to culture in the laboratory, and 
much of our knowledge has been discerned from the analysis 
of the primary sequence by studying individually encoded 
genes. One characteristic of the rhadinovirus subfamily of 
the herpesviruses is the presence of recognizable variants of 
cellular genes that appear to have been captured into the viral 
genomes, a process that has been termed “molecular piracy.” 
These genes are believed to play important regulatory roles 
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in the virus life cycle, in evading the cell’s host defenses and 
in causing its associated pathology in the host.106 Among the 
KSHV regulatory genes are viral genes that resemble cellular 
cytokines, cellular chemokines, the cellular interferon regu-
latory factor (IRF-1), the cellular apoptosis factor (FLIP), 
a viral homologue of Bcl-2, a viral cyclin that is resistant 
to inhibition by cdk inhibitors, and a chemokine receptor, 
among others. In addition, many of the KSHV regulatory 
genes resemble EBV genes or target cellular pathways that 
are also targeted by other DNA tumor viruses, particularly 
EBV. Included among this group of genes is LAMP, which is 
similar to the EBV LMP1 and LMP2A genes. Much of the 
effort in the field has been focused on these individual genes 
and their properties. It is beyond the scope of this chapter 
to go into detail about the molecular biology of KSHV and 
these particular studies. Instead, I refer the reader to the 
comprehensive chapter on the molecular biology of KSHV 
in the recent edition of Fields Virology.107

Viruses and Liver Cancer

Hepatocellular carcinoma (HCC) is one of the world’s com-
monest malignancies. In China alone, there are between 
500,000 and 1 million cases of HCC per year. HCC is etio-
logically linked to infections by two different types of viruses, 
hepatitis B virus (HBV) and hepatitis C virus (HCV). 
Though relatively rare in the West, HCC is quite prevalent 
in Southeast Asia and in sub-Saharan Africa. In the 1970s, 
this distribution was recognized to mirror the distribution 
of chronic HBV infection. Indeed, the long-recognized 
association between HCC and chronic hepatitis led to the 
strong presumption that chronic HBV infection predis-
poses to hepatic cancer. This presumption was validated in 
large prospective epidemiologic studies in Taiwan, in which 
chronic infection with HBV leading to cirrhosis was shown 
to be of major importance in the etiology of this tumor.108 
Chronic HBV infection was found to be associated with 
about a 19-fold increase of HCC mortality risk in men and 
a 33.5-fold increase in women.109 The World Health Orga-
nization has estimated that 80% of HCC worldwide occurs 
in individuals who are chronically infected by HBV. For the 
remaining 20% of HCC not associated with HBV, there are 
a number of additional risk factors, including chronic hepa-
titis associated with HCV. Between 30% and 70% of HBV-
negative cases of HCC are seropositive for HCV. In the 
United States, it has been estimated that as many as 40% of 
cases of HCC are due to HCV.

Hepatitis B Virus (Virus-Host Interactions)

HBV is a member of a group of the hepadnaviruses (for hep-
atotropic DNA viruses). HBV is the only human member of 

this group of viruses. Other members of this group include 
the woodchuck hepatitis virus (WHV), the Beechey ground 
squirrel hepatitis virus (GSHV), the Pekin duck hepatitis 
B virus (DHBV), and the grey heron hepatitis virus. These 
viruses share a similar structure, and each is hepatotropic, 
leading to persistent viral infections of the liver. The animal 
hepatitis viruses have been very important contributors to 
our understanding of the molecular biology of these viruses. 
Of the hepadnaviruses, only HBV and WHV have been 
associated with chronic active hepatitis and HCC.

The reader is referred to the Fields Virology chapter 
on the molecular biology of the hepadnaviruses for details 
on the virus and aspects of virus/host cell interactions.110 
Hepatitis B viral particles contain small, circular DNA mol-
ecules that are only partially double stranded. The DNA 
consists of a long strand with a constant length of 3220 
bases and a shorter strand that varies in length from 1700 
to 2800 bases in different molecules. A map of the HBV 
DNA genome is shown in Figure 6-4. The virion particles 
contain a DNA polymerase activity that is capable of repair-
ing the single-stranded DNA region to make two fully dou-
ble-stranded molecules, each approximately 3220 bases in 
length. For this reaction, DNA synthesis initiates at the 3′  
end of the short strand that, as noted earlier, is heteroge-
neous among different DNA molecules. DNA synthesis 
terminates at the uniquely located 5′ end of the short strand 
when it is reached. The long strand is not a closed molecule 
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but contains a nick at a unique site approximately 300 base 
pairs from the 5′ end of the short strand.

The HBV genome has four ORFs and encodes four 
genes. These ORFs are designated as S and pre-S, C, P, and 
X. S and pre-S represent two contiguous reading frames 
and code for the viral surface glycoproteins. C contains 
the coding sequences for the core structural protein of the 
nucleocapsid. The P gene encodes the viral polymerase that 
contains reverse transcriptase activity. The X ORF encodes 
a basic polypeptide that has transcriptional transactivation 
properties that can upregulate the activity of hepadnavirus 
promoters. The overall structure of the genomes of all of 
the animal hepadnaviruses is quite similar. The WHV and 
GSHV genomes are approximately 3300 base pairs in size, 
and that of DHBV is approximately 3000 base pairs in size. 
The genomic organization of the various hepadnaviruses is 
similar, and there is extensive nucleotide homology among 
them. The mammalian hepadnaviruses differ from the avian 
hepadnaviruses in that the avian hepadnaviruses do not con-
tain the X region.

HBV DNA can be found either free or integrated in 
the host chromosome of the hepatocyte. Free HBV DNA 
represents intermediate forms of replication for the viral 
genome and can be detected during acute infections and 
some chronic stages of HPV infection. Integrated sequences 
are usually found during chronic virus infection and in 
HCC. The replication mechanism for the hepadnaviruses, 
first discovered by Summers and Mason for DHBV111 and 
later confirmed for HBV, is different from that of other 
DNA viruses. The replication cycle involves a reverse tran-
scription step resembling that of the retroviruses in that it 
goes through an RNA copy of the genome as an interme-
diate in replication. The hepadnaviruses differ from the ret-
roviruses, however, in that retrovirus virions contain RNA 
and the intermediate form of replication is integrated DNA. 
The virions of the hepadnaviruses contain DNA and the 
intermediate replication form is RNA. Also, integration of 
the hepadnavirus genome as a provirus is not a necessary 
intermediate step for viral genome replication as it is for a 
retrovirus. The similarity between the retroviruses and the 
hepadnaviruses extends to the overall genomic organization, 
in which all of the genes are encoded on only one strand. The 
order of the genes within the retroviruses (gag, pol, and env) 
is similar to their counterparts for the hepadnaviruses (core, 
polymerase, and surface antigen). Other subtle differences in 
the transcriptional programs used to generate the messenger 
RNAs for these different viruses exist. A further similarity 
between these viruses is that some members of each group 
of these viruses encode transcriptional regulatory factors. 
For HTLV-1, described later in this chapter, the X region 
encodes the transcriptional activator tax as well as the rex 
gene product involved in messenger RNA transport to the 

cytoplasm. The X genes encoded by the mammalian hepad-
naviruses similarly encode a protein that has been extensively 
studied and shown to have a variety of activities, including 
the ability to function as a transcriptional activator. The 
function of X in the life cycle of the mammalian hepadnavi-
ruses, however, is still not well understood. Although there 
have been studies claiming that the X protein has oncogenic 
properties, the evidence implying a direct role for the X pro-
tein in HCC is far from compelling.110

Primary infection with HBV results either in a sub-
clinical infection or acute hepatitis B, depending on the 
age of the individual, among other factors. In adults, 95% 
of such infections resolve, with clearance of virus from the 
liver and the blood and with lasting immunity to reinfec-
tion. The remaining 5% of infections do not resolve but 
develop into a persistent hepatitis with a viremia that usually 
lasts for the life of the host and can have a variety of patho-
logic consequences. Many of these persistent infections 
have little associated hepatocellular injury. Approximately 
20% to 25% of persistently infected individuals do develop 
hepatocellular injury, either chronic persistent hepatitis (in 
which case the inflammation is limited to periportal areas) 
or chronic active hepatitis (where there is inflammation 
and hepatocellular necrosis extending outside of the portal 
areas). Chronic active hepatitis has significant potential for 
progression to cirrhosis, hepatic failure, and cancer.

HBV and Hepatocellular Carcinoma

An etiologic role of HBV in HCC is now established. There 
is a striking correlation between the worldwide geographic 
incidence of HCC and the prevalence of HBsAg chronic car-
riers, and important evidence for the role of HBV in HCC 
was provided by the prospective epidemiologic studies of 
Palmer Beasley in Taiwan.108 The classic studies from Beas-
ley demonstrated that chronic HBV carriers in Taiwan had 
more than 100 times the risk of noncarriers for the devel-
opment of HCC. In areas such as Taiwan that are endemic 
for HBV, infection with the virus occurs in early childhood, 
and there is an interval of approximately 30 years before the 
development of HCC.

Despite the strong epidemiologic evidence establish-
ing HBV as the major cause of HCC worldwide, a mecha-
nistic role for HBV in HCC is not fully understood. Usually 
in HBV-positive liver cancers, viral DNA sequences can 
be found integrated into the host cellular DNA. Differ-
ent tumors display different patterns of integration, indi-
cating that the insertion of the viral DNA into the host 
chromosome is not site specific. In a given tumor, however, 
all cells have the same pattern of HBV DNA integration, 
indicating that the integration event preceded the clonal 
expansion of the tumor. This clonal pattern of HBV DNA 
integration supports the etiologic role of HBV in HCC. 
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The HBV integrated genomes are often highly rearranged 
within tumors, displaying a variety of deletions, inver-
sions, and point mutations. Although occasional integrated 
genomes do retain one or more viral genes intact, there does 
not appear to be a consistent pattern in which one gene is 
regularly preserved intact. This indicates that the contin-
ued expression of a specific viral gene is not required for 
the maintenance of the malignant phenotype in an HBV-
positive liver cancer.

There are two hypotheses to explain how HBV causes 
cancer, one involving a direct role of the virus in carcino-
genesis and the other indirect, as a consequence of persis-
tent liver injury caused by the immune response to infected 
hepatocytes by cytotoxic T cells. The direct models imply an 
oncogenic role for an HBV either through the integration 
of the viral genome or from the oncogenic activity of a viral 
gene product. The indirect models do not require a direct 
genetic contribution by the virus or its gene products to the 
transforming event.

Mechanisms by which HBV DNA integration could 
directly contribute to tumorigenesis could be either (1) 
proto-oncogene activation as a result of the insertion of 
the viral DNA or (2) the inactivation of tumor suppressor 
alleles by such integration. Indeed, there is compelling evi-
dence that insertional activation in WHV-induced hepa-
tomas is important in hepatocellular carcinogenesis in the 
woodchuck model. Approximately 20% of the tumors show 
WHV DNA inserted into the N-myc locus.112 This gene, 
normally silent in adult liver, is strongly upregulated by this 
insertion, and this activation can be seen early in the onco-
genic sequence—even in premalignant lesions. Whereas 
insertional activation of N-myc clearly plays a major role 
in WHV oncogenesis, a similar claim cannot be made for 
HBV. Human hepatomas do not harbor N-myc rearrange-
ments. An extensive search for comparable events in HBV-
associated human HCC have, however, turned up only rare 
examples of integration in loci that might contribute to the 
tumorigenesis described (i.e., insertions near loci for retinoid 
receptors, erb-A, or cyclin As).110 In conclusion, although 
insertional mutagenesis or specific oncogene activation may 
be important in individual cases of HCC, there is little evi-
dence that it is of general mechanistic importance for HCC 
in humans.

There is also no strong evidence that HBV encodes a 
transforming protein. The best candidate may be the viral 
X protein, a small regulatory protein that is encoded by the 
oncogenic mammalian hepadnaviruses but not by the non-
oncogenic avian hepadnaviruses. Indeed, transgenic mice 
with high levels of hepatic expression of X develop HCC 
with increased frequency.113 Tumors in these mice do not 
begin until midlife, suggesting that additional genetic changes 
are necessary for cancer development. The X protein has no 

homology to known oncogenes or cellular genes involved in 
signaling or growth control. X has been extensively stud-
ied from a functional standpoint, but its precise role in 
the hepadnavirus life cycle remains unclear. The X protein 
can stimulate cytoplasmic signal transduction pathways  
(e.g., the ras-raf MAP kinase pathway), can also function as 
a nuclear transcriptional activator, and can interfere with cel-
lular DNA repair by binding DNA repair proteins.110 The 
relationship of all of these activities to the putative onco-
genic function of X is unproven. It may be that the role of 
the HBV X gene product in tumorigenesis in the transgenic 
mouse lines that have been derived is an indirect one, possi-
bly due to liver injury and triggering hepatocellular regenera-
tion from the overexpression of the X protein. It should be 
noted further that the X protein is not always expressed in 
HBV-positive HCCs.

Despite the absence of strong data to support a direct 
oncogenic role for HBV in HCC pathogenesis, there is 
mounting support for a more indirect model, in which nei-
ther the HBV genome nor any of its products make a direct 
genetic contribution to the transformation of the infected 
cell. Instead, HBV-induced cellular injury, a consequence of 
the immune or inflammatory responses to HBV infection, 
results in liver cell regeneration that, over time, can lead to 
cancer. Cellular proliferation in liver regeneration increases 
the chances for errors in DNA replication, leading to muta-
tions that can contribute to the loss of normal cellular 
growth control. Those cells with an appropriate set of genetic 
mutations can then undergo clonal expansion and ultimately 
progress to HCC. In this indirect model, HBV promotes 
oncogenesis chiefly by provoking cellular proliferation in 
response to immune-mediated injury. Thus no direct genetic 
contribution is made by viral sequences acting in cis or viral 
gene products acting in trans. Significant experimental sup-
port for the indirect model for HBV-induced carcinogenesis 
has come from important experiments in HBV transgenic 
mice.114-116

Even though the tumorigenic mechanisms of HBV-
induced carcinogenesis remain unclear, the overwhelming 
epidemiologic data clearly establish HBV as the principal 
cause of most cases of HCC worldwide. An effective vac-
cine to prevent HBV infection is predicted to prevent the 
majority of HCC. Vaccines expressing the surface antigens 
produced by recombinant techniques in yeast or in Chinese 
hamster ovary cells have been developed commercially, are 
highly immunogenic, and can protect against HBV infec-
tion.117 The efficacy of protection against HBV infection 
has been established in large clinical studies of high-risk 
individuals. The reduction in the levels of HCC following 
a reduction in the HBV carrier rates among the vaccinated 
populations has provided confirmation of the role of HBV 
in HCC.118 A universal HBV vaccination program has been 
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recommended by the World Health Organization, with the 
intended goal of eradicating HBV.

Hepatitis C Virus

Hepatitis C virus (HCV) is a human flavivirus, a positive-
strand RNA virus that is an important cause of morbidity 
and mortality worldwide. HCV carries a very high rate of 
chronicity after infection, with over 70% of those infected 
going on to develop chronic liver disease. HCV is believed 
to be the leading infectious cause of chronic liver disease 
in the Western world. It is also etiologically responsible for 
many cases of HCC worldwide. Between 30% and 70% of 
HBV-negative HCC patients are seropositive for HCV. In 
the United States, it appears that as many as 40% of the cases 
of HCC may be associated with HCV. HCV positivity con-
veys about an 11.5-fold increased risk for the development 
of liver cancer.119

HCV was first cloned in 1989 from the infectious sera 
of individuals with posttransfusion hepatitis.120,121 Much of 
our knowledge of this virus derives from molecular genetic 
and biochemical studies because, until recently, there were no 
suitable tissue culture systems or animal models for the study 
of this virus. Nonetheless, there have been major advances in 
our understanding of the molecular biology of this impor-
tant human pathogen.122 HCV is a single positive-stranded 
RNA virus with a 9.4-kb RNA genome that contains a 
single ORF encoding a polyprotein of 3011 amino acids. 
This large polyprotein is then posttranslationally cleaved to 
produce several mature structural and nonstructural pro-
teins. The HCV virus is inherently unstable, giving rise to 
multiple types and subtypes. This genome instability is due 
to the dependence of the virus on the virally encoded RNA-
dependent RNA polymerase to perform the RNA-to-RNA 
copying of the genome. There is no DNA intermediate in the 
replication of the genome, excluding the possibility of viral 
genome integration as a mechanism for HCV-associated 
carcinogenesis. Furthermore, the polymerase lacks proof-
reading capability, and there is a substantial level of base 
misincorporation, accounting for the marked heterogeneity 
in viral isolates even from a single infected individual. There 
is a high degree of variability in the viral envelope glycopro-
teins, which has led to the hypothesis that changes in these 
genes alter the antigenicity of the virus over time, permitting 
the virus to escape immune recognition by the host. This 
variability allowing the virus to escape the immune system 
is important to the pathogenesis of the virus in establishing 
a persistent infection. A characteristic feature of an HCV 
infection is repeated episodes of hepatic damage, resulting 
from the reemergence of a newly mutated genotype. This 
genomic heterogeneity, due to the ability of the virus to rap-
idly mutate, has proved problematic in attempts to develop 
an effective vaccine to HCV.

It is unclear whether HCV contributes directly to 
hepatocarcinogenesis. As noted earlier, HCC does not 
replicate through a DNA intermediate and therefore can-
not integrate into host chromosomes, causing insertional 
mutagenesis. The virus encodes several nonstructural (NS) 
proteins that are involved in viral genome replication and in 
altering the cell environment to allow a persistent infection. 
For instance, one of these proteins, NS5A, can affect inter-
feron signaling and cellular apoptosis through interactions 
with specific cellular proteins. Interactions of some of the 
HCV NS proteins with cellular proteins involved in cellular 
tumor suppression pathways have been described, and there 
have been a few reports suggesting some oncogenic proper-
ties for the viral NS proteins in transfection experiments.122 
To date, however, there is no compelling body of evidence 
suggesting that HCV encodes a protein that directly con-
tributes to HCC development. Instead, as with HBV, the 
bulk of the data suggests that the role of HCV in hepato-
carcinogenesis may be indirect, through persistent infection, 
chronic inflammation, and cirrhosis.

Human Retroviruses and Cancer

Human T-Cell Leukemia Viruses

The first substantiated reports of a human retrovirus were 
published in 1980 and 1981 from Robert Gallo and his col-
leagues at the NCI123,124 and soon after from Yoshida and 
his colleagues in Japan.125 These isolates were from human 
T-cell leukemia cell lines. The human T-cell leukemia virus 
type 1 (HTLV-1) is recognized as the etiologic agent of 
adult T-cell leukemia (ATL). A causal relationship between 
HTLV-1 and ATL was initially suggested by epidemiologic 
studies showing geographic clustering of ATL, a pattern that 
is consistent with an infectious agent. A second human ret-
rovirus, referred to as HTLV-2, was initially isolated in 1982 
from a cell line established from a patient with an unusual 
form of hairy cell leukemia.126 However, studies have not 
established an association of HTLV-2 with any human 
malignancy.

ATL was first described by Takatsuki and his col-
leagues in 1977,127 before the virus was discovered. It is a 
malignancy of mature CD4-positive lymphocytes and is 
endemic in parts of Japan, as well as in the Caribbean and 
in parts of Africa. Clinically the tumor resembles mycosis 
fungoides and Sezary syndrome but is more aggressive than 
these other two syndromes, with a median survival from the 
time of diagnosis of only 3 to 4 months. In addition to skin 
involvement, it affects visceral organs and there is often an 
associated hypercalcemia.

Serologic assays specific for HTLV-1 viral anti-
gens revealed that virus infection is more widespread in 
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the endemic areas than is ATL.128 It is estimated that an 
HTLV-1–infected individual has about a 3% lifetime risk of 
developing ATL. HTLV-1 infection is most marked in the 
southernmost islands of Japan and the Caribbean. Parts of 
Africa appear to have the next largest reservoirs of infection. 
The prevalence in the United States and in Europe is low 
in the general population, although it is quite high among 
intravenous drug abusers. A preleukemic disease in the form 
of a chronic lymphocytosis often precedes the development 
of acute leukemia or lymphoma. ATL usually occurs in early 
adulthood, and this is believed to be approximately 20 to 30 
years after the initial infection in the subset of individuals 
who develop it.

HTLV-1 infection has been associated with a second 
clinical entity: HTLV-1–associated myelopathy/tropical 
spastic paraparesis (HAM/TSP), a chronic degenerative 
neurologic syndrome that primarily affects the spinal cord. 
Specific risk factors that may be important in determining 
the development of ATL or TSP in the HTLV-1–infected 
individual are currently not known. Transmission, when it 
occurs in childhood, is usually from the mother through 
breast milk and can result in ATL in a small percentage of 
patients as adults several decades later. The factors that con-
tribute to disease progression in the few percent of HTLV-1–
infected individuals who will develop ATL are not known. 
HAM/TSP, on the other hand, usually occurs in individu-
als through parenteral transmission by blood transfusion or 
intravenous drug use or through sexual transmission. It is 
generally believed that HAM/TSP is primarily the result of 
an autoimmune process against the central nervous system 
somehow initiated by the viral infection.

Epidemiologic studies have shown that about 2% to 
5% of individuals seropositive for HTLV-1 will develop 
ATL. The virus is transmitted from mother to infants 
through mother’s milk and in adults is transmitted through 
sexual contact and through contaminated blood. The latency 
period between the time of infection and the development of 
ATL can vary from a few years to as long as 40 years. There is 
some evidence to suggest that the virus’s role in leukemogen-
esis may be direct, in that the virus alone appears to be suf-
ficient to initiate a series of events that may lead to leukemia 
independent of subsequent environmental factors.

Molecular studies suggest a possible direct role of 
HTLV-1 as an etiologic agent in ATL. In the life cycle of a 
retrovirus, the provirus (i.e., the double-stranded DNA copy 
of the viral RNA genome) becomes integrated into the cellu-
lar genome at random positions as part of the life cycle of the 
virus. In the leukemic cells of an ATL patient, however, the 
viral sequences are found integrated in the same place in each 
cell, although the site of integration varies from leukemia to 
leukemia. This indicates that ATL is clonal and all of the 
leukemic cells must necessarily derive from a single cell, and 

that the viral infection must have preceded the expansion of 
the tumor.

HTLV-1 is also a transforming virus capable of 
immortalizing normal human umbilical cord blood lympho-
cytes (T-cells) in vitro. The mechanism by which HTLV-1 
induces leukemogenesis is different from that of the other 
chronic leukemia retroviruses studied in animals, such as the 
avian leukosis virus or the murine leukemia virus.

The fact that the HTLV-1 provirus integration site 
varies from leukemia to leukemia is consistent with the 
HTLV-1 genome encoding a factor that is critical in the 
early stages of leukemogenesis. HTLV-1 and its relative 
HTLV-2 belong to a distinct group of retroviruses that has 
been referred to as trans-regulating retroviruses and includes 
the bovine leukemia virus, the biology of which is actually 
quite similar to that of HTLV-1 and HTLV-2. This group 
of retroviruses differs from the chronic leukemia viruses 
and the acute leukemia viruses as depicted in Figure 6-5 by 
the fact that they contain additional genes at the 3′ end of 
the genome. This region is called the X region and encodes 
trans-regulatory factors involved in transcriptional activa-
tion, translational control, and mRNA transport from the 
nucleus. Two unique regulatory genes, tax and rex, encoded 
by this region have been particularly well studied.129 The 
tax gene serves as a master key for activating transcription 
from the viral long terminal repeat (LTR), and the rex gene 
is involved in the transport of specific viral messenger RNA 
species from the nucleus to the cytoplasm.

There is good evidence supporting a direct role for 
tax as a transforming gene in the causation of ATL. Tax 
can immortalize human CD4-positive T cells in an IL-2– 
independent manner, transform rodent fibroblasts in tissue 
culture, and induce tumors in transgenic mice.129 Multiple 
transforming activities of Tax have been described that have 
been linked to its ability to either activate specific cellular 
transcription factors or affect the cell cycle through interac-
tions with cell-cycle-inhibitors and inhibiting apoptosis and 
cellular DNA repair.

Tax transactivates the viral LTR promoter through its 
interaction with CREB/ATF-1, CBP/p300, and the Tax-
responsive 21-bp repeat element (TRE).129 In addition, the 
tax gene product has been shown to activate transcription 
of specific cellular genes, including lymphokines, the IL-2 
gene, and the IL-2 receptor gene through the NFκB path-
way.130 It is felt that HTLV-1 may initiate the leukemogenic 
process through activation of specific cellular genes by tax. 
One mechanism by which HTLV-1 could induce cellular 
proliferation and immortalization could involve an autocrine 
loop through the tax-mediated stimulation of both IL-2 and 
its receptor. Tax-mediated activation of cellular genes may 
also involve paracrine mechanisms. Tax has also been shown 
to activate the expression of a group of nuclear oncogenes, 
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including c-fos, c-egr, and c-jun.129 The mechanism by which 
Tax activates these various cellular promoters is through 
interactions with cellular transcription factors. The factors 
identified include CREB and the CRE modulator protein 
(CREM), the NFκB family of proteins, and the serum 
response factor (SRF).

Tax also binds and inactivates the inhibitory proteins 
of NFκB called IκB.131,132 There is a complex of IκB pro-
teins, most notably IκBα, that bind and retain NFκB in the 
cytoplasm until there is a signal for activation, when IκBα is 
targeted for proteolysis, releasing NFκB to translocate into 
the nucleus to activate transcription of its downstream effec-
tors. Through binding IκB, Tax destabilizes the IκB/NFκB 
complex and activates NFκB. Thus the Tax mechanism of 
activation of genes under the control of NFκB appears to be 
two pronged, first, through the suppression of its cytoplas-
mic tether, IκB, and second through binding NFκB directly 
and bridging it with the basic transcriptional machinery.

In addition to its transcriptional activation functions, 
Tax also affects many aspects of the cell cycle. Tax can com-
plex with p16INK4A, a cell cycle inhibitor, which binds 
and inhibits the activity of cell cycle–dependent kinase 4 
(cdk4).133 Cdk4 works with cyclin D to phosphorylate and 
inactivate the retinoblastoma protein (pRB). The conse-
quence of Tax inactivation of p16INK4A is therefore the 
activation of cyclin D/cdk4 and the inactivation of pRB, 
which in turn leads to cell cycle activation, driving the pro-
liferation of cells from G1 to S. The pathway regulating pRB 
is commonly targeted by the DNA tumor virus oncopro-
teins, as discussed earlier in this chapter. In addition, Tax is 
capable of inactivating p53 functions,134 inducing p21CIP 
expression,135 and inhibiting apoptosis and DNA repair.136 
In addition, Tax can dramatically perturb mitotic regulation, 
causing micronuclei formation, cytokinesis failure, and chro-
mosome instability.137 HTLV-1 also encodes a protein on 
its minus strand called the HTLV-1 basic leucine zipper fac-
tor (HBZ) that may also be important to the leukemogenic 

activity of the virus. HBZ is expressed in ALT cells and pro-
motes proliferation of T cells.138

The activities of Tax and HBZ are likely important for 
the direct role of HTLV-1 in the initiation and progression 
of leukemogenesis.129

HIV, AIDS, and Cancer

The human immunodeficiency viruses (HIV-1 and HIV-
2) are members of a distinct subclass of retroviruses called 
lentiviruses.139 Similar to HTLV-1, the HIVs also infect 
CD4-positive T lymphocytes. Beyond sharing a common 
cellular host for replication, however, the viruses are not 
closely related and do not share any serologic cross reactivity. 
HIV-1 and HIV-2 are associated with AIDS. These viruses 
themselves do not appear to play a major direct etiologic role 
in any specific human tumors. Patients with AIDS, however, 
do have a high incidence of specific tumors including KS 
and other cancers that are often caused by specific viruses.140 
Indeed, one of the earliest diagnostic features of AIDS in 
homosexual males can be KS, a tumor that was regarded 
as extremely rare before the current AIDS epidemic. The 
etiology of KS involves the Kaposi’s sarcoma herpesvirus 
(KSHV or HSV-8) and is due to the uncontrolled prolif-
eration of an activated microvascular endothelial cell, which 
is believed to be the cell of origin in KS (see earlier section 
on KSHV).

Other tumors often seen in AIDS patients include 
non-Hodgkin’s lymphomas and papillomavirus-associated 
cancers, including anal squamous cell carcinomas and cervical 
cancer. Because of the immunodeficiency in AIDS patients, 
viral infections are common, and some of the tumors seen in 
these patients likely have a viral etiology. For instance, a high 
percentage of AIDS patients develop lymphomas, includ-
ing central nervous system lymphomas. Some, but not all, 
of these lymphomas may be accounted for in part by the 
emergence of populations of B lymphocytes transformed by 
EBV. It is also possible that HTLV-1 may account for some 
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Figure 6-5 The genomic organization of different types of retroviruses The prototype retrovirus represented in the figure by the chronic 
leukemia viruses. It contains regulatory sequences at each end derived from the long terminal repeat (LTR) elements of the virus as well as the coding 
sequences for the viral proteins gag, pol, and env. The acute transforming retroviruses are defective viruses. Acquired onc sequences from the cellular 
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region and encodes the tax and rex genes.
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lymphomas in patients with AIDS. AIDS patients are often 
infected by papillomaviruses and HBV. The genital warts, 
anal and anal squamous cell carcinomas, and cervical cancers 
seen in these patients are due to the specific HPV types that 
are oncogenic in immunocompetent individuals.

Human Polyomaviruses and Cancer

SV40

There have been periodic reports dating back to the 1970s 
claiming the presence of SV40 DNA of SV40 in a variety 
of different human cancers, including osteosarcomas, meso-
theliomas, pancreatic tumors, and brain tumors. A potential 
role of SV40 in some human cancers has been a very contro-
versial area that has received scrutiny from investigators in 
the field and from the National Cancer Institute. I will not 
summarize all of these studies, but instead refer the reader to 
a recent review of this controversial subject.141,142

SV40 is a nonhuman primate virus that naturally 
infects Asian macaques. The major source of human expo-
sure to SV40 was through contaminated poliovirus vaccines 
that were given between 1955 and 1963. SV40 is a highly 
oncogenic virus in rodent cells and has served as an extremely 
valuable model for determining the various mechanisms by 
which DNA tumor viruses transform cells and contribute 
to tumor formation. However, there is no epidemiologic evi-
dence indicating a higher risk of cancers among the popula-
tions of individuals who received the SV40-contaminated 
vaccine.

There is also no compelling data that the virus is cir-
culating among human communities. SV40 is closely related 
to the human polyomaviruses BK and JC, and much of the 
seroreactivity to SV40 seen in humans can be accounted 
for by cross reactivity with BK and/or JC virus. In addition, 
much of the data claiming an association of SV40 DNA 
with human tumors have been gathered by the use of PCR 
assays, which are error prone, and have been difficult to con-
firm. Furthermore, the PCR primers used in many of these 
studies would detect sequences that are present in many 
laboratory plasmid vectors, raising the possibility of labo-
ratory contamination. Indeed, studies suggest that flawed 
PCR detection methodologies and laboratory plasmids 
might have contributed significantly to the positive claims 
for SV40 tumor associations.143,144

BKV and JCV

There have been periodic claims that the human polyoma-
viruses BK and JC are also associated with specific human 
cancers. Infections with both of these viruses are widespread 
in humans as measured by seroreactivity. They encode tumor 
(T) antigens similar in function to SV40 large T antigen and 

can functionally inactivate the p53 and pRB pathways. For 
JC virus, which is the cause of progressive multifocal leuko-
encephalopathy (PML), there have been reports of DNA and 
T antigen in brain tumors of patients with or without PML. 
This is a provocative association that will need confirmation 
and validation. A number of studies have found an associa-
tion of BK virus with a variety of different types of cancers 
as well as precancerous lesions of the prostate. The presence 
and potential role of these viruses in the cancers with which 
they have been found will also need to be further explored.

Merkel Cell Polyomavirus

In 2008, Yuan Chang and Patrick Moore identified a new 
human polyomavirus by deep sequencing techniques that they 
called the Merkel cell polyomavirus (MCV) in human Merkel 
cell carcinomas (MCC).145 MCC is a relatively rare cancer in 
humans that was first described in 1972 by Cyril Toker.146 
MCC is an aggressive tumor seen in immunosuppressed indi-
viduals and the elderly. MCV DNA is clonally integrated into 
the positive cancers, suggesting an etiologic role in the cancers. 
Furthermore, the expression of the virally encoded tumor anti-
gens is required to maintain the cancer cells in tissue culture, 
strongly implicating the virus as the cause of these cancers.

Like the other human polyomaviruses, MCV is quite 
common, and initial infection occurs in childhood.147 MCV 
can be found on the skin of healthy individuals148 and appears 
ubiquitous in the human population. MCV DNA and its 
expression can be found in over 80% of MCCs, supporting 
an active role of the viruses in these cancers. Only a portion of 
the early region encoding the first half of the large T antigen 
as well as the small t antigen is expressed in the MCV-positive 
cancers, as recently reviewed.149 Molecular biology research 
on MCV is a very active area of research to identify the mech-
anisms by which MCV transforms cells and contributes to 
cancer. There are also studies ongoing to determine whether 
MCV is associated with human cancers in addition to MCC.

Bacteria and Cancer

Helicobacter pylori and Gastric Cancer

Helicobacter pylori entered the scientific lexicon during the 
mid-1980s with the work of Robin Warren and Barry 
Marshal, who first cultured the bacterium and determined 
that it was the causative agent of most gastric and duode-
nal ulcers.150,151 For their work, they shared the 2005 Nobel 
Prize in medicine, as well as upending the notion that gastric 
ulcers were mainly caused by stress and diet.

H. pylori (first known as Campylobacter pyloridis) is 
a gram-negative, flagellated spiral or curved bacillus that 
colonizes the stomach via attachment to gastric epithelial 
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cells. The complete genome was sequenced in 1997152 and 
predicted to encode for approximately 1500 ORFs, many 
involved in adaptation for growth in the inhospitable acidic 
environment of the stomach. Infection is found in over 80% 
of the worldwide population, although a much smaller pop-
ulation develops gastric ulcers due to infection.

Two human cancers have been correlated with H. pylori 
infection: gastric cancer and MALT (mucosa-associated 
lymphoid tissue) lymphoma of the stomach. The correlation 
was strong enough that H. pylori was categorized as a car-
cinogen by the International Agency for Research on Can-
cer (IARC). Gastric cancers are the fourth most common 
cancer worldwide. Since the isolation of the organism and 
the sequencing of its genome, a number of potential trans-
formation mechanisms have been proposed, involving both 
epithelia and immune cell populations. There are a number 
of possible mechanisms related to H. pylori–induced trans-
formation. One observation is that H. pylori produces excess 
free radicals, leading to host cell DNA damage and the accu-
mulation of host cellular mutations.

A potentially oncogenic factor produced by H. pylori is 
the CagA protein. CagA is injected in gastric epithelial cells 
via type-IV secretion and has been shown to alter a number 
of signal transduction pathways.153 One target of CagA is 
SHP-2, a tyrosine phosphatase implicated in some human 
cancers. CagA induces SHP-2 activation, leading to disrup-
tions in cell adhesion and cell junctions and an increase in 
cell motility. Another factor produced by the bacterium is 
VacA, a secreted vacuolating cytotoxin protein that inhib-
its the ability of T lymphocytes to neutralize infection and 
allows the bacterium to evade the immune system and set 
up a chronic infection. Another proposed mechanism of H. 
pylori–induced transformation has been called a perigenetic 
pathway which refers to the effect that chronic inflammation 
has on host epithelial cells (reviewed in Ref. 154). Infection 
can induce TNF-α and IL-6, which can alter host cell adhe-
sion and lead to migration of mutated cells.

Parasites and Cancer

Parasites were perhaps the first infectious agents to be poten-
tially linked with human cancer. In 1900, Askanazy reported 
a link between Opisthorchis felineus infection and liver cancer, 
and Goebel published a report incriminating Bilharzia infec-
tions (schistosomiasis) with human bladder cancer.155 Indeed, 
the Nobel Prize in medicine was awarded to Johannes Fibiger 
in 1926 for studies linking a nematode with tumors in rats; 
however, those studies could not be reproduced. Today there 
are two well-established associations of parasites with human 
cancer: schistosomiasis with bladder cancer and liver flukes 

with cholangiocarcinoma. The major burden for parasite-
associated cancers is in developing countries.

Schistosomiasis and Bladder Cancer

Schistosomiasis, also known as bilharzia, is a parasitic dis-
ease caused by trematodes from the genus Schistosoma. S. 
haematobium is responsible for urinary schistosomiasis and 
can cause chronic infections that can lead to kidney damage 
and to bladder cancer. S. haematobium infections are a signifi-
cant public health problem in much of Africa and the Mid-
dle East, second only to malaria among parasitic diseases. 
Bladder cancers associated with S. haematobium are squa-
mous cell cancers and are histologically different from the 
transitional-cell carcinomas that are more commonly seen 
in the United States and Europe. The mechanism by which 
S. haematobium causes bladder cancer is unknown but most 
likely is a consequence of a persistent, chronic infection.

Liver Flukes and Cholangiocarcinoma

Opisthorchis viverrini and Clonorchis sinensis are liver flukes  
(a type of flatworm) that are associated with an increased 
risk of cholangiocarcinomas. Infections with these liver 
flukes come from eating raw or undercooked fish. They occur 
almost exclusively in East Asia and are rare in other parts of 
the world. Cholangiocarcinoma is more common in areas 
of endemic liver fluke infection (Hong Kong, Thailand).  
O. viverrini is endemic in northeast Thailand and is esti-
mated to infect approximately 9 million people. C. sinensis 
infects approximately 7 million people in China and other 
parts of the Far East. Liver flukes usually enter the human 
gastrointestinal tract after ingestion of raw fish, and the 
parasites then travel via the duodenum into the host’s intra-
hepatic or extrahepatic biliary ducts. Liver flukes cause bile 
stasis, inflammation, periductal fibrosis, and hyperplasia, 
with the subsequent development of cholangiocarcinoma.

Perspectives

Infectious agents play a major role in human cancer, either 
as direct or indirect carcinogens. In this chapter I have 
reviewed the association of a number of agents that have 
been generally accepted as playing a major role in human 
cancer. I have also discussed the controversy surrounding 
SV40 as a potential oncogenic agent. There are other agents 
that have been implicated in the literature but for which the 
data are not yet compelling. Individual infectious agents 
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contribute to carcinogenesis in different ways. Some, like 
HPV and cervical cancer or HTLV-1 and ATL and per-
haps MCV and MCC, do so in a direct manner through 
oncogenic proteins encoded by the virus. Others, like the 
liver flukes and cholangiocarcinomas and S. haematobium 
and bladder cancer, likely do so through indirect mecha-
nisms involving persistent infection and inflammation. 
The criteria that are generally used to determine whether 
or not an agent is carcinogenic must therefore necessarily 
involve a combination of epidemiology and molecular biol-
ogy. Several questions arise. Are there additional unknown 

infectious agents associated with human cancer? If so, what 
cancers, and how can they be discovered? Certainly cancers 
in immunologically compromised individuals are good can-
didates for an infectious etiology. Also, advances in array 
technologies and bioinformatics searching tools should pro-
vide important platforms to examine such cancers. Another 
question is whether some very ubiquitous infectious agents 
might contribute to the initiation of some cancers, but do so 
in a hit-and-run fashion such that a molecular fingerprint is 
not left behind. How will the role of such agents in human 
cancers be discovered?
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Introduction to Cancer and  
the Environment

Environment, Genetics, and Cancer

Overall human cancer risk is determined by complex inter-
actions between host genetics and environmental exposures. 
On exposure to a cancer-causing agent, a cascade of events is 
set into motion that converts normal cells into cancer cells. 
This process is referred to as carcinogenesis, and cancer-caus-
ing agents are referred to as carcinogens. Hundreds of con-
firmed and suspected environmental carcinogens have been 
identified. Environmental factors are generally believed to 
account for a significant portion of cancer mortality world-
wide. In the context of the current chapter, we refer to the 
environment as any substance or agent that is normally pres-
ent outside of the human body and that interacts with the 
human body to increase cancer risk. Genetically controlled 
host factors also contribute to cancer risk, primarily through 
modulation of responses to environmental agents. Under-
standing the causes of cancer and the underlying mecha-
nisms that lead to cancer development provides a rational 
basis for developing prevention strategies. In this chapter, 
we discuss the major known environmental causes of cancer 
and, where applicable, underlying mechanisms. In addition, 
where known, significant gene-environment interactions are 
highlighted.

History of Chemicals and Cancer

The environmental contribution to chronic diseases such 
as cancer has been recognized for centuries.1,2 In 1775, Dr. 
Percival Pott observed that chimney sweeps experienced an 
increased incidence of scrotal cancer, which was attributed 
to frequent and heavy exposure to soot. A century later, an 
excess of skin cancers was reported in coal tar workers in 
Germany and related to their occupational exposure. In the 
early 20th century, these observations were experimentally 
validated by Yamagiwa and Ichikawa, who demonstrated 

that multiple topical applications of coal tar to rabbit ears 
induced skin carcinomas. These studies were the first to 
demonstrate that a complex mixture was capable of induc-
ing cancer. Sir Ernest Kennaway and others furthered these 
studies in the 1920s and 1930s. The group fractionated 
coal tar with the goal of isolating the principal carcinogenic 
agent. Fractions were screened for a characteristic blue-violet 
fluorescence spectrum, which was highly correlated with 
carcinogenic potency.3 Ultimately, benzo[a]pyrene (B[a]P), 
which is composed entirely of carbon and hydrogen (Figure 
7-1), was identified, synthesized, and shown to be a potent 
carcinogen in animal models. Collectively, these important 
early studies indelibly transformed the study of environmen-
tal carcinogenesis. In isolating a compound from coal tar that 
could induce cancer in animals, an occupational carcinogen 
exposure was linked to cancer incidence, and the utility of 
animal models of carcinogenicity in the interpretation of 
human epidemiologic associations was established.

Kennaway’s studies in the early 20th century imme-
diately preceded major progress in understanding the bio-
chemical nature of genetic material and cellular replication. 
Beginning shortly after the discovery of benzo[a]pyrene, 
Avery and colleagues pursued experiments to reveal the iden-
tity of the transforming material of pathogenic Streptococcus 
pneumoniae. Results of their analyses showed that nucleic 
acids carried genetic information, although their findings 
were not widely accepted until the 1950s when Hershey and 
Chase published data demonstrating that DNA is the genetic 
material of viruses. Shortly thereafter, work with mutagenic 
mustard gas suggested that DNA was the target of carcin-
ogens, and data published in the early 1960s revealed that 
mutagens covalently modify DNA.1 Further, the carcino-
genic potency of a series of hydrocarbons was positively cor-
related with the extent of their reaction with DNA. These 
and other studies provided compelling evidence for DNA as 
a target of carcinogens and gene mutation as a major mecha-
nism whereby agents induce cancer. With this foundational 
knowledge, the list of known carcinogens has grown rapidly, 
along with a greater understanding of the mechanisms of 
cancer development associated with these agents.

7Erika L. Abel and John DiGiovanni
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Causes of Cancer

Epidemiology and Causal Criteria

The landmark findings of Kennaway, Avery, Hershey, Chase, 
and others in the early part of the 1900s guided a period of 
rapid advancement in the laboratory concerning the molec-
ular basis of cancer. In contrast, the discovery of specific 
human carcinogens has been largely guided by epidemiologic 
studies of cancer incidence. The study of worldwide cancer 
incidence patterns, including analysis of cancer risk among 
migrant populations, has confirmed the critical role of envi-
ronment in determining cancer risk. Studies of exposure 
cohorts and observational studies of cancer incidence have 
been especially crucial in the identification of the biologic, 
physical, and chemical agents capable of causing cancer. Sim-
ilarly, epidemiologic studies have revealed numerous lifestyle 
choices and socioeconomic factors associated with increased 
risk of cancer.

Cancer risk is known to vary extensively worldwide.4 
For instance, liver cancer risk varies 20- to 40-fold interna-
tionally; the incidence is highest in eastern Asia and lowest 
in northern Europe and Central America. Prostate cancer 
rates are high in the United States, Canada, and Scandinavia, 
especially in comparison with the rates in China and other 
Asian countries. Similarly, breast cancer risk has historically 
been higher in the United States and European countries 
than in Asia, Africa, and South America. These observations 
suggest that (1) genetic differences among ethnic groups 
alter cancer risk and/or (2) differences in environmental 
exposures among geographic locations affect the risk of 
developing cancer.

Capitalizing on known ethnic variation in cancer rates, 
analysis of cancer risk in migrant populations has been under-
taken and has yielded important information concerning the 
relative contribution of environment versus genetics in can-
cer etiology. In these studies, the rate of cancer in migrant 
cohorts is compared with the rate of cancer among people 
of the same ethnicity living in the country of origin and to 
the cancer rate of people in the destination population. For 
example, breast cancer incidence among Asian immigrants 
to the United States has been compared with that of women 
still living in their country or region of origin.5 The breast 
cancer risk of Asian American women born in the East has 
been shown to rise with increasing number of years lived in 
the West. Ultimately, the risk of breast cancer among Asian 
American women approaches that of U.S.-born White 
women and is significantly higher than that of Asian women 
still living in the country of origin. Numerous studies of this 
kind demonstrate that even while in the first generation fol-
lowing relocation, immigrant populations assume a pattern 
of cancer risk in common with native populations rather 
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than with populations in their country of origin. These stud-
ies imply that environmental factors play a significant role in 
determining cancer risk. Similarly, studies of cancer risk in 
twins have suggested the importance of environmental fac-
tors in determining overall cancer risk.

Recent population-based evidence further underscores 
the overall importance of environmental factors in deter-
mining cancer risk. Cancers that were once associated with 
affluence and/or the Western lifestyle are on the rise in less 
developed countries. Rates of colon, breast, and lung cancers 
in developing countries have increased as their economies 
have transitioned.4,6 Multiple factors likely contribute to this 
trend, including non-genetically controlled influences such 
as tobacco use, diet, and physical activity.

In addition to population-based evidence, case-control 
and cohort studies have been used to identify specific envi-
ronmental agents and factors that are now considered to be 
human carcinogens. To assess the likelihood that a particular 
environmental exposure is causally linked to cancer, epide-
miologic data are interpreted in the context of mechanistic 
data and other considerations. The strength of evidence for 
a causal role in cancer development is evaluated using cri-
teria developed as a modification of Bradford-Hill’s criteria 
(1965) for assessment of evidence of causation7:
  
 1.  Strength of Association: Large-magnitude effects on can-

cer risk are less likely than small-magnitude effects to be 
due to chance.

 2.  Temporal Relationship: To be causal, the environmental 
exposure must have happened in advance of the appear-
ance of cancer.

 3.  Biologic Plausibility: Relationships that can be supported 
by laboratory evidence or a plausible mechanistic hypoth-
esis are more likely to be causal relationships.

 4.  Dose-Response Relationship: Studies that demonstrate a 
gradient in disease outcome whenever a gradient in expo-
sure has occurred provide stronger support for a causal 
relationship than those studies that do not demonstrate a 
positive correlation between dose and response.

 5.  Consistency: The most probable causal relationships 
are consistently demonstrated in multiple studies of the 
exposure-disease relationship.

  
Using these criteria, numerous cancer-causing agents 

and/or risk factors have been identified for further character -
ization.

Known Cancer Risk Factors

In a landmark paper published in 1981, Doll and Peto 
summarized available epidemiologic data to estimate the 

percentage of U.S. cancer deaths attributable to a variety of 
environmental and lifestyle influences. Their analyses sug-
gested that as many as 60% of all cancer deaths could be 
attributed to two environmental factors: diet and tobacco 
use.8 More than 30 years later, these estimates appear to 
remain valid; diet and tobacco use continue to be primary 
determinants of cancer mortality. Additional factors cited 
by multiple investigators and regulatory agencies as contrib-
uting to cancer risk include occupation, radiation, alcohol, 
pollution, infections, medications, and reproductive and 
socioeconomic factors.

Smoking

Tobacco use remains the single most important and avoidable 
factor in determining cancer risk.9,10 Smoking is estimated to 
contribute to at least 30% of all cancer deaths. Lung, bladder, 
esophageal, pancreatic, uterine, oral, and nasal cavity cancers, 
among others, have all been associated with tobacco use. 
Approximately 90% of all lung cancer deaths can be attrib-
uted to smoking. Lung cancer risk is greatest for persons who 
begin smoking at an early age and continue smoking for many 
years, and the risk of tobacco smoke–induced lung cancer is 
directly proportional to the dose inhaled. Tobacco smoke is 
a complex mixture of chemicals, 55 of which are known or 
suspected human carcinogens (Table 7-1). On absorption in 
the lungs, these agents may act locally or at distal sites to  
(1) induce DNA damage and (2) alter cellular growth and 
proliferation. A synergistic effect has been noted in the case 

Table 7-1 Carcinogens in Tobacco Smoke

Carcinogen Class No. of Compounds Example Compound

Polycyclic aromatic 
hydrocarbons

10 Benzo[a]pyrene
5-Methylchrysene
Dibenz[a,h]anthracene

Aza-arenes 3 Dibenz[a,h]acridine

N-nitrosamines 7 4-(Methylnitrosamino)-1-(3-
pyridyl)-1-butanone (NNK)

N-Nitrosodiethylamine

Aromatic amines 3 4-Aminobiphenyl

Heterocyclic amines 8 2-Amino-
3-methylimidazo[4,5-f]
quinoline

Aldehydes 2 Formaldehyde

Miscellaneous organic 
compounds

15 1,3-Butadiene
Ethyl carbamate

Inorganic compounds 7 Nickel
Chromium
Cadmium
Arsenic

Total 55

Adapted from Hecht SS. Tobacco smoke carcinogens and lung cancer. J Natl Cancer Inst 
1999;91:1194.
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of combined tobacco use and heavy alcohol use. Despite 
antitobacco sentiment, approximately one fifth of U.S. citi-
zens are still smokers, and smoking rates in countries such as 
China remain high; therefore, smoking-induced cancers are 
likely to continue to be prevalent worldwide.

Diet

The effects of diet on cancer risk have been attributed both 
to dietary chemical constituents and to overall energy con-
sumption. As many as 14% to 30% of cancer deaths have 
been attributed to overweight and obesity. Overweight and 
obesity, as defined by the ratio of weight to height known as 
body mass index (BMI), are prevalent at epidemic propor-
tions in the United States and other developed countries. 
Overweight and obesity have been associated with elevated 
risk of cancers of the colon, breast, endometrium, kidney, 
liver, pancreas, gallbladder, ovary, cervix, rectum, and esopha-
gus as well as risk of non-Hodgkin’s lymphoma and mul-
tiple myeloma. In addition, animal studies have consistently 
demonstrated that restricting calorie intake can significantly 
reduce cancer risk, whereas inducing obesity can significantly 
elevate cancer risk. Despite these findings, a complete under-
standing of the mechanistic basis for the effect of dietary 
energy balance status on cancer formation is not conclusively 
known.11 Elevated steroid hormone production in adipose 
tissue has been proposed as the basis for obesity-induced 
endometrial and breast cancers; adipose-derived leptin, adi-
ponectin, and proinflammatory molecules may affect cancer 
development more broadly. Recent studies have suggested 
that alterations in circulating insulin-like growth factor 1 
(IGF-1) levels may account for some of the effects of altered 
dietary energy balance status on cancer risk.12

In addition to excess calorie intake, certain dietary 
constituents may affect cancer risk.13 In the United States, 
cancer risk due to food additives is presumed to be quite low 
because the U.S. Food and Drug Administration (FDA) 
strictly regulates food additive use. In 1958, an amendment 
to the Food, Drugs, and Cosmetic Act of 1958, referred to 
as the Delaney Clause, was approved and stated that “the Sec-
retary (of the FDA) shall not approve for use in food any 
chemical additive found to induce cancer in man, or, after 
tests, found to induce cancer in animals.” Presumably, there-
fore, cancer risk due to food additive consumption is quite 
low. Nonetheless, inadvertent food contaminants such as the 
plasticizer bisphenol A remain a source of concern. Bisphe-
nol A is a weak endocrine-disrupting agent that has been 
associated with a variety of health effects including increased 
cancer risk. Fungal toxins such as aflatoxins are food contam-
inants resulting from mold growth on foodstuffs. Several of 
these toxins have been shown to be extremely potent muta-
gens and in some cases potent carcinogens (e.g., aflatoxin B1 
[AFB1]). Red meat consumption has been associated with 

elevated colorectal cancer risk, possibly due in part to the 
carcinogenic nitrosamine and heterocyclic amine content of 
preserved or heat-treated meats.

Although examples of carcinogenic dietary constitu-
ents can be identified, a possibly greater dietary determinant 
of cancer risk is consumption of anticarcinogenic fruits and 
vegetables. Consumption of fruits and vegetables has con-
sistently been linked to reduced cancer risk for a variety of 
cancer types. Fruits and vegetables contain numerous antiox-
idant compounds, which may guard against oxidative DNA 
damage or other forms of carcinogenic assault. In fact, tea 
phenols such as epigallocatechin-3-gallate (EGCG), the tur-
meric component curcumin, grape-derived resveratrol, and 
lycopene from tomatoes are all proposed cancer preventive 
agents.14 On the other hand, excess consumption of herbal 
health supplements is an emerging dietary concern due to 
their widespread use in the absence of proper validation or 
safety assessment. As an example, renal failure was noted 
in women who consumed weight-reducing Chinese herbal 
pills. The pills were inadvertently substituted with a nephro-
toxic herb, Aristolochia fangchi, containing aristolochic acids. 
Aristolochic acids are mutagenic and carcinogenic, and a 
high rate of urothelial carcinoma was noted in the popula-
tion of women who consumed these pills.15

Occupation

Many carcinogens have been identified at the cost of human 
exposure and cancer incidence that occurred as a result of 
industrialization. Human epidemiologic studies highlight 
the potency of chemical and physical carcinogens and how 
lack of understanding leads to lack of preparation and 
protection.16-18 In the 1800s, high incidence of bladder 
cancer among workers in the aniline dye industry was rec-
ognized. Later, evidence was reported demonstrating that 
2- napthylamine and benzidine were two carcinogenic agents 
responsible for this unusual cancer incidence. Also during 
the early 1900s, nearly 5000 workers were hired to apply 
luminous radium-containing paint to watch and instrument 
dials. Because of their occupational radiation exposure and a 
lack of precautionary practices, a large excess of bone cancers 
was noted among this cohort. Thousands of workers were 
exposed to vinyl chloride before its ability to induce angio-
sarcoma of the liver was recognized. Since the 1970s, strict 
workplace regulations and protective measures in the United 
States have largely prevented such dramatic incidents. The 
Occupational Safety and Health Administration (OSHA) 
was signed into existence in 1970 by the U.S. government 
with the goal of ensuring worker safety and health by 
improving the workplace environment. OSHA sets the legal 
limit for worker exposure to hazardous compounds in the 
United States. These limits are referred to as permissible expo-
sure limits (PELs). PELs have been issued for approximately 
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500 chemicals, a portion of which are known or suspected 
carcinogens. Also created in 1970, the Environmental Pro-
tection Agency (EPA) is charged with protecting human 
health and the environment. In addition to other roles, the 
EPA regulates the release of industrial pollution, including 
carcinogens. Before these institutions were in place, employ-
ment in a wide variety of settings was linked to elevated risk 
of numerous cancers (Table 7-2).

Despite regulatory measures, occupational exposure to 
carcinogens continues. In the U.S. President’s Cancer Panel 
Report of 2008-2009,19 members highlighted 14 types of 
environmental contaminants from industrial, manufactur-
ing, and agricultural sources (polyhalogenated biphenyls, 
asbestos, chromium, perchloroethylene/trichloroethyl-
ene, particulate matter, mercury, formaldehyde, endocrine-
disrupting chemicals, atrazine, DDT, nitrogen fertilizers, 
phosphate fertilizers, and veterinary pharmaceuticals) due to 
their cancer-causing potential and high probability of human 
exposure. The group estimated that millions of workers con-
tinue to be exposed to high levels of these and other agents 
each year. The families of exposed workers also experience 
higher than average exposure due to home contamination 
and may be at elevated cancer risk. As examples, chromium 
used in leather tanning, manufacture of dyes and pigments, 
wood preservation, and chrome plating is an established risk 
factor for lung cancer. Perchloroethylene, heavily used in 

dry-cleaning businesses, is classified as a probable carcino-
gen by the International Agency for Research on Cancer 
(IARC), and formaldehyde (a group 1 human carcinogen) is 
a synthetic starting material in manufacturing and a widely 
used disinfectant and preservative.

Causes of Cancer by Organ Site

Although an extensive list of known human carcinogens has 
been collected, the cause of many common cancers is still 
unknown. As shown in Table 7-3, gastric, liver, and cervi-
cal cancers are each clearly linked with biologic carcinogens: 
Helicobacter pylori, hepatitis B virus (HBV), and human pap-
illomavirus (HPV), respectively. The vast majority of lung 
cancer cases can be linked to tobacco use, and mesothelioma 
incidence is strongly correlated with exposure to asbestos. 
In contrast, the causes of most brain, pancreas, and prostate 
cancers remain largely unknown. For many other cancer 
types such as bone cancers, relatively rare exposures have 
been causally linked to incidence, yet the associated attribut-
able risk is quite low. The remainder of cases continues to 
be largely unexplained. In general, linking particular cancers 
to specific exposure events can be problematic, and further 
work is necessary to uncover the primary causes of a signifi-
cant number of cancers. Limiting factors include the inability 
to accurately estimate exposure dose and duration and a lack 
of understanding of combinatorial effects in multi-exposure 
events and finally lack of adequate biomarkers of exposure.

Classes and Types of Carcinogens

Carcinogen Evaluation and Classification

The U.S. National Toxicology Program (NTP), the 
World Health Organization’s International Agency for 
Research on Cancer (IARC), the U.S. EPA, and other agen-
cies characterize and report the carcinogenicity of environ-
mental agents and other factors (including drugs). Each 
entity independently evaluates the available evidence to rate 
the cancer-causing potential of a chemical, chemical mixture, 
occupational exposure, physical agent, biologic agent, or life-
style factor. The most frequently referenced database is the 
IARC Monographs on the Evaluation of Carcinogenic Risks 
to Humans. IARC defines carcinogens as agents “capable 
of increasing the incidence of malignant neoplasms, reduc-
ing their latency, or increasing their severity or multiplicity.” 
Agents are selected for evaluation on the basis of two factors:  
(1) evidence of potential carcinogenicity and (2) known 
exposure of humans. During the scientific review and 
evaluation of potential carcinogens, a working group is 

Table 7-2 Environmental Carcinogens Associated with Occupation

Occupation Carcinogen Exposure Associated Cancer 
Type

Iron and steel  
founding

PAH, chromium, nickel, 
formaldehyde

Lung

Copper mining and 
smelting

Arsenic Skin, bronchus, 
liver

Underground mining Radon (ionizing radiation ) Lung

Aluminum production PAH Lung

Coke production PAH Lung, kidney

Painting Chromium, solvents Lung

Furniture and cabinet 
making

Wood dust Nasal sinus

Boot and shoe 
manufacture

Leather dust, benzene Nasal sinus, 
leukemia

Rubber industry Aromatic amines, solvents Bladder, leukemia

Nickel refining Nickel Nasal sinus, 
bronchus

Vinyl chloride 
manufacture

Vinyl chloride Liver

Dye and textile 
production

Benzidine-based dyes Bladder

PAH, Polycyclic aromatic hydrocarbons.
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formed and charged with summarizing available data con-
cerning anticipated exposure levels, human epidemiologic 
data, and studies of cancer-producing capacity in animals. 
Although the goal of the IARC Monographs has been to 
identify carcinogens regardless of an explanatory mecha-
nism, information on mechanisms can also be used as sup-
porting data. All agents evaluated by IARC are classified 

into one of five categories as shown in Table 7-4. As of 
the most recent report, 108 agents, groups of agents, or 
exposure scenarios are listed as “Carcinogenic to Humans” 
(a partial listing is shown in Table 7-5). An additional 64 
are listed as “Probably Carcinogenic to Humans.” These 
agents are extremely diverse in structure, potency, and 
mechanism.

Table 7-3 Exposures Associated with Human Cancers, as Identified by the IARC (Partial Listing)

Cancer Site Carcinogenic Agents with Sufficient Evidence in Humans Agents with Limited Evidence in Humans

Oral cavity Alcohol, betel quid, HPV, tobacco smoking, smokeless tobacco Solar radiation

Stomach Helicobacter pylori, rubber production industry, tobacco smoking, x-rays, 
gamma radiation

Asbestos, Epstein-Barr virus, lead, nitrate, nitrite, 
pickled vegetables, salted fish

Colon and rectum Alcohol, tobacco smoking, radiation Asbestos, Schistosoma japonicum

Liver and bile duct Aflatoxins, alcohol, Clonorchis sinensis, estrogen-progestin contraceptives, 
HBV, HCV, Opisthorchis viverrini, plutonium, thorium-232, vinyl chloride

Androgenic steroids, arsenic, betel quid, HIV, poly-
chlorinated biphenyls, Schistosoma japonicum, 
trichloroethylene, x-rays, gamma radiation

Pancreas Tobacco smoking, smokeless tobacco Alcohol, thorium-232, x-rays, gamma radiation, 
radioiodines

Lung Tobacco smoking, aluminum production, arsenic, asbestos, beryllium, bis 
(chloromethyl) ether, chloromethyl methyl ether, cadmium, chromium, coal 
combustion and coal tar pitch, coke production, hematite mining, iron and 
steel founding, MOPP, nickel, painting, plutonium, radon, rubber produc-
tion, silica dust, soot, sulfur mustard, x-rays, gamma radiation

Acid mists, manufacture of glass, indoor emissions 
from household combustion, carbon electrode 
manufacture, chlorinated toluenes and benzoyl 
chloride, cobalt metal with tungsten carbide, 
creosotes, engine exhaust, insecticides, dioxin, 
printing processes, welding fumes

Skin—melanoma Solar radiation, UV-emitting tanning devices

Other skin cancers Arsenic, azathiopurine, coal tar pitch, coal tar distillation, cyclosporine, 
methoxsalen plus UVA, mineral oils, shale oils, solar radiation, soot,  
x-rays, gamma radiation

Creosotes, HIV, HPV, nitrogen mustard, petroleum 
refining, UV-emitting tanning devices

Mesothelioma Asbestos, erionite, painting

Breast Alcohol, diethylstilbestrol, estrogen-progesterone contraceptive and meno-
pausal therapy, x-rays, gamma radiation

Estrogen menopausal therapy, ethylene oxide, shift 
work resulting in circadian disruption, tobacco 
smoking

Uterine cervix Diethylstilbestrol (exposure in utero), estrogen-progestogen contraception, 
HIV, HPV, tobacco smoking

Tetrachloroethylene

Ovary Asbestos, estrogen menopausal therapy, tobacco smoking Talc-based body powder, x-rays, gamma radiation

Prostate Androgenic steroids, arsenic, cadmium, rubber 
production industry, thorium-232, x-rays, gamma 
radiation, diethylstilbestrol (exposure in utero)

Kidney Tobacco smoking, x-rays, gamma radiation Arsenic, cadmium, printing processes

Urinary Bladder Aluminum production, 4-aminobiphenyl, arsenic, auramine production,  
benzidine, chlornaphazine, cyclophosphamide, magenta production, 
2-naphthylamine, painting, rubber production, Schistosoma haematobium, 
tobacco smoking, toluidine, x-rays, gamma radiation

Coal tar pitch, coffee, dry cleaning, engine exhaust, 
printing processes, occupational exposures 
in hair dressing and barbering, soot, textile 
manufacturing

Brain X radiation, gamma radiation

Leukemia and/or 
lymphoma

Azathiopurine, benzene, busulfan, 1,3-butadiene, chlorambucil, cyclophos-
phamide, cyclosporine, Epstein-Barr virus, etoposide with cisplatin and 
bleomycin, fission products, formaldehyde, Helicobacter pylori, HCV, HIV, 
human T-cell lymphotropic virus type 1, Kaposi’s sarcoma herpesvirus, 
melphalan, MOPP, phosphorus-32, rubber production, semustine, thiotepa, 
thorium-232, tobacco smoking, treosulfan, X radiation, gamma radiation

Bischloroethyl nitrosourea, chloramphenicol, 
ethylene oxide, etoposide, HBV, magnetic fields, 
mitoxantrone, nitrogen mustard, painting, petro-
leum refining, polychlorophenols, radioiodines, 
radon-222, styrene, teniposide, tetrachloroethyl-
ene, trichloroethylene, dioxin, tobacco smoking 
(childhood leukemia in smokers’ children)

Adapted from Cogliano et al. Preventable exposures associated with human cancers. J Natl Cancer Inst 2011;103:1835.
HBV, Hepatitis B virus; HCV, hepatitis C virus; HIV, human immunodeficiency virus; HPV, human papillomavirus; IARC, International Agency for Research on Cancer; MOPP, mustargen-oncovin-procarbazine-
prednisone chemotherapy; UVA, ultraviolet A light.
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Types of Carcinogens

Carcinogens can be grouped into one of three categories 
according to their composition: (1) physical carcinogens, 
(2) biologic carcinogens, and (3) chemical carcinogens. The 
term physical carcinogen encompasses multiple types of radia-
tion (e.g., ultraviolet [UV] and ionizing radiation). Biologic 
carcinogens refer to viral and bacterial infections that have 
been associated with cancer development (e.g., human pap-
illomavirus [HPV] and hepatitis B virus [HBV]). Most 
carcinogens can be categorized as chemical carcinogens. As 
examples, heavy metals, organic combustion products (e.g., 
B[a]P), hormones, and fibers (e.g., asbestos) are considered 
to be chemical carcinogens. Note that in the discussion that 
follows, only selected carcinogens that are known to be carci-
nogenic in humans are described (see Table 7-5). For a more 
comprehensive listing of carcinogenic agents, including those 
listed in other IARC categories, refer to the WHO IARC 
monograph database (http://monographs.iarc.fr/ENG/M
onographs/PDFs/index.php) and additional references.20,21

Physical Carcinogens

Examples of physical carcinogens include UV and ionizing 
radiation. Radiation refers to flow of energy-bearing parti-
cles; ionizing radiation refers to radiation that is of sufficiently 
high energy to remove an electron from an atom or mole-
cule with which it collides. Exposure to ionizing radiation 
of various forms has been shown to cause multiple types of 
cancers. In addition, solar radiation is of sufficient energy to 
elicit photochemical damage to the skin, ultimately leading 
to cancer formation.

The incidence of skin cancers such as melanoma, 
basal-cell carcinoma, and squamous-cell carcinoma has 
risen dramatically in recent years.22 The risk of developing 
skin cancer is highest in equatorial regions and correlates 
with the number of blistering sunburns encountered dur-
ing childhood. Correlative studies such as these, in addition 
to mechanistic studies at the cellular and organismal levels, 

Table 7-4 IARC Classification of Suspected Carcinogenic Agents

Group 1: Carcinogenic to humans: Sufficient evidence of carcinoge-
nicity in humans exists or sufficient evidence of carcinogenicity in 
animals is supported by strong evidence of a relevant mechanism of 
carcinogenicity in humans.

Group 2A: Probably carcinogenic to humans: Limited evidence of 
carcinogenicity in humans exists but sufficient evidence of carcino-
genicity in animals has been demonstrated. Alternatively, inadequate 
evidence in humans with sufficient evidence in animals may be sup-
ported by strong evidence that a similar mechanism of carcinogenic-
ity would occur in humans.

Group 2B: Possibly carcinogenic to humans: Limited evidence of carci-
nogenicity in humans exists but inadequate evidence in experimental 
animals. Alternatively, this classification can be used for agents for 
which there are inadequate data in humans but sufficient evidence in 
animals or strong mechanistic data.

Group 3: Unclassifiable as to carcinogenicity in humans: Inadequate 
evidence in humans and animals exists. Alternatively, sufficient evi-
dence of carcinogenicity may exist in animals but strong mechanistic 
data predict a lack of carcinogenicity in humans.

Group 4: Probably not carcinogenic to humans: Evidence suggesting a 
lack of carcinogenicity in humans and animals exists.

IARC, International Agency for Research on Cancer.

Table 7-5 Selected IARC Known Human Carcinogens

4-Aminobiphenyl Hepatitis B virus

Arsenic Hepatitis C virus

Asbestos Human immunodeficiency virus 
type 1

Azathioprine Human papillomavirus

Benzene Human T-cell lymphotropic virus

Benzidine Melphalan

Benzo[a]pyrene 8-Methoxypsoralen

Beryllium Mustard gas

N,N-Bis(2-chloroethyl)-2- 
naphthylamine

2-Naphthylamine

Bis(chloromethyl)ether Nickel compounds

Chloromethyl methyl ether N′-Nitrosonornicotine (NNN)

1,4-Butanediol dimethanesulfonate Phosphorus-32

Cadmium Plutonium-239

Chlorambucil Radioiodines

1-(2-Chloroethyl)-3-(4-
methylcyclohexyl)-1-nitrosourea

Radium-224

Chromium[VI] Radium-226

Cyclosporine Radium-228

Cyclophosphamide Radon-222

Diethylstilbestrol Silica

Epstein-Barr virus Solar radiation

Erionite Talc-containing asbestiform fibers

Estrogen-progestogen menopausal 
therapy

Tamoxifen

Estrogen-progestogen oral 
contraceptives

2,3,7,8-Tetrachlorodibenzo-para-
dioxin

Estrogen therapy Thiotepa

Ethylene oxide Treosulfan

Etoposide Vinyl chloride

Formaldehyde X- and gamma (γ)-radiation

Gallium arsenide Aflatoxins

Helicobacter pylori Soots
Tobacco
Wood dust

IARC, International Agency for Research on Cancer.
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indicate that most skin cancers arise because of exposure to 
solar radiation. In particular, UV radiation in the 100- to 
400-nm range appears to be causative. The health effects of 
UV radiation vary according to wavelength. Consequently, 
UV radiation is examined in three regions of wavelength: 
UVA, 315 to 400 nm; UVB, 280 to 315 nm; UVC, 100 
to 280 nm. In contrast to UVC radiation, UVB and UVA 
can bypass the earth’s atmosphere, including stratospheric 
ozone; therefore, UVA and UVB are believed to contrib-
ute to a much higher attributable risk of cutaneous carcino-
genesis than UVC. Moderate UVB exposure results in an 
erythema response, and UVB is well absorbed by cellular 
molecules such as DNA, melanin, amino acids, carotene, 
and urocanic acids.23,24 UVB is more potent in inducing 
skin tumors in hairless mice than UVA. However, expo-
sure to UV light of any wavelength results in DNA dam-
age and mutation in in vitro models, and UVA also induces 
tumors in hairless mice. For this reason, excess exposure to 
any wavelength of UV light is considered unsafe, and tan-
ning beds have been placed on the IARC’s list of human 
carcinogens.

For UV radiation to produce an adverse reaction in 
skin, photon energy must be absorbed by the target biomole-
cules such as DNA. Although melanin produced by resident 
melanocytes is a critical UV radiation absorption filter, unfil-
tered photons may generate oxidative stress and/or damage 
DNA. UV irradiation of DNA results in the formation of 
pyrimidine dimers and other photodamage such as DNA 
strand breaks and pyrimidine-pyrimidone photoproducts.25 
When these lesions are not repaired, DNA mutations can 
result. The hallmark UVB radiation-induced mutations 
are C→T or CC→TT transitions. Target genes for solar 
radiation–induced mutations include but are not limited to 
TP53 (squamous-cell carcinomas [SCCs], basal-cell carci-
nomas [BCCs], melanoma), CDKN2A (melanoma), BRAF 
(melanoma), NEDD9 (melanoma), and PTCH (BCCs, pos-
sibly SCCs). UV irradiation of skin keratinocytes also alters 
numerous cell signaling pathways such as growth arrest and 
DNA damage-response (i.e., p53, GADD45, mismatch 
repair genes), apoptotic (i.e., bcl-2, fas), and mitogenic (i.e., 
ras, ERK) signaling pathways.26

In addition to solar radiation, ionizing radiation in the 
form of x-rays, nuclear fallout, and therapeutic irradiation as 
well as energy deposition from radon gas also contribute to 
the incidence of human cancers. Epidemiologic studies of 
radiation workers and atom bomb survivors of Hiroshima 
and Nagasaki as well as the use of animal models have led 
to the characterization of ionizing radiation as a “universal 
carcinogen.”27 Ionizing radiation can induce tumors in most 
tissues and in most species examined because of its unique 
ability to penetrate tissues and induce DNA damage via 
energy deposition.28

Radon-222 is a radioactive gas that is produced by 
radioactive decay of uranium-238, which is found ubiqui-
tously in soil, rock, and groundwater. Concern over accu-
mulation of radon in indoor air, especially in underground 
spaces, has led to study of the health effects of inhaled radon. 
Radon decay results in the release of alpha particles (two 
protons and two neutrons), which do not deeply penetrate 
tissues but possess the capacity to damage DNA in areas of 
contact. Inhalation of radon has been associated with lung 
cancer incidence due to exposure of the bronchial epithelium 
to decay products.29 Uranium miners have been shown to 
succumb to lung cancer at a much higher rate than the gen-
eral population because of their exposure to radon in under-
ground air supplies. At the reduced exposure level detected 
in homes, radon carcinogenic potential is low, although not 
insignificant. WHO officials consider radon to be “the sec-
ond most important cause of lung cancer second to tobacco 
in many countries” (http://www.who.int/phe/radiation/bac
kgrounder_radon/en/index.html).

Biologic Carcinogens

Biologic carcinogens also play an important role in human 
carcinogenesis. Approximately 20% of human cancers are 
associated with infectious agents including bacteria, para-
sites, and viruses. These are discussed in more detail in 
Chapter 6 and are not discussed further in this chapter.

Chemical Carcinogens

Chemical carcinogens can be classified into one of four 
groups according to their chemical nature: organic car-
cinogens, inorganic carcinogens, fibers, and hormones. The 
first experimental confirmation of the existence of organic 
chemical carcinogens came in 1915, when Yamagiwa and 
Ichikawa demonstrated that multiple applications of coal 
tar could induce skin tumors on the ears of rabbits.30 It was 
later shown that the active carcinogenic agent was composed 
entirely of carbon and hydrogen. Since that time, numerous 
carbon-based carcinogens have been identified in studies 
using experimental animals and in epidemiologic studies of 
human populations. These organic compounds range from 
industrially produced and utilized solvents, to naturally 
occurring but chemically complex combustion products and 
mycotoxins, to simple alkyl halides such as vinyl chloride (see 
Figure 7-1).

Organic Carcinogens

Benzene
Benzene is a widely used solvent and is present in gasoline, 
automobile emissions, and cigarette smoke. Historically, 
high-level exposure to benzene was commonplace, and, in 
general, benzene exposure has been the cause of great con-
cern due to its carcinogenic properties. Exposure to benzene 
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occurs in industrial settings such as in rubber production, 
chemical plants, oil refineries, and shoe manufacturing. 
Because benzene is a volatile aromatic solvent, inhalation 
exposures predominate.31

The carcinogenic properties of benzene have long 
been recognized; an increased risk of leukemia has been 
shown in workers exposed to high levels of benzene. Ben-
zene exposure is associated with myelodysplastic syndromes. 
In addition, the strongest associations of benzene and can-
cer risk are found with risk of acute myeloid leukemia and 
non-Hodgkin’s lymphoma. Benzene is a recognized clasto-
gen and induces oxidative stress upon metabolic activation. 
Along with mutagenic effects, benzene is believed to alter 
cell-signaling pathways that control hematopoiesis in hema-
topoietic stem cells.32 Workplace exposure restrictions have 
reduced human exposure to high levels of benzene. Current 
research is aimed at assessing risk associated with chronic 
low-level exposure scenarios.

Polycyclic Aromatic Hydrocarbons
Polycyclic aromatic hydrocarbons (PAHs) are a diverse 
group of intensively studied organic compounds includ-
ing benzo[a]pyrene. Many PAHs can be metabolically 
activated to become highly reactive, electrophilic muta-
gens. PAHs are converted to “bay region” diol epoxides 
as depicted in Figure 7-2. These diol epoxides covalently 
bind to DNA, forming a DNA adduct, and their overall 
reactivity is predictive of their carcinogenic potency.2,33 
For example, benzo[a]pyrene diol epoxide reacts exten-
sively with the exocyclic amino group of guanine to pro-
duce mutagenic DNA adducts (Figure 7-3, and see section 
entitled Initiation and Mutational Theory of Carcinogen-
esis). In addition, certain PAH metabolites may act syn-
ergistically with bay region diol epoxide metabolites to 
promote tumor formation in a manner unrelated to DNA 
adduct formation.34 PAHs are formed during combustion 
of organic matter such as coal, mineral oil, and oil shale. 
Therefore, PAH exposure occurs in the form of automo-
bile exhaust, soot, coal tar, cigarette smoke, and charred 
food products. Many PAHs have been found to be carci-
nogenic in animal studies, and PAH exposure is associated 
in humans with lung, skin, and urinary cancers, among 
others. The carcinogenic potential of PAHs is highly 
variable. Examples of potent to moderately carcinogenic 
PAHs include 3- methylcholanthrene, B[a]P, dibenzo[a,h]
anthracene, 5-methylchrysene, and dibenz[a,j]anthracene, 
whereas benzo[e]pyrene, dibenz[a,c]anthracene, chrysene, 
benzo[c]phenanthrene and fluoranthene are relatively 
weak or inactive carcinogens. Because humans are exposed 
to mixtures of PAH that are produced during combustion, 
estimates of carcinogenic potential associated with diverse 
exposure scenarios are highly variable.

Aflatoxin B1
One of the most potent liver carcinogens is the fungal 
metabolite aflatoxin B1 (AFB1). AFB1 and other aflatoxins 
are produced by Aspergillus mold species, such as Aspergil-
lus flavus and Aspergillus parasiticus. Exposure to aflatoxins 
occurs via consumption of contaminated nuts and grain, 
such as peanuts and corn, on which Aspergillus species 
grow. Humid conditions and poor storage contribute to the 
growth of these molds. In numerous epidemiologic studies, 
the incidence of hepatocellular carcinoma (HCC) has been 
correlated with aflatoxin intake. AFB1 is highly mutagenic 
in in vitro assays. AFB1 is converted to an epoxide metabo-
lite responsible for its mutagenic and carcinogenic action. 
The DNA base targeted by activated AFB1-epoxide is G 
(N7 position; see Figure 7-3), and the mutations induced 
are predominantly GC→TA transversions. Significantly, the 
TP53 gene is mutated (GC→TA point mutation in codon 
249) in a high proportion of human HCCs that arise in 
areas where aflatoxin exposure is high.35,36 Evidence sug-
gests that TP53 mutation at codon 249 may occur as a 
result of combined exposure to HBV and AFB1, and stud-
ies have shown elevated risk of HCC in individuals exposed 
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to both HBV and aflatoxin over individuals exposed to 
either agent alone.

Benzidine
Benzidine is a member of a large class of carcinogens 
referred to as aromatic amines. The carcinogenic nature of 
benzidine was discovered in the context of bladder can-
cer induction in workers in the dye industry.37 In the past, 
benzidine-based azo dyes were synthesized in vast quan-
tities in the United States and abroad. In the 1970s, their 
use was significantly curtailed because of health concerns. 
However, numerous workers were exposed to these carcino-
gens before regulation. On activation, benzidine and certain 
benzidine-based dyes can covalently react with DNA, and 
benzidine has been shown to induce chromosomal dam-
age in vivo.38 Benzidine is a bladder carcinogen in multiple 
species, including humans, dogs, mice, rats, and hamsters, 
although species differences in activation of the parent com-
pound have made the study of benzidine-induced bladder 
cancer challenging.39

Nitrosamines and Heterocyclic Amines
Shortly after the identification of benzo[a]pyrene, N- 
nitrosodimethylamine was shown to induce liver tumors 
in rats. These results were provocative at the time because 
of the stark differences in physical properties between the 
PAHs and the water-soluble N-nitroso compounds. Since 
the initial discovery of N-nitrosodimethylamine, a wide 
variety of N-nitroso compounds have been shown to be 
powerful carcinogens in multiple experimental models and 
suspected carcinogens in lung and gastrointestinal cancers in 
humans.40 Following metabolic activation, N-nitrosamines 
can react with DNA to initiate carcinogenesis. Exogenous 
and endogenous sources of N-nitroso compounds have been 
described. N-nitrosamines are present in smoked meats and 
in meats containing the antimicrobial and color-enhancing 
agent nitrite. In both cases, nitrogen oxides are formed, 
which react with the amines present in meat. Alternatively, 
the formation of N-nitroso compounds can occur endog-
enously because of low pH conditions in the gastric system 
or as result of the presence of intestinal bacteria that catalyze 
N-nitroso compound formation.

Heterocyclic amines are also formed in muscle meats 
on high-temperature processing. Most heterocyclic amines 
tested are mutagenic in in  vitro assays, and several induce 
gastrointestinal tumors in rodents.41,42 The two hetero-
cyclic amines found most abundantly in cooked meat and 
best absorbed into the circulation are 2-amino-1-methyl-
6-phenylimidazo-(4,5-b)-pyridine (PhIP) and 2-amino-3,8- 
dimethylimidazo-(4,5-f)-quinoxaline (MeIQx). At high 
temperatures, these heterocyclic amines are formed via reac-
tions among creatinine, creatine, sugars, and amino acids.

N-Nitrosamine exposure is also associated with 
tobacco use43: 4-(Methylnitrosamino)-1-(3-pyridyl)-1- 
butanone (NNK), 4-(methylnitrosamino)-1-(3-pyridyl)-
1-butanol (NNAL), and N-nitrosonornicotine (NNN) 
are carcinogenic tobacco-alkaloid–derived N-nitrosamines 
present in unburned and burned tobacco products. PAHs 
and NNK are the most abundant pulmonary carcinogens 
in tobacco smoke. In contrast to PAHs, which induce SCCs, 
NNK induces adenocarcinoma of the lung in animal mod-
els. Furthermore, adenocarcinoma of the lung has become 
the most common lung cancer type in the United States. 
This fact may reflect changes in cigarette manufacturing in 
the past 30 to 40 years that have resulted in rising levels of 
NNK and falling levels of B[a]P. In addition, in smokeless 
tobacco products such as snuff, N-nitrosamines are promi-
nent agents involved in the induction of oral cancer. These 
N- nitrosamines require metabolic activation for carcinogenic 
activity and form DNA adducts similar to other organic car-
cinogens discussed earlier.

Inorganic Carcinogens

Beryllium
In 1946, Hardy and Tabershaw reported “delayed chemi-
cal pneumonias” in workers exposed to beryllium. In that 
same year, Gardner and Heslington reported experimentally 
induced osteosarcomas in beryllium-injected rabbits. Sub-
sequent studies in the 1950s demonstrated that inhalation 
exposure of rodents resulted in induction of lung tumors. 
Since that time, beryllium has been recognized as a human 
carcinogen capable of inducing lung cancer in exposed work-
ers. Occupational exposures to beryllium include inhalation 
of beryllium-containing dusts during processing of ores, 

Figure 7-3 Sites of adduct formation associated with carcino-
genicity of selected agents.
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machining of beryllium metal and alloys, and manufacturing 
of aerospace materials, ceramics, sports equipment, and elec-
tronics. Beryllium is weakly mutagenic in bacterial and mam-
malian mutagenesis test systems; however, it shows strong 
transformation capacity in Balb/3T3 and Syrian hamster 
secondary embryo cells.44 In addition to genotoxic effects, 
beryllium has been shown to alter the expression of numer-
ous cancer-related genes (i.e., c-fos, c-jun, c-ras, MAP kinases, 
DNA repair genes,). Despite these reports, the carcinogenic-
ity of beryllium has recently been called into question.45,46 
Current occupational exposure levels are much lower than 
historical values, and previous reports of beryllium’s effects 
may have been confounded by inadequate smoking history 
information.

Cadmium
Cadmium is a heavy metal present in soil, air, and water and 
is listed as a priority pollutant by the U.S. EPA. Occupa-
tional exposures to cadmium occur during the manufacture 
of nickel-cadmium batteries, pigments, and plastic stabiliz-
ers as well as electroplating processes, metal smelting, and 
electronic waste recycling.47 In addition, cigarette smoke 
contains cadmium. Release of industrial cadmium waste 
into the environment is of particular concern because of its 
long biologic half-life. On absorption, cadmium can accumu-
late in the body because it is poorly excreted and effectively 
stored in liver and kidney as a result of binding to metallo-
thionein. Furthermore, once absorbed, no effective detoxifi-
cation pathways for cadmium exist. The half-life of cadmium 
in humans is estimated at 15 to 20 years.

Cadmium exposure has been linked to human lung 
cancer and may affect the risk of prostate and kidney can-
cers. Although the carcinogenicity of cadmium has been 
confirmed in rodent models, the precise mechanism is 
unknown.47 Cadmium binds only weakly to DNA and is 
only weakly mutagenic in bacterial and mammalian assays, 
and high concentrations are required to induce oxidative 
stress. Cadmium may act via non-genotoxic mechanisms 
to activate proto-oncogenes and disrupt normal cellular 
processes. For example, cadmium has been shown to alter 
E-cadherin–mediated cell adhesion, inhibit DNA repair, 
and alter expression of numerous genes in  vitro including 
c-fos, c-myc, metallothionein, and genes encoding heat shock 
proteins.

Arsenic
Arsenic is widely distributed in the environment, being found 
in the earth’s crust in both inorganic [arsenite-As(III) and 
arsenate-As(V)] and methylated forms [monomethylated 
arsenic (MMA) and dimethylated arsenic (DMA)]. As(III), 
as well as MMA(III) and DMA(III), have been associated 
with skin, lung, urinary bladder, kidney, and liver cancers.48 

Human exposure to arsenic occurs via contaminated drink-
ing water, diet, or contact with wood preserved with arseni-
cals; during mining of tin, gold, and uranium; and during 
application of arsenical pesticides. Signs of chronic exposure 
to arsenic in drinking water include altered skin pigmenta-
tion and hyperkeratosis of the palms of the hand and soles 
of the feet, which may ultimately lead to skin lesions and skin 
cancer.

Much attention has been given to assessing the health 
impact of arsenic contamination in drinking water sources. 
The current WHO guidelines for arsenic exposure recom-
mend no more than 10 μg/L arsenic in water intended for 
human consumption. Since the 1980s, millions of people 
in China, India, Bangladesh, the United States, Chile, and 
Argentina have been exposed to arsenic in the drinking water 
far in excess of this limit. Already, numerous epidemiologic 
studies in Taiwan, the United States, Chile, and Argentina 
have demonstrated excess cancer risk in areas with known 
high exposure to arsenic in drinking water.49 Unfortunately, 
identifying a safe level of arsenic in drinking water has been 
difficult because most epidemiologic studies show adverse 
effects at high doses; data concerning health risk at low expo-
sures are unavailable. After intense debate, the limit in the 
United States was lowered to 10 μg/L in 2006.

For years, the study of arsenic and cancer was hin-
dered by a lack of experimental evidence of carcinogenicity 
in animals. Only recently have studies of methylated arse-
nic and early life exposures provided adequate validation 
in vivo. As(III) and As(V) are transported into cells, As(III) 
more readily than As(V). On absorption, As(V) is reduced 
to As(III); As(III) can then be methylated. Historically, 
methylation of As(III) was considered to be a detoxifica-
tion reaction, but recent evidence contradicts this dogma.50 
MMA(III) and DMA(III) are at least as cytotoxic, muta-
genic, and clastogenic as As(III). Nonetheless, when meth-
ylated, arsenic is readily excreted in urine. DMA can be 
detected in urine shortly after exposure; also, because of the 
wide distribution of arsenic, exposure can be assessed via 
hair and fingernail deposits months or years after exposure. 
Therefore, methylated arsenic in hair and fingernail samples 
serves as a useful biomarker of exposure.

Numerous mechanisms of action have been proposed 
for arsenic carcinogenicity.48 Arsenic exposure is known to 
generate reactive oxygen species. Like many transition met-
als, arsenic can participate in Fenton reactions that produce 
oxidative stress. Furthermore, arsenic may activate superox-
ide-generating NAD(P)H oxidase. In this way, arsenic is 
thought to induce DNA and protein damage that may initi-
ate carcinogenesis. Arsenic has also been shown to elevate 
the total level of tyrosine phosphorylation in cells. Specifi-
cally, arsenic may alter phosphorylation-dependent epider-
mal growth factor receptor (EGFR) and mitogen-activated 
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protein kinase (MAPK) signaling. In addition, arsenic has 
been shown to alter NFκ signaling, apoptosis rates, cell cycle 
regulation, DNA repair, and genome stability. More recent 
evidence suggests that epigenetic dysregulation may underlie 
these adverse effects of arsenic exposure.51

Chromium
Chromium in the hexavalent state [Cr(VI)] is a human 
carcinogen. The carcinogenic properties of chromium have 
been identified via epidemiologic studies of exposed workers 
in industries such as chrome plating, welding, leather tan-
ning, and stainless steel production. Exposure to chromium 
generally occurs via inhalation and primarily affects risk of 
lung cancer. Because of environmental contamination, con-
sumption of chromium in drinking water is also possible; 
however, the health consequences of the low-level exposure 
are unclear.52

The oxidation state of chromium determines not only 
its bioavailability but also its cellular reactivity.53 Cr(VI) 
readily enters cells via anion channels, whereas Cr(III) 
only slowly crosses the cell membrane. On entry to the cell, 
Cr(VI) is likely reduced, as Cr(VI) does not readily react 
with DNA in in vitro analyses. Chromium in lower oxida-
tion states [Cr(III), Cr(IV), and Cr(V)] is more reactive; 
Cr(III) is believed to be the ultimate DNA reactive form. 
The reduced forms of chromium can also induce oxidative 
stress. In addition to or as a result of oxidative stress, chro-
mium alters cell signaling pathways. Signaling molecules 
affected include NFκB, AP-1, p53, and HIF-1.

Fibers

Asbestos
The term asbestos refers to a group of naturally occurring 
silicate mineral fibers. There are numerous types of asbes-
tos fibers that are classified according to their morphologic 
characteristics, including whether the fibers are curly (ser-
pentine) or straight (amphibole). The shape and length-
to-width ratio are important determinants of whether a 
particular asbestos fiber type will be carcinogenic.54 This 
is likely because the size of the fiber determines the ability 
of the fiber to reach the deep lung tissues and penetrate the 
lung. Long (>4 μm) and thin (<0.5 μm diameter) fibers are 
the most carcinogenic. Extensive exposure to asbestos has 
occurred because the flame-resistant and durable character-
istics of asbestos have led to its use as an insulating agent in 
schools, factories, homes, and ships, as construction mate-
rial, and as a raw material for automobile brake and clutch 
parts. A large cohort of workers was exposed to high levels 
of asbestos when ship building peaked during World War II.

The toxic effects of asbestos exposure have been known 
for many years.54 For example, more than 40 years ago, cro-
cidolite asbestos exposure of South African miners was linked 

to mesothelioma incidence. Mesothelioma is a rare cancer of 
the membranous lining of the abdomen and chest. Numer-
ous animal studies and in vitro experiments support the con-
clusion that asbestos can induce tumors. In fact, few cancer 
cause-effect relationships are as striking as asbestos and meso-
thelioma; most cases of mesothelioma can be related to asbes-
tos exposure. In addition to mesothelioma, asbestos exposure 
has been associated with lung and laryngeal cancers. The 
initial accumulation of evidence of asbestos carcinogenicity 
was obscured by the differences in carcinogenicity of asbestos 
fibers of varying shape and by the long latency for the devel-
opment of tumors following exposure. Since identification 
of asbestos as a cancer-causing agent, asbestos usage in the 
United States has greatly declined because of the introduction 
of a replacement material (fiberglass) and OSHA regulation 
of asbestos exposure. Nonetheless, mesothelioma rates have 
not declined in the United States in the past 15 years.

Numerous biologic hypotheses concerning the mech-
anism(s) by which asbestos induces tumors have been pro-
posed.55 Because long, thin fibers are the most carcinogenic, 
asbestos fibers may penetrate the lung and irritate the lin-
ing of the chest wall. The chronic inflammation and scarring 
would then contribute to tumor formation. Alternatively, the 
fibers may pierce spindle fibers during mitosis and thereby 
induce chromosome damage. Finally, asbestos fibers may 
induce oxidative stress and/or alter EGFR and MAPK cell 
signaling. Significantly, epidemiologic studies show that 
cigarette smoking acts synergistically with asbestos exposure 
to induce lung tumors. In addition to asbestos, exposure to 
other fibers such as plant-derived silica fibers (biogenic sil-
ica) has been shown to be carcinogenic.56

Hormones

The etiology of numerous cancers is believed to be influenced 
by hormonal or dietary factors, and hormones under certain 
conditions are considered to be known human carcinogens 
(see Table 7-5). As previously mentioned, overweight and obe-
sity are associated with elevated cancer risk. This effect may be 
mediated by endocrine dysregulation such as altered adiponec-
tin, leptin, insulin, and IGF-1 levels. In addition, prostate, ovar-
ian, breast, testicular, and endometrial cancers are hormonally 
driven.57,58 A role for hormones in cancer etiology was estab-
lished when castration and ovariectomy studies revealed that 
hormone-dependent cancers could be prevented by removing 
the primary hormone-synthesis organs. As an example of the 
action of hormones in cancer formation, estrogen activates 
hormone-responsive receptors. Stimulation of these receptors, 
such as the estrogen receptors, can increase the cellular prolif-
eration rate to promote tumorigenesis. Endogenously synthe-
sized hormones and administered hormones have been shown 
to influence cancer formation. Hormone replacement therapy 
and estrogen-only birth control therapy have been associated 
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with increased risk of hormone-dependent cancers. An even 
more dramatic example of synthetic hormone-induced can-
cer is that of women who were exposed to estrogenic dieth-
ylstilbestrol (DES) in utero. DES was taken by pregnant 
women to prevent abortion; however, a large percentage of 
their female offspring developed clear-cell carcinomas of the  
vagina and cervix after the onset of puberty.

Mechanisms of Chemical Carcinogenesis

Multistage Nature of Carcinogenesis  
and the Multistage Model of Mouse  
Skin Carcinogenesis

In the early days of carcinogenesis research, it was noted 
that wounding of the skin of mice previously treated with 
mutagenic coal tar led to skin tumor formation. To explain 
these findings, a multistage model of carcinogenesis was 
proposed.59 The model holds that tumors arise in cells that 
have first undergone a mutating event initiated by an electro-
philic metabolite such as that formed from benzo[a]pyrene 
found in coal tar. Subsequently, cell proliferative stimuli pro-
mote the initiated cell population to expand, resulting in 
premalignant clonal outgrowths. Finally, additional genetic 
alterations accumulate in these lesions, leading to the devel-
opment of a neoplasm that becomes invasive and ultimately 
metastatic. Over the years, this model has been refined to 
encompass the fundamental role of stem cells as the targets 
of initiation, the importance of stemlike characteristics in 
the plasticity of developing tumors, and the critical role of 

tumor microenvironment in carcinogenesis.60 In addition, 
the mechanistic importance of DNA methylation changes 
and histone modifications in the initiation, promotion, and 
progression phases has been acknowledged.

Numerous animal models have been developed to 
study the multistep manner in which various epithelial 
and other tumors develop and progress. In one of the best- 
characterized models, the mouse two-stage skin carcino-
genesis model, a subcarcinogenic dose of a mutating agent 
is delivered.61 This is followed by multiple exposures to 
growth-promoting stimuli and the appearance of tumors 
on the dorsal skin (Figure 7-4). This model has provided 
an excellent paradigm in which to examine the carcinogenic 
potential of environmental agents and has been used to 
reveal the mechanistic bases of multistage carcinogenesis by 
environmental agents.

Initiation and Mutational Theory of Carcinogenesis

During the first stage of multistage carcinogenesis, DNA 
mutations result as a consequence of electrophilic carcinogen 
exposure, oxidative damage to DNA, DNA strand breaks, or 
other DNA insults. Mutations are believed to occur in mul-
tipotent stem cells and are inherited by daughter cells. The-
odor Boveri first proposed the concept that cancer arises as 
a result of damage to genetic material at the turn of the 20th 
century. In the 1950s and 1960s, James and Elizabeth Miller, 
after observing that a wide variety of structurally diverse 
chemicals could induce cancer in animal models, suggested 
that chemical carcinogens required metabolic activation to 
electrophilic intermediates. These electrophilic intermedi-
ates could then covalently bind to proteins, RNA and DNA.  

Treatment: Subcarcinogenic dose
of DMBA, MNNG, or BaP

1.  Metabolic activation of procarcinogens
     and covalent binding to DNA
2.  DNA repair/cell replication and
     fixation of mutation
3.  Mutation induction in critical target
     genes (e.g., Ha-ras) of “stem” cells
     in bulge region of hair follicle or basal
     compartment of epidermis
4.  Phenotypically “normal” epidermis

1.  Increased DNA
     synthesis
2.  Increased
     production of
     prostaglandins and
     other growth-
     regulatory molecules
3.  Altered gene
     expression/enzyme
     activities
4.  Expansion of
     initiated stem cell
     population
5.  Angiogenesis

1.  Production and
     maintenance of
     chronic cell
     proliferation
2.  Development of
     clonal outgrowths,
     called papillomas
3.  Altered patterns of
     differentiation
4.  Diploid lesions

1.  Additional genetic
     events occur
     stochastically
2.  Aneuploidy
3.  LOH
4.  Further alterations
     in differentiation
     patterns
5.  Dysplasia
6.  Conversion of
     papilloma to
     squamous cell
     carcinoma

1.  Invasion
2.  Metastasis
3.  Loss of tumor
     suppressor activity,
     e.g., p53 mutation
4.  Gene amplification,
     e.g., mutated
     Ha-ras allele

Bulge region
of hair follicle

Basal
compartment
of epidermis

INITIATION

Treatment: Multiple doses of TPA, okadaic
acid, UV, or benzylperoxide delivered for many

weeks

PROMOTION PROGRESSION

Figure 7-4 Multistage model of mouse skin carcinogenesis. BaP, Benzo[a]pyrene; DMBA, 7,12-dimethylbenz[a]anthracene; LOH, loss of heterozygosity; 
MNNG, N-methyl-N-nitro-N-nitrosoguanidine; TPA, 12-O-tetradecanoyl phorbol-13-acetate.
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The term electrophile theory of chemical carcinogenesis was 
coined to describe their concept. The Millers’ work was sup-
ported by data reported in 1964 by Brooks and Lawly, which 
demonstrated that the degree of covalent binding of carcino-
genic PAHs to DNA correlated with carcinogenic potential.62 
Subsequently, many chemical carcinogens have been shown 
to bind and alter DNA integrity, thereby inducing mutations. 
Carcinogens that alter DNA to induce cancer in this manner 
are referred to as genotoxic carcinogens. The majority of car-
cinogens identified to date are genotoxic carcinogens.

DNA mutations occurring in proto-oncogenes and 
tumor suppressor genes are particularly critical to the initia-
tion of carcinogenesis. These normal cellular genes are tar-
geted during carcinogenesis and play critical roles in tumor 
formation. Proto-oncogene mutations are dominant, in that 
activation of a single copy of a proto-oncogene to an onco-
gene may be significant for carcinogenesis. Proto-oncogenes 
are discussed in greater detail in Chapter 2; however, a list of 
proto-oncogenes and the cancers with which they are associ-
ated is provided in Table 7-6. In contrast to proto-oncogenes, 
the normal cellular function of tumor suppressor genes is to 
negatively regulate cell growth. According to Knudson’s two-
hit theory, tumor suppressor genes require that both copies 
of the gene be lost or inactivated because tumor suppressor 
mutations are recessive in nature. For instance, inheritance of 
one mutated copy of p53 is not significant until the second 
copy is lost (“second hit”), resulting in loss of heterozygosity 
(LOH). Examples of tumor suppressor genes and associated 
cancers are also provided in Table 7-6.

In the multistage mouse skin carcinogenesis model, 
initiation occurs via application of a genotoxic carcinogen 

(e.g., N-methyl-N-nitro-N-nitrosoguanidine [MNNG], 
7,12-dimethylbenz[a]anthracene [DMBA], or B[a]P; see 
Figure 7-4). A subcarcinogenic dose of the initiating agent 
is applied to the shaven dorsal skin of the mouse. The criti-
cal mutations for tumor development are believed to occur 
in epidermal multipotent stem cells, a major population 
of which resides in the bulge region of the hair follicle. 
Although no phenotypically aberrant cells are apparent in 
the “initiated” skin, small populations of epidermal cells can 
be identified as early as 1 week after treatment with DMBA 
that contain signature mutations. The initiation stage is 
irreversible and cumulative. That is, the dose required for 
initiation can be divided and applied in portions over time 
or applied in a single dose with essentially the same result. 
In addition, commencement of the promotion phase can be 
delayed, because the DNA mutations induced by the initiat-
ing agent are permanent.

In the mouse skin model, the most frequently mutated 
proto-oncogene following initiation with PAH is Hras1 
(reviewed in Ref. 61). Mutations at G38 of codon 13, in the 
case of B[a]P, and at A182 of codon 61, in the case of DMBA, 
lead to constitutive activation of the gene product of Hras1. 
These mutations can be detected in the resulting tumors, 
reflecting the clonal origin of the papillomas. In addition, the 
specificity of these mutations is directly related to the major 
sites of DNA adduct formation arising from the carcinogenic 
diol-epoxides of these two PAH carcinogens. In a variety 
of rodent models of multistage cancer (rat azoxymethane-
induced colonic lesions, mouse diethylnitrosamine-induced 
liver foci, mouse urethane-induced lung adenomas), muta-
tions in ras oncogenes frequently occur, highlighting the 
importance of ras, and oncogenes in general, in the develop-
ment of cancer. Activating mutations in Hras1 are believed 
to confer, at least in part, resistance to terminal differentia-
tion of keratinocytes during tumor promoter treatment, thus 
conferring a selective growth advantage to these cells. Find-
ings in animal models have established the irreversible and 
cumulative nature of tumor initiation and underscore the 
specificity of critical DNA mutations in proto-oncogenes or 
tumor suppressors induced by genotoxic carcinogens.

During carcinogenesis, numerous types of DNA 
lesions occur following exposure to carcinogenic agents. For 
example, in the case of electrophilic carcinogen attack, specific 
points within the DNA nucleotides are targeted for adduc-
tion (see Figure 7-3). As noted previously, B[a]P targets pri-
marily the N2 exocyclic amino group of guanine, whereas 
other PAHs may target adenine in addition to guanine (e.g., 
DMBA). As shown in Figure 7-3, alkylating agents target 
numerous sites within DNA bases. However, certain sites 
(e.g., 06 methylguanine and 04 methylthymine for methylat-
ing agents) may be the most important for carcinogenesis by 
this class of carcinogen. During replication, mispairing due to 

Table 7-6 Selected Proto-oncogenes and Tumor Suppressor Genes  
and Some Associated Cancers

Gene Type Gene Name Associated Cancer Type

Proto-oncogene C-MYC Leukemia, lung, colon

ERBB-2 Breast, ovary

ABL Leukemia

RASH Bladder

RASK Lung, ovary, bladder

RASN Breast

Tumor suppressor APC Colon

P53 Breast, colon, lung

RB Retinoblastoma, breast, bladder, 
lung

BRCA1 Breast, ovary

BRCA2 Breast

Adapted from Perkins AS, Stern DF: Molecular biology of cancer. Oncogenes. In: DeVita VT, Hell-
man S, Rosenbert SA, eds. Cancer: Principles & Practice of Oncology. 5th ed. Philadelphia, Pa: 
Lippincott-Raven Publishers; 1997.
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DNA adducts or other DNA lesions may become fixed, and 
the ultimate effect depends on the location of the mutation. 
Mutations affect coding sequences, intronic signals, untrans-
lated regions, or promoter elements; consequently, protein 
function or expression levels may be altered. Following DNA 
double-strand breaks, incorrect rejoining of DNA has been 
shown to cause rearrangement of DNA coding and promoter 
regions. In addition to these qualitative changes, quantitative 
changes in gene copy number (gene amplification or gene 
deletion) may also affect key cancer-associated genes.

Promotion

During the tumor promotion phase of carcinogenesis, 
growth stimuli and other factors promote clonal expansion 
of initiated cells. This stage is characterized by altered gene 
expression and proliferation of initiated cells, some of which 
maintain stemlike characteristics. Most tumor promoters 
are thought to exert their effects through cellular receptors 
or cell growth, differentiation, and/or apoptotic signaling 
pathways. Inflammatory mediators or other stromal factors 

may mediate these effects by providing a permissive environ-
ment for tumor growth. Promoting agents do not directly 
affect DNA but act primarily via non-genotoxic, reversible 
mechanisms.

Growth Factor Receptor Signaling  
Pathway Engagement

In the mouse two-stage skin carcinogenesis model, the pro-
motion stage is elicited by multiple applications of promot-
ing agents delivered over the course of weeks or months (see 
Figure 7-4). In this model, promotion must occur follow-
ing initiation with a mutating agent. As opposed to initia-
tion, the promotion stage is initially reversible, does not elicit 
DNA mutation, is prolonged in nature, and appears to be 
nonadditive. Typical skin tumor-promoting agents include 
the phorbol ester 12-O-tetradecanoyl phorbol-13-acetate 
(TPA); the phosphatase inhibitor okadaic acid; the organic 
peroxide benzoyl peroxide; and the anthrone derivative 
chrysarobin (see Figure 7-5 for the diversity of structures of 
chemical tumor promoters). In addition, UV light, repeated 
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Figure 7-5 Chemical structures of selected tumor promoters.
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abrasion, full-thickness wounding, and certain silica fibers 
possess the ability to function as tumor promoters. The 
endpoint of promotion in the mouse two-stage skin carci-
nogenesis model is the development of premalignant, clonal 
outgrowths referred to as squamous papillomas. These lesions 
(hyperplastic epidermis folded over a core of stroma) are still 
well differentiated and do not possess the ability to invade 
surrounding tissue. Once the cells of the papilloma acquire 
additional mutations that allow autonomous growth, the 
promotion stage is no longer reversible.

Promoting agents act primarily by altering gene 
expression.63 The initial interaction of promoting agent 
with the cell depends on the nature of the promoter. In 
the mouse skin model, the receptor for TPA (the most fre-
quently used promoting agent) has been identified as protein 
kinase C (PKC). Stimulation of PKC results in a cascade of 
events that allow for expansion of the initiated cell popula-
tion. PKC-mediated signaling events include induction of 
ornithine decarboxylase (ODC) activity, activation of the 
MAPK pathway, and upregulation of ligands for the EGFR. 
EGFR activation leads to further activation of multiple 
signaling pathways involved in proliferation and survival. 
For instance, Akt and Stat3 signaling are believed to affect 
cell-cycle parameters via altered cyclin Dl expression.64,65 
Although the initial mechanism for other skin tumor pro-
moters (e.g., okadaic acid, benzoyl peroxide, chrysarobin) is 
different from that of TPA, all tumors promoter ultimately 
elicit key biologic and molecular changes. These changes 
include induction of ODC, induction of growth factors and 
cytokines, production of eicosanoids, and increased DNA 
synthesis. Growth factors and cytokines known to be altered 
by tumor-promoting stimuli include TGF-α, TGF-β, IL-1, 
IL-6, and TNF-α, among others.

During tumor promotion, immune inflammatory cells 
play diverse and complex roles. Increasingly, cytokines are 
acknowledged as active players in the growth-promoting 
environment of developing neoplasia. These cells, along with 
fibroblasts and other cells present in the stroma, release sig-
naling molecules such as EGF, VEGF, and FGF2 to facili-
tate proliferation and contribute to proinvasive capacity by 
affecting expression of matrix metalloproteinases and other 
proteases. In contrast, other immune surveillance cells can 
play tumor-antagonizing roles.

Examples of Tumor Promoters

Tumor-promoting agents have been identified for a num-
ber of rodent tissues other than mouse skin, indicating 
the generality of this phenomenon to other organs and 
species (reviewed in Ref. 66). Some examples of tumor 
promoters that act on organs other than skin include 2,3, 
7,8-tetrachlorodibenzo-p-dioxin (TCDD) (liver), butylated 
hydroxyanisole (BHA) (lung), sodium saccharin (urinary 

bladder), and bile acids (colon) (see Figure 7-5 again for 
chemical structures). Certain components of tobacco smoke 
can also act as tumor promoters.

Progression

The final stage of carcinogenesis is referred to as progres-
sion. The original tumor mass increases in size, additional 
mutations accumulate, and invasion and metastasis occur. 
Genome stability is compromised, and a mutator pheno-
type may develop to permit further accumulation of muta-
tions. Crucial to progression of solid tumors is the ability 
of cancer cells to invade the surrounding stroma, enter the 
bloodstream, and extravasate to colonize distal sites. For 
cells to break away from the primary tumor, downregulation 
of cell adhesion, often by repression of E-cadherin expres-
sion, must occur. Subsequently, the cells must acquire mobil-
ity and ability to invade the surrounding stroma and blood 
vessel basement membranes. Invasion requires the action 
of degradation enzymes such as the matrix metalloprotein-
ases (MMPs). These changes are collectively referred to as 
the epithelial-to-mesenchymal transition (EMT). Once estab-
lished, the metastatic colony must develop adequate nutri-
tion and oxygen supply via stimulation of angiogenesis.

The process whereby normal cells accrue an increas-
ingly aberrant and invasive phenotype as a consequence of 
selection has been likened to evolutionary theory at the pop-
ulation level.67 However, in addition to an accumulation of 
genetic mutations, tumor promotion and tumor progression 
can also involve heritable but non-genotoxic lesions. These 
changes, referred to as epigenetic reprogramming, involve 
altered DNA methylation patterns and changes to the his-
tone code. In the case of DNA methylation, the promoter 
regions of tumor suppressor genes may become hypermeth-
ylated, thereby silencing gene expression. Alternatively, the 
expression of proto-oncogenes may be upregulated via hypo-
methylation. Recent proposals suggest that environmental 
agents elicit epigenetic changes and alter the risk of tumor 
promotion and/or progression.68,69 Interestingly, epigen-
etic reprogramming may precede the neoplastic process in 
some cases, and modifications to the histone code may affect 
DNA damage response or DNA repair during initiation, 
promotion, or progression.69

During progression in the two-stage mouse skin carci-
nogenesis model, premalignant papillomas convert to SCCs 
(see Figure 7-4).61 This conversion process is accompanied 
by additional genetic alterations, including the development 
of aneuploidy. Characteristic changes in gene expression such 
as elevation in gamma-glutamyltranspeptidase, α6β4 integrin, 
and keratin-13 expression as well as loss of E-cadherin expres-
sion are also common. The histologic appearance of SCCs 
can be distinguished from papillomas by downward growth 
and loss of ordered differentiation of epidermal keratinocytes.
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Multistage Environmental Carcinogenesis  
in Humans

The applicability of multistage carcinogenesis concepts to 
human cancer is supported by a number of observations. 
First, human environmental carcinogen exposure outside of 
occupational settings usually occurs in low doses repeatedly 
delivered over the course of months or years. Each individual 
dose alone is likely insufficient to produce cancer. In addition, 
it is unlikely that a single dose of a sole agent is the cause of 
most human cancers. Second, there is considerable evidence 
from human epidemiologic and experimental animal stud-
ies that certain human carcinogens such as tobacco smoke 
and UV light exhibit a strong tumor-promoting activity. 
Furthermore, many components of the human diet appear 
to influence cancer in humans through a tumor-promotion 
type of effect. Finally, histochemical and molecular examina-
tion of tumors at various stages indicates that human can-
cers develop via multiple steps. It has been postulated that 
human cancers require as many as four to six sequential 
genetic events for their development.70

Numerous human cancers, particularly those of epi-
thelial origin, appear to develop in a multistage progres-
sion. For instance, regions of dysplasia and carcinoma in 
situ appear to precede invasive carcinoma when melanoma, 
head and neck squamous-cell carcinoma, and cervical can-
cer lesions are examined. Supporting the multistage nature 
of cancer development, genetic alterations have been shown 
to accumulate during tumorigenesis in these lesions. For 
example, during colorectal carcinogenesis, mutations in the 
adenomatous polyposis coli (APC) gene appear to initiate 
tumorigenesis.71 A portion of the resulting dysplastic foci 
further accumulate mutations in the K-ras oncogene and 
other oncogene and tumor suppressor genes and progress 
from adenomas to invasive carcinomas. A similar pattern of 
accumulation of molecular abnormalities has been noted for 
squamous-cell lung carcinoma. As the severity of the his-
topathologic appearance of these lesions increases, the fre-
quency of loss of heterozygosity events also increases.72

Examination of tumor DNA has also validated a role 
for environmental carcinogens in the etiology of human can-
cer. When tumor suppressor and oncogene gene sequences 
are examined, characteristic mutation spectrums can be 
identified and associated with specific carcinogen exposure. 
The mutation spectrum of the p53 tumor suppressor gene 
has been intensively studied.73 A database of more than 
10,000 reports of p53 mutations in human cancers has been 
collected. Depending on the cancer type, mutations are fre-
quently reported at amino acids 130-142, 151-164, 171-181, 
193-200, 213-223, 234-258, and 270-286, which are part of 
the DNA-binding domain of p53. Sixty-one percent of lung 
cancer samples have mutations at codon 157 in addition to 

mutations in codons 248 and 273. A large percentage of 
these mutations are the result of G→T transversions. In vitro 
analyses indicate that exposure of normal human bronchio-
lar epithelial cells to benzo[a]pyrene diol epoxide results in 
DNA adducts in p53 in the same mutation hot spots as in 
lung cancer: codons 157, 248, and 273.74 These results pro-
vide strong evidence for a link between chemical carcinogen 
exposure (B[a]P of cigarette smoke) and human lung cancer. 
In addition, aflatoxin B1 exposure correlates strongly with 
liver cancer and p53 mutation at codon 249, whereas sun-
light exposure, which is known to induce CC→TT transi-
tion mutations, correlates with CC→TT tandem mutations 
at hot spots for skin cancer in p53.

Endogenous Defense Systems against 
Chemical Carcinogenesis

Various genetically influenced defense systems determine the 
ultimate outcome following exposure to an environmental car-
cinogen. Chemical carcinogens are often metabolized to less 
toxic derivatives and cleared from the body. Damage to cellular 
DNA may be repaired, or the damaged cell may be eliminated 
via apoptosis. Furthermore, the cell possesses a number of 
endogenous defense mechanisms against carcinogen-induced 
oxidative stress. Interindividual differences in the efficacy of 
these defense mechanisms are known to exist and influence 
host susceptibility to environmentally induced cancer.

Carcinogen Metabolism

Subsequent to absorption through the gastrointestinal tract, 
xenobiotics travel via the portal vein to the liver where first-
pass metabolism occurs. Hepatic tissues are highly con-
centrated with metabolic enzymes specialized in chemical 
conversion referred to as biotransformation. In other cases, 
such as inhalation or dermal exposure, biotransformation 
enzymes at the site of exposure can begin immediately to 
convert the parent compound into metabolites. Biotransfor-
mation enzymes are theorized to have evolved primarily as 
natural defenses against environmental chemical exposure.

Phase I and Phase II Biotransformation Reactions

The reactions catalyzed by biotransformation enzymes have 
been categorized into groups referred to as phase I and phase 
II reactions because of their often sequential roles in the con-
version of xenobiotics. Phase I reactions include oxidation, 
reduction, and hydrolysis reactions and, generally, expose 
functional groups that enable phase II biotransformation 
to proceed. Phase II biotransformation reactions catalyze 
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glucuronidation, sulfation, acetylation, methylation, and glu-
tathione conjugation reactions, among others.75 Numerous 
enzymes that catalyze these reactions have been identified 
and classified according to gene family (Table 7-7).

Phase I metabolites, in general, display minimally 
increased hydrophilicity. In contrast, phase II biotransfor-
mation reactions catalyze the addition of cofactor molecules 
to the parent compound, resulting in a significant increase 
in hydrophilicity. In certain instances, phase II conjugation 
reactions may also target the parent compound for export 
via specialized efflux pumps. Therefore, in general, phase II 
biotransformation reactions ultimately result in metabolites 
that are less toxic and more readily excreted. In contrast, 
phase I biotransformation of carcinogens often results in 
reactive metabolites capable of covalent modification of cel-
lular macromolecules. It is important to note, however, that 
these are generalizations. Examples of phase I–mediated 
detoxification have been noted, and phase II–mediated 
chemical activation has been documented.

According to the Millers’ electrophilic theory of car-
cinogenesis, all mutagenic compounds must be inherently 
chemically reactive or converted via biotransformation to 
a reactive form. Carcinogens that do not require metabolic 
activation are referred to as direct carcinogens; indirect car-
cinogens require metabolic activation. The conversion of the 
parent compound to a reactive state converts a procarcinogen 
to an ultimate carcinogen. Ultimate carcinogens, like direct 
carcinogens, are electrophilic and attack nucleophilic groups 
in DNA to initiate carcinogenesis, as discussed in the section 
titled Initiation and Mutational Theory of Carcinogenesis. 
Although categorizing biotransformation reactions accord-
ing to the phase I versus phase II nature of the metabolism 
is useful, the endpoint of carcinogen exposure is often deter-
mined by a combination of oxidation, reduction, and conju-
gation reactions.

PAH Biotransformation

PAHs are widely studied substrates for cytochrome P450 
(CYP450)-mediated biotransformation. CYP450s, a class 
of enzymes present in the endoplasmic reticulum of most 
cells, have been implicated in numerous carcinogen activation 
reactions. In humans, the CYP450 family consists of more 
than 50 genes. which are grouped on the basis of sequence 
similarity into families (1, 2, 3, . . .), subfamilies (A, B, C, 
. . .), and individual CYP450s (1, 2, 3, . . .) (e.g., CYP450 
1A1, 1A2, 1B1, etc.).64 CYP450s catalyze oxidation, reduc-
tion, oxygenation, dealkylation, desulfuration, dehaloge-
nation, and hydroxylation reactions. CYP450-mediated 
reactions can detoxify direct carcinogens or activate indirect 
carcinogens.

Once absorbed, certain PAHs can be biotransformed 
into electrophilic mutagens via the sequential action of phase 

I enzymes (Figure 7-623). First, PAH double-bond oxida-
tion is catalyzed by CYP450 enzymes (e.g., CYP1A1). For 
example, in the case of B[a]P, CYP450-mediated oxidation 
forms the epoxide intermediate, benzo[a]pyrene-(7R,8S)-
epoxide. Next, microsomal epoxide hydrolase (mEH) cata-
lyzes hydrolysis of arene oxide to a trans dihydrodiol. Finally, 
a CYP450-catalyzed oxidation reaction forms the ultimate 
carcinogen (i.e., benzo[a]pyrene-7,8 diol-9,10-epoxide), a 
diol-epoxide metabolite. In human lung tissue, both B[a]P 
epoxidation steps are catalyzed primarily by CYP1A1. Stud-
ies using CYP1B1-deficient mice highlight the importance of 
this p450 enzyme in PAH activation. These mice are resistant 
to DMBA-induced carcinogenesis, due to a lack of conver-
sion of DMBA from procarcinogen to ultimate carcinogen.76

PAHs can be detoxified by glutathione S-transferases 
(GSTs). GST-mediated glutathione conjugation of PAH 
epoxides can deactivate the ultimate carcinogen, prevent 
activation to reactive diol epoxides, or accelerate clearance of 
PAHs following exposure. In this way, GSTs act as an endog-
enous defense system against PAH-induced carcinogenesis.

Aflatoxin Biotransformation

Metabolism plays a critical role in determining the carcino-
genicity of the mycotoxin AFB1. AFB1 must first be acti-
vated to the ultimate carcinogen, exo-8,9-AFB1-epoxide 
(see Figure 7-6). This reaction is predominantly catalyzed 
by CYP450 3A4 in humans.35 Alternatively, CYP450s can 
metabolize AFB1 to inactive products such as AFM1, AFQ1, 
or AFB1 endo-8,9-epoxide (AFBO).

Glutathione conjugation catalyzed by GSTs plays a 
critical role in protecting against mutagenic and carcino-
genic effects of AFB1 metabolites. Generally, GSTs facilitate 
xenobiotic clearance by catalyzing glutathione conjugation of 
a variety of electrophilic substrates.77 In humans, cytosolic 
GSTs are categorized according to gene sequence similarity 
into at least six classes: Alpha (A), Mu (M), Omega (O), Pi 
(P), Theta (T), and Zeta (Z). Individual GST family mem-
bers demonstrated unique, though overlapping, substrate 
specificity.

Subsequent to activation, GST-mediated glutathione 
(GSH) conjugation can detoxify the AFB1 epoxide, and this 
reaction is a major factor underlying the substantial species 
variation in sensitivity to AFB1-induced carcinogenesis. For 
example, rats are highly sensitive to AFB1-induced hepato-
carcinogenesis, whereas mice are comparatively resistant. In 
line with this observation, mice express mGSTA3-3, which 
demonstrates high activity toward AFBO, whereas rat GST-
mediated deactivation of AFB is significantly less in compari-
son. Mutational studies of recombinant mGSTA3-3 indicate 
that the high activity of this protein toward AFBO is due to 
multiple, critical amino acid residues in the substrate binding 
site that are not present in homologous rat GSTA3-3.78
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Table 7-7 Selected Phase I and Phase II Biotransformation Enzymes

Enzyme
Classification

Reaction  
Catalyzed

Gene Family Class/
Subfamily

Isoforms

Phase I Oxidation, 
others

Cytochrome P450 CYP1 CYP1A1

CYP1A2

CYP1B1

CYP2 CYP2A6

CYP2A13

CYP2B6

CYP2C8

CYP2C9

CYP2C19

CYP2D6

CYP2E1

CYP3 CYP3A4

CYP3A5

CYP3A7

CYP3A43

CYP4 CYP4A11

CYP4A22

CYP4B1

CYP>4 CYP5AL

CYP8AL

CYP19AL

CYP21A2

Hydrolysis Epoxide  
hydrolase

Microsomal EPHX1

Cytosolic EPHX2

Phase ll Glutathio-
nylation

Glutathione 
S-transferase

Alpha GSTA1

GSTA2

GSTA3

GSTA4

GSTA5

Mu GSTM1

GSTM2

GSTM3

GSTM4

GSTM5

Omega GSTO1

GSTO2

Pi GSTP1

Enzyme
Classification

Reaction  
Catalyzed

Gene Family Class/
Subfamily

Isoforms

Theta GSTT1

GSTT2

Zeta GSTZ1

Acetylation N-acetyltrans-
ferase

NAT1

 NAT2

Sulfation Sulfotransfer-
ases

SULT1 SULT1A1

SULT1A2

SULT1A3

SULT1B1

SULT1C2

SULT1C4

SULT1E1

SULT2 SULT2A1

SULT2B1

SULT4 SULT4A1

Methylation Catechol-O- 
methyltrans-
ferase

Soluble S-COMT

Membrane-
bound

MB-
COMT

Glucuroni-
dation

UDP- glucuronosyl 
transferases

UGT1 UGT1A1

UGT1A3

UGT1A4

UGT1A5

UGT1A6

UGT1A7

UGT1A8

UGT1A9

UGT1A10

UGT2 UGT2A1

UGT2A2

UGT2B4

UGT2B7

UGT2B10

UGT2B15

UGT2B17

UGT2B28

UGT3 UGT3A1

UGT3A2

UGT8 UGT8A1
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Vinyl Chloride Biotransformation

Vinyl chloride is the starting material for the production of 
polyvinyl chloride, used in the fabrication of products such 
as PVC pipe. The mutagenicity of this liver carcinogen is 
dependent on metabolic activation by CYP450, and detoxifi-
cation is mediated by mEH.18 As shown in Figure 7-6, vinyl 
chloride is a relatively simple compound. In the presence of 
oxygen and NADPH, CYP450 2E1 catalyzes formation of a 
highly unstable epoxide moiety across the central carbon dou-
ble bond. This epoxide, chloroethylene oxide, is the ultimate 
carcinogen capable of covalently binding DNA. Chloroeth-
ylene oxide can be detoxified via the action of mEH as noted 
previously or by GST-mediated glutathione conjugation.

Benzidine Biotransformation

Benzidine, an aromatic amine bladder carcinogen, must 
also undergo metabolic activation to initiate carcino-
genesis.38 CYP450 enzymes catalyze the activation of 
benzidine via N-oxidation. Subsequent to N-oxidation, 

N-acetyltransferase (NAT)-catalyzed O-acetylation forms 
electrophilic N-acetoxy derivatives capable of attacking 
DNA. In contrast, N-acetylation is also believed to compete 
with N-oxidation and, therefore, is considered a detoxifi-
cation reaction when it occurs before the formation of the  
N-OH metabolites. N-glucuronidation of oxidized benzi-
dine catalyzed by UDP-glucuronosyltransferase (UGT) is 
a second detoxification mechanism, because N-glucuronida-
tion facilitates excretion. Therefore, in the case of benzidine 
biotransformation, phase II reactions activate and detoxify 
the carcinogen.

Heterocyclic Amine Biotransformation

Heterocyclic amines, found in cooked meat and fish, are 
initially activated to genotoxic metabolites via CYP450-
mediated oxidation to the N-hydroxyl derivative (see Figure 
7-6).42 In particular, this reaction is catalyzed in the liver pre-
dominantly by CYP450 1A2 (CYP1A2). The hydroxylated 
heterocyclic amine metabolites are then further activated 
by acetyltransferases and sulfotransferases to the ultimate 
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Figure 7-6 Biotransformation either activates or deactivates the ultimate carcinogen (A) Sequential action of cytochrome P450 (CYP450) and 
microsomal epoxide hydrolase (mEH) activates B[a]P. (B) CYP450 activates while glutathione S-transferase (GST)-mediated conjugation of glutathione 
(GSH) deactivates aflatoxin B1 (AFB1). (C) Vinyl chloride is activated to its epoxide metabolite by CYP450. (D) The 2-amino-1-methyl-6- phenylimidazo-
(4,5-b)-pyridine (PhIP) is first metabolized by CYP450, then activated by N-acetyltransferase. (E) GST mediates activation of ethyldibromide.
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carcinogen, a highly reactive electrophile. GSTs and UDP-
glucuronosyl transferases are thought to deactivate the 
ultimate carcinogen and permit elimination. Therefore, dur-
ing the biotransformation of heterocyclic amines, phase II 
enzymes activate and detoxify the carcinogen.

Ethylene Dibromide (1,2-Dibromoethane) 
Biotransformation

An additional example of phase II–mediated carcinogen 
activation is that of the halogenated aliphatic ethyldibro-
mide.79 Ethylene dibromide is a potent mutagen used as 
an industrial solvent, gasoline lead scavenger, and fumigant. 
Following glutathione conjugation of the parent compound, 
S-2-bromoethyl glutathione spontaneously forms an episul-
fonium ion (see Figure 7-6). This sterically strained molecule 
is the reactive ultimate carcinogen and primarily attacks the 
N7 position of guanine. Again, although GSTs commonly 
detoxify xenobiotics, glutathione conjugation of ethylene 
dibromide leads to carcinogen activation.

DNA Repair

A second form of endogenous defense against environ-
mental carcinogenesis is DNA repair. Various forms of 
carcinogen-induced DNA damage, such as DNA adducts, 
DNA crosslinks, and double- and single-strand breaks, have 
been reported following exposure to various carcinogenic 
insults. To maintain genomic integrity, DNA repair genes 
have evolved.80 More than 125 DNA repair enzymes and 
DNA damage response genes have been identified. The 
importance of these genes is highlighted by inherited syn-
dromes (e.g., xeroderma pigmentosum [XP], Fanconi ane-
mia, Bloom syndrome, and ataxia-telangiectasia) wherein 
DNA repair defects render the individual more susceptible 
to cancer development. These DNA repair proteins can be 
generally categorized according to the repair pathways in 
which they function or according to their ability to signal for 
or regulate DNA repair (see Chapter 4). The predominant 
human DNA repair pathways include base excision, nucleo-
tide excision, base mismatch, and DNA strand break repair. 
Simpler, direct repair pathways have also been reported. In 
cases where DNA damage is excessive, crosstalk may activate 
apoptotic pathways. In this case, programmed cell death can 
be viewed as a protective host response.

Defense against Oxidative Stress

Numerous carcinogens, including UV light and heavy met-
als, are thought to act by inducing oxidative stress and oxi-
dative DNA damage. Endogenous defense systems have 
evolved to detoxify reactive oxygen species such as hydroxyl 
radical and superoxide anion. These defense systems range 

from the free radical scavengers glutathione and vitamin E, 
to glutathione synthesis enzymes, to antioxidant enzymes 
such as glutathione transferases, peroxidases, superoxide dis-
mutase and catalase, to DNA repair enzymes that are spe-
cialized for repair of oxidative DNA damage.

Host Susceptibility to Environmental 
Carcinogenesis

As described in the preceding sections, biotransformation of 
carcinogens, DNA repair, and other cellular events play roles 
in defending cells against carcinogenic insults. Sequence 
variation in the genes involved in these cellular processes 
has been described and is expected, in some cases, to alter 
cancer risk. In addition, susceptibility to certain carcinogens 
may vary according to other clinical factors such as devel-
opmental stage, disease status, or co-exposure to additional 
environmental agents. The combined and interacting effects 
of carcinogen exposure, genetic background, and clinical sus-
ceptibility determine the individual’s ensuing risk of devel-
oping cancer.

Genetic Susceptibility

For years researchers have sought to define the relation-
ship between toxicant exposure outcome and the mediating 
effects of genetic polymorphisms. Genetic polymorphisms 
are defined as genetic variations occurring with 1% or 
greater prevalence in a human population. Polymorphisms 
can occur in the form of large deletions, small deletions, 
small insertions, and individual base changes, especially 
single-nucleotide polymorphisms (SNPs). These polymor-
phisms can occur in exons, introns, and promoter regions 
and produce a wide variety of effects ranging from changes 
in the protein function, to expression-level alterations, to 
changes in protein stability. The physiologic relevance of 
genetic variation may be a function of the severity of the 
alteration and the level of carcinogen exposure. Thus, 
genetic variation may be most important in the context of 
low-level exposure, because high-level carcinogen exposure 
may overwhelm any differences in effects that may result 
from genetic variation.

Biotransformation Enzyme Polymorphisms  
and Cancer Risk

Although genetic variation can influence cell signaling, cel-
lular differentiation, apoptosis rate, cellular proliferation rate, 
or other biochemical processes during chemical carcinogen-
esis, historically more emphasis has been placed on identi-
fication of genetic determinants of carcinogen metabolism 
and DNA repair. SNPs occur in GST gene exons, introns, 
and promoter regions, and two-gene deletion polymor-
phisms have been described.81 The GSTM1 and GSTT1 
genes are deleted in about 50% and about 20% to 60% of 
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the population, respectively. Polymorphisms have also been 
described for CYP450, NAT, and mEH genes. A number of 
these alterations have been shown experimentally to affect 
either the expression level or catalytic activities of their cor-
responding proteins.82

One of the most studied biotransformation enzyme/
cancer risk relationships is the relationship between GSTM1 
deletion polymorphism and lung cancer risk. GSTM1 
detoxifies PAHs such as those in cigarette smoke, and meta-
analysis of epidemiologic data suggests that GSTM1 defi-
ciency is a moderate risk factor for lung cancer.71 Similarly, 
GSTM1 deletion may increase the risk of colon and bladder 
cancers.72,73 However, some studies of GSTM1 genotype 
and cancer phenotype have reported inconsistent outcomes; 
therefore the relative contribution of this polymorphism 
requires further investigation. Studies of GSTM1 deletion 
polymorphism in the context of other carcinogen-response 
gene polymorphisms may be critical.

GWAS and Cancer Risk

More recently, genome-wide association studies (GWAS) 
have largely supplanted single-gene studies as the preferred 
method for probing the relationship between genetic back-
ground, carcinogen exposure, and disease risk.83 GWAS 
allow high-throughput scans of the entire genome in cancer 
case and control groups without prior hypotheses concern-
ing which genes or gene regions may contribute to cancer 
susceptibility. Numerous groups have attempted to identify 
the primary genetic determinants of cancer risk using this 
technique. Their work has revealed that multiple, common 
alleles each makes a small contribution to the heritability of 
cancer susceptibility, with no single gene or gene pathway 
dictating cancer risk.

Clinical Susceptibility

The relatively modest findings derived from GWAS and 
earlier epidemiologic studies illustrate the complex nature 
of predicting cancer risk phenotype based on genotype 
alone. Additional factors such as carcinogen dose and 
 tissue-specific expression of biotransformation genes must 
be taken into account in the context of low-penetrance phe-
notypes. In addition, it is well known that developmental 
stage of the individual, concurrent diseases, co-exposures 
to other dietary and environmental chemicals, and the fre-
quency, dose, and timing of carcinogen exposure affect the 
clinical susceptibility to cancer development. Co-exposures 
to other agents can alter expression or activity of phase I and 
phase II enzymes and confound the genotype- phenotype 
relationship. In addition, in case-control and cohort stud-
ies, accurate estimates of carcinogen dose are virtually 
impossible because of recall bias, lack of adequate expo-
sure monitoring technology, effects of dosing frequency or 

timing, and other confounding factors that influence clini-
cal susceptibility.

Researchers have begun to realize the importance of 
developmental stage in determining the physiologic response 
to carcinogen exposure. Accumulating evidence suggests that 
exposures during the critical periods of organogenesis and 
tissue differentiation may permanently affect disease risk 
later in life.84 Although gene mutation in stem cells or other 
critical cell populations may contribute, epigenetic repro-
gramming is believed to be the primary mechanism whereby 
early life exposures affect health outcomes in childhood or 
adulthood. During development, epigenetic programs are 
in constant flux and open to environmental cues. Exposure 
to agents that affect DNA methylation or histone modifica-
tion may permanently “reprogram” the response to carcino-
gens within the affected tissue. The strongest evidence for 
epigenetic reprogramming of cancer susceptibility comes 
from studies of reproductive tract and breast cancers. As an 
example, in utero exposure to the xenoestrogen DES is asso-
ciated with a significantly increased risk of vaginal clear-cell 
carcinoma. Studies in animal models show that DES expo-
sure alters DNA methylation patterns. Therefore, the stage 
at which an individual is exposed to environmental agents 
could be a critical determinant of susceptibility. Even a brief 
exposure to epigenetic reprogramming agents during devel-
opment could potentially alter host susceptibility to carci-
nogenesis. Despite these inherent challenges in assessing 
co-exposures, temporal effects, and multiple genetic factors, 
the ultimate goal is to achieve cancer risk modeling that takes 
into account both inheritance of polymorphisms in genes 
encoding carcinogen defense pathways and other clinical fac-
tors that affect susceptibility.

Cancer Prevention

Because a significant fraction of cancer risk appears to be 
attributable to environmental factors, cancer prevention 
should be an attainable goal. Multiple approaches to cancer 
prevention have been proposed and include chemopreven-
tion and, more simply, exposure reduction. As new prod-
ucts and pollutants are introduced into the environment, 
vigilance in hazard identification should largely prevent 
population-wide health crises such as those that led to the 
discovery of many occupational carcinogens in the 1970s 
and earlier. In addition, careful analysis of current dietary 
and other environmental exposures will increase the under-
standing of existing hazards. Finally, understanding of the 
underlying molecular mechanisms associated with the car-
cinogenic process will allow for the design of effective che-
moprevention strategies.

https://CafePezeshki.IR



Environmental Carcinogenesis 125

Hazard Identification

Assays

An important aspect of cancer prevention is hazard identi-
fication. To effectively prevent human exposure to carcino-
gens, the carcinogen must be recognized as such. Hazard 
identification occurs via multiple avenues under the direction 
of numerous institutions. Academic institutes, corporations, 
and government agencies all contribute to the identification 
of carcinogenic agents. Initial screening is often conducted 
using short-term, in  vitro techniques. Several widely used 
assays have been developed and measure the mutagenicity of 
suspected carcinogens.

Ames Assay
The Ames assay of mutagenicity utilizes Salmonella 
typhimurium bacterial strains with unique growth require-
ments to detect mutagenicity of test compounds.85 In these 
assays, histidine-synthesis–deficient Salmonella strains are 
initially grown in the presence of exogenous histidine and 
are subsequently exposed to test compounds. Mutations 
in histidine-synthesis genes revert the bacterial strain to a  
histidine-independent status, which can be detected by 
growth in minimal-histidine media. Only those bacteria 
that have acquired specific mutations in histidine-synthesis 
genes are able to form colonies. Because bacterial strains can-
not activate procarcinogens via CYP450 biotransformation, 
inclusion of mammalian metabolic enzymes is an important 
feature of this “reversion” assay.

HPRT Assay
The hypoxanthine-guanine phosphoribosyltransferase 
(HPRT) assay uses cultured human somatic cells to detect 
mutagenic agents. The normal function of HPRT in cells is 
to recycle nucleotide bases from degraded DNA. To detect 
mutations in the HPRT gene, cells are first exposed to the 
test compound and then exposed to a toxic nucleotide ana-
logue, 6-thioguanine (6TG). When HPRT is nonmutated 
and functioning, 6TG is incorporated into DNA, triggering 
cell death. However, when HPRT is inactivated by muta-
tions, no 6TG is incorporated, and the cells remain viable. 
Therefore, the number of surviving cells after a defined 
period of cell growth following 6TG exposure reflects the 
mutagenicity of the test agent.

Additional In Vitro Carcinogen Identification Assays
In addition to the HPRT and Ames assays, several other 
direct and indirect in vitro assays for the detection of genetic 
damage have been developed. Assays of changes at the 
chromosomal level in human cells include (1) the chromo-
some aberration assay, wherein metaphase chromosomes 
are examined for abnormalities; (2) the sister chromatid 

exchange (SCE) assay, wherein exchanges of identical pieces 
of chromosomes in duplicated sister chromatids are exam-
ined in metaphase cells; (3) the micronucleus assay, wherein 
the number of chromosome fragments referred to as micro-
nuclei are counted; and (4) the comet (or single-cell gel elec-
trophoresis) assay, wherein DNA strand breaks in individual 
cells are visualized using fluorescence microscopy.

In Vivo Assays

Two-year bioassays in rodents are currently used extensively 
for carcinogen identification. Whole-animal assays are con-
ducted to determine the carcinogenic potential of an agent 
when delivered over the lifespan, in a more physiologically 
relevant model. Of the approximately 200 agents classi-
fied as human carcinogens, almost all have been shown to 
cause cancer in rats or mice, highlighting the utility of ani-
mal studies in the identification of carcinogens. Rodents are 
administered the test compound via the exposure route most 
relevant to human scenarios at two doses: the maximum tol-
erated dose (MTD) and one half the MTD. The compound 
is administered for a majority of the lifespan of the animal, 
and tumor incidence at all sites is recorded. Generally, the 
rat is recommended for the first 2-year carcinogenicity study. 
These data are then supplemented with additional short- or 
medium-term in vivo studies or with a 2-year carcinogenicity 
study in another rodent species such as the mouse. Short- 
and medium-term testing may include the use of trans-
genic or “knockout” mouse models wherein an oncogene is 
overexpressed or a tumor suppressor gene allele is missing, 
although the validity of using these genetically altered mod-
els is still under debate.

The costly nature of in  vivo screens (more than 800 
rodents and histopathological analysis of more than 40 tis-
sues) limits their utility.86 Only approximately 1500 chemi-
cals have been adequately examined. Recent effort has been 
directed toward developing predictive models for more thor-
ough or higher throughput screening of new drugs and other 
agents. For example, the vast majority of known carcinogens 
is mutagenic or genotoxic; therefore, several groups have pro-
posed an expanded battery of DNA-based tests, including 
tests of DNA adduct formation, DNA strand breaks, and 
DNA repair. In addition, toxicogenomic strategies for the 
identification of gene expression profiles that are predictive 
of genotoxic and non-genotoxic carcinogenicity have been 
proposed.

Non-genotoxic Carcinogens

The identification and analysis of non-genotoxic carcinogens 
are less straightforward than are those for genotoxic agents. 
These agents are identified in the context of the 2-year 
rodent bioassay. Agents that are identified as carcinogenic in 
these in vivo assays but do not directly interact with DNA 
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are classified as non-genotoxic carcinogens.87 Non-genotoxic 
carcinogens characteristically induce tumors in only one or a 
few species and only after a threshold dose is achieved. Non-
genotoxic carcinogens are not detected in in vitro assays of 
mutagenicity such as the Ames or HPRT assays. Many of 
these non-genotoxic carcinogens possess properties similar 
to tumor promoters, suggesting, together with a lack of geno-
toxicity, that they work mechanistically differently from clas-
sical, genotoxic carcinogens. Considerable debate is ongoing 
concerning the best way to identify and regulate such com-
pounds (see subsequent sections).

Risk Assessment and Regulation of 
Carcinogen Exposure

As carcinogen exposure scenarios are identified, an assess-
ment of predicted exposure dose and the expected degree 
of health hazard is conducted. This informs an estimation 
of overall cancer risk associated with the observed exposure. 
Estimating cancer risk helps investigators determine when 
and if behavior modifications should be enforced. This pro-
cess of predicting cancer risk in a given exposure scenario 
is referred to as risk assessment, whereas the response to 
predicted risk is referred to as risk management. The EPA 
is responsible for risk assessment in areas of known or sus-
pected exposure of the population to carcinogens and makes 
recommendations for risk management to minimize health 
consequences due to environmental contamination.

Risk assessment concerning mutagenic carcinogen 
exposure assumes that no threshold dose exists. That is, 
no safe exposure level can be identified because any expo-
sure dose could, in theory, induce a mutation in a critical 
target gene, thereby elevating cancer risk. Extrapolation of 
a safe level of human exposure to non-genotoxic carcino-
gens is more complex and requires multiple assumptions. 
For instance, it is assumed that an agent found to be a non-
genotoxic carcinogen in rodents would be toxic to humans 
and that the no observable adverse effect level (NOAEL) 
in rodents could be applied to humans. Such decisions are 
greatly enhanced by mechanistic information so that judg-
ments can be made concerning potential threat to human 
health. In 2005, the EPA released new risk assessment 
guidelines that acknowledge the different mode of action for 
non-genotoxic carcinogens and provide for this deviation 
during risk-management decision making.

Prevention Strategies

The goal of risk assessment and risk management is to pre-
vent cancer by anticipating and circumventing carcinogen 

exposure. However, the etiology of certain cancers is still 
unknown. In many cases, risk assessment is impossible or 
risk management measures are unavailable. Furthermore, 
some carcinogen exposures are unavoidable, or avoidance 
is not practically feasible. For instance, therapeutic radia-
tion and certain chemotherapy drugs are known carcino-
gens; however, the risk-to-benefit ratio still favors voluntary 
exposure, despite health risk. In these instances, prevention 
tactics are needed to counteract the carcinogenic process, 
especially in the absence of effective treatment options. Sev-
eral approaches to prevention have been taken in recent years 
with varying degrees of promise.88

Vaccination

Vaccination is among the most promising of approaches for 
biologic carcinogens such as HBV, HPV, and Helicobacter 
pylori.89 The development of vaccines to block initial infec-
tion with carcinogenic bacteria or virus would presumably 
prevent or reduce associated cancers. As an example, HPV 
vaccines have been developed to limit the spread of the virus 
and reduce the incidence of cervical cancer. In addition to 
this traditional use of vaccination, the use of vaccines against 
oncoantigens has also been proposed to prevent cancer via 
stimulating immune mechanisms to attack small cancerous 
lesions. Oncoantigens, which are tumor-associated mol-
ecules, are used to stimulate persistent immune memory 
mechanisms. When the antigen is later detected via immune 
surveillance, an effective adaptive immune response is 
mounted. In theory, the immune system is primed to detect 
and destroy any cancer cells expressing the oncoantigen. The 
success of vaccines in the prevention of tumors in animal 
models has been documented; however, the utility of such 
vaccines to prevent human tumors must still be validated.

Chemoprevention

Chemoprevention strategies for reducing the incidence of 
cancer have also been proposed. For instance, chemicals that 
upregulate biotransformation enzymes (in particular, phase 
II enzymes) have been investigated as chemopreventive 
agents.75,90 Because most phase II biotransformation reac-
tions reduce chemical reactivity of the parent compound, 
the rationale for inducing phase II enzymes or their cofac-
tors is to reduce the mutagenicity of initiating agents. For 
instance, oltipraz administration has been shown to atten-
uate AFB1 toxicity in rats. Oltipraz elevates GST activity, 
likely via activation of antioxidant response elements within 
GST promoter regions. Oltipraz may also inhibit the activa-
tion of aflatoxin by CYP450. The challenge associated with 
enzyme induction as a chemopreventive approach is that not 
all phase II biotransformation reactions are detoxification 
reactions. Because humans are exposed to a wide variety of 
carcinogens, induction of biotransformation enzymes may 
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be simultaneously beneficial and detrimental. Therefore, the 
decision to use of this type of chemopreventive agent must 
weigh multiple factors such as carcinogen target organ, agent 
distribution, and exposure scenario.

In addition to agents that induce the expression of 
detoxification enzymes, agents that combat or prevent 
oxidative stress are potential chemopreventive agents. 
Oxidative stress is believed to contribute to the forma-
tion of multiple cancer types; consequently, treatment 
with antioxidant agents may block carcinogenesis. In this 
regard, selenium, α-tocopherol, EGCG, and lycopene 
are potent antioxidants under study for chemopreventive 
properties. Similarly, inflammation is believed to contrib-
ute to formation of numerous cancer types. Agents such 
as  cyclooxygenase-2 (COX-2) inhibitors (i.e., celecoxib) 
as well as other nonsteroidal antiinflammatory drugs 
(NSAIDs) have been proposed as chemopreventive agents 
to combat procarcinogenic inflammation. In addition, hor-
monal agents have been proposed for the chemopreven-
tion of cancers of reproductive organs such as breast and 
prostate cancers.91 For instance, selective estrogen receptor 
modulators (SERMs) have been proposed to prevent breast 
cancer by blocking the action of procarcinogenic estrogen. 
Tamoxifen, an antiestrogenic agent, was first approved for 
the treatment of advanced breast cancer but also reduced 
the risk of contralateral breast cancer occurrence. Tamoxi-
fen has since been approved as a chemopreventive agent in 
high-risk patients.

Summary and Conclusions

Cancer is known to develop over many years and is deter-
mined by the interaction of host genetic factors as well as 

environmental exposures. Environmental factors appear to 
play a major role in determining cancer risk. Of the known 
cancer risk factors, smoking and diet account for a signifi-
cant proportion of cancer deaths. There are many types of 
environmental carcinogens including biologic agents (e.g., 
viruses), chemicals (e.g., PAH), and physical agents (e.g., 
solar radiation). The linkage between environmental expo-
sure and cancer in humans is strong in some cases (e.g., 
asbestos and mesothelioma of the lung), whereas in other 
cases the environmental etiologic factors are less well under-
stood (e.g., breast and prostate cancers). Epidemiology stud-
ies, together with studies in model systems, especially animal 
model systems, provide the evidence used to determine the 
relative risk of specific environmental exposures. Catego-
rizing cancer risk from environmental agents is an ongo-
ing process conducted by the NTP and the IARC. Study 
of genetic polymorphisms in various genes involved in the 
carcinogenic process is leading to a better understanding of 
the overall risk associated with environmental exposures and 
identification of high-risk populations to target prevention 
strategies. Research on the underlying mechanisms associ-
ated with environmental carcinogenesis provides the basis 
for early detection and identification of target molecules for 
chemoprevention and/or intervention strategies. Carcino-
gens are known to target oncogenes and tumor suppressor 
genes through DNA damage and/or to alter cellular sig-
naling pathways in bringing about the changes associated 
with cancer formation in specific tissues. Ultimately, envi-
ronmental carcinogenesis occurs via the stepwise accumula-
tion of genetic alterations leading to invasive and metastatic 
lesions. Finally, although many regulatory mechanisms exist 
to protect the public, diligence is required to guard them 
from future unintended carcinogen exposures. It will remain 
prudent to closely monitor the environment for potential 
human carcinogens.
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The molecular pathogenesis of human cancer is a complex 
process that often requires the cooperation of genetic muta-
tions within many cellular pathways that ultimately lead 
to tumorigenesis. Simple model organisms with conserved 
genes and developmental pathways offer systems with which 
to dissect the role of individual genes and their contribu-
tion to the development of cancer in vivo. From single-celled 
yeasts to vertebrate fish such as the zebrafish, each model sys-
tem provides its own unique strengths with which to iden-
tify new genes and to elucidate genetic interactions required 
for the development of cancer.

Why Use a Simple Model Organism?

Cancer develops as a result of disruption of the normal 
physiological processes of cell growth, differentiation, and 
proliferation. Genes involved in these processes encode tran-
scription factors and other regulatory proteins controlling 
the cell cycle, apoptosis, and survival. Many of these genes, 
found in the simplest eukaryotes, are conserved with higher 
species. Over several decades the development of tools for 
forward genetic analysis based on phenotype in simple 
organisms has led to yeasts (Saccharomyces cerevisiae), the 
fruit fly (Drosophila melanogaster), and more recently the 
zebrafish (Danio rerio) emerging as the key simple organisms 
for investigating cancer genetics (Figure 8-1).

In addition to their individual strengths for investigat-
ing conserved pathways there are three main practical reasons 
to use a simple model organism: time, space, and tractabil-
ity. Yeasts such as Saccharomyces cerevisiae (S. cerevisiae) and 
Schizosaccharomyces pombe (S. pombe) are single-cell organ-
isms. They have comparatively few genes and little intronic 
DNA. They replicate rapidly by budding (S. cerevisiae) or 
fission (S. pombe) and can be maintained in large numbers 
in both haploid and diploid states, facilitating the isolation 
and investigation of recessive mutations. Yeast cell numbers 
double every 100 minutes (given adequate nutrition), and 
these organisms are safe and cheap to maintain. The whole 

organism can be readily visualized by light microscopy, and 
the incorporation of fluorescent proteins allows subcellular 
localization of specific proteins in real time. Similarly, Dro-
sophila melanogaster has a life cycle of 10 days, and large 
numbers of animals can be maintained in a small space. This 
multicellular organism can be used to examine cell-cell inter-
actions and the roles of non-cell autonomous gene function in 
the development of cancer. Although Drosophila melanogas-
ter does not develop cancer in its classical form and lacks the 
closed blood system of vertebrates, ingenious genetic tech-
niques have been applied to model pathways involved in the 
development of cancer and invasive metastases in this organ-
ism, which has the added advantage of being both multicel-
lular and tractable to single-cell resolution.1 The zebrafish is 
relatively new to the field of well-characterized model organ-
isms but has rapidly gained popularity. As a vertebrate with 
a closed vascular system (and beating heart), it provides an 
ideal intermediate model system between studies in inverte-
brates and small mammals such as the mouse. In contrast to 
the mouse, zebrafish development occurs rapidly outside the 
mother in transparent embryos, allowing direct visualization 
of the evolving systems and easy analysis of incorporated flu-
orescent markers. Its small size and high fecundity allow it to 
be easily maintained. The ability to directly visualize devel-
opment in the embryo is particularly beneficial given that 
proto-oncogenes often have a crucial role during embryonic 
development.

Genetic Conservation and Synteny

It has long been recognized that simple organisms carry genes 
that have functional equivalents in humans. Conclusive evi-
dence for this phenomenon was determined when human 
DNA sequences expressed in yeast cells rescued the pheno-
typic defects arising from mutations in yeast or Drosophila 
genes, allowing the homologous human DNA sequence to 
be cloned.2 Conservation of a given gene through evolution 
suggests that its protein product performs essential functions 
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that are similar across species. The more highly conserved 
the gene, the more important or critical the function of its 
product. For example, the amino acid sequence of the fis-
sion yeast ribosomal protein of the small subunit 14(rpS14) 
is 75% identical to the human RPS14. This suggests that 
from the millions of random mutations arising over millions 
of years of evolution, only 75% diversification of the amino 
acid sequence occurred, presumably because the majority of 
mutations resulted in deleterious effects on the fitness of the 
organism. Similarly, the most critical functional domains of 
a protein can be implied by determining the regions that are 
most highly conserved among species (illustrated in Figure 
8-2). The genetic complexity of higher eukaryotes, how-
ever, indicates that not all genes are conserved. Indeed, even 
with the now-vast repositories of bioinformatics that house 
sequence data for hundreds of genes and species, it is not 
always straightforward to identify a single gene that is the 
functional ortholog of a human gene in a simple organism. 
As a result, in simple organisms there are often fewer genes 
performing a particular function than in humans. An exam-
ple of this is the number of functionally conserved BCL2 
family members in the intrinsic apoptosis pathway seen in 
worms and zebrafish (with none identified in yeasts).3-5 This 
is further complicated in zebrafish, where whole-genome 
duplication that occurred in teleost fish more than 150 mil-
lion years ago6 has resulted in the presence of two or three 
copies (paralogs) of a large number of individual genes.6 Sev-
eral methods permit determination of which copy of such 
genes is functionally homologous to the human gene. The 
analysis of genetic synteny using bioinformatic approaches 

has demonstrated that zebrafish orthologs of human genes 
can usually be found in chromosomal locations in the fish 
that reflect their location on conserved human chromosomal 
regions.7 In many cases divergence in promoter sequences 
leads to tissue-specific activities of different teleost orthologs 
of a single mammalian gene (see Figure 8-2, C).

Forward Genetics, Reverse Genetics,  
and Transgenesis

Simple model organisms, with their rapid development and 
large numbers, lend themselves well to the identification of 
new oncogenes, tumor suppressors, and novel therapeutic 
targets important in cancer. This is generally accomplished 
using classical (and variations on classical) genetic screens. 
Forward genetic screens are based on Mendelian inheri-
tance of genes and the observation of a phenotype in cells 
or organisms where a gene has been disrupted (Figure 
8-3). The methods by which genes are disrupted and the 
assays used to screen for phenotypes are wide ranging, and 
some are species specific. Early screens looked for naturally 
occurring phenotypes of simple processes, such as inabil-
ity of yeast to grow at a certain temperature, as a method 
of assaying genes involved in cell division. To increase the 
number of mutated organisms (mutants) with a phenotype 
of interest, methods of inducing mutations in genes, either 
chemically with retroviruses or with transposons (“jumping 
genes”), have been employed. Large numbers of organisms 

Figure 8-1 Model organisms (the 
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cerevisiae; the fruit fly—Drosophila 
melanogaster; and the zebrafish—
Danio rerio) and their key attri-
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are screened to ensure that every gene within the genome 
has been mutated at least once—this is known as saturation 
of the genome. Forward genetic approaches allow unbiased 
isolation of phenotypically mutant organisms, after which 
the gene causing the mutant phenotype can be identified. 
The forward genetic screen remains the most powerful 
strength of model organisms as a cancer model, in partic-
ular for the discovery of novel tumor suppressors. Tumor 

suppressors are genes whose normal functions are to regu-
late uncontrolled or abnormal growth, or the growth of cells 
whose genetic integrity has been compromised. Because 
the cancer-causing effects of these genes can only be fully 
recognized when they are absent or nonfunctional, forward 
screening of large numbers of simple organisms is an attrac-
tive means to identify such genes in  vivo. Historically, a 
potential drawback of such forward screens, particularly in 
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the zebrafish, where there is somewhat greater genetic com-
plexity, is that identification of the genetic mutation causing 
the phenotype can sometimes be time consuming and tech-
nically challenging: something of a “needle in a haystack” 
search. This is especially true if the mutation occurs in a 
regulatory or noncoding region of the genome or in telo-
meric regions of chromosomes where increased amounts 
of crossing over during meiosis further hamper conven-
tional positional cloning techniques. However, the past 
decade has seen the emergence of massive parallel sequenc-
ing technologies that are now being used to facilitate rapid 
fine mapping of genetic mutants derived from phenotypic 
screens.8,9 These technologies allow hundreds of genes to 
be sequenced simultaneously, covering the entire genome in 
such a way that regions of the genome linked to the mutant 
phenotype can be identified when the fish have been crossed 
to a strain of a different genetic background. The rapidly 
decreasing costs and increasing efficiency and availability of 
these technologies will likely fuel a new wave of studies in 
coming years, accelerated by advances in deep sequencing 
for positional cloning.

In addition to forward genetic modeling, it is also 
possible to disrupt specific known genes (such as known 
oncogenes or tumor suppressors) to investigate the pheno-
type produced. This process is termed reverse genetics. The 
most common reverse genetic studies are carried out using 
transient knockdown techniques. These include RNA 
interference (RNAi) in flies and antisense oligonucleotides 
(“morpholinos”) in frogs and fish. These techniques are 
particularly useful in determining epistatic relationships 
among genes giving rise to a particular phenotype, as several 
genes can be knocked down simultaneously. More recently, 
there have been a number of advances in the field of genome 
editing technologies that have made the generation of stable 
knockout lines at virtually any site within the genome acces-
sible to researchers using simple organisms.10,11 This is ben-
eficial because it allows specific domains within a protein to 
be targeted for mutation and allows propagation of muta-
tions through the germline for studies in later stage juve-
niles or adult organisms. This is achieved by the creation of 
synthetic restriction endonucleases that fuse the cleavage 
portion of FokI, a naturally occurring bacterial restriction 
endonuclease, to a site-specific DNA binding domain gen-
erated using synthetic zinc fingers (ZFNs) or transcrip-
tion activator–like effector nuclease (TALEN) repeats. 
Two DNA sequences are targeted, one on either side of the 
region of the genome where a mutation is desired (see Figure 
8-3, B). Because FokI requires dimerization to induce cleav-
age at its target site, this produces site specificity and mini-
mizes off-target mutations. Novel technologies allowing the 
generation of large numbers of TALENs are likely to make 
the use of this form of genome editing widespread not only 

in simple organisms but also in mammalian models and cell 
culture systems.

Forward and reverse genetic models may be used in 
combination. Reverse genetics in simple organisms may 
add tools for the investigation of the genetic interactions of 
a known gene by permitting the development of modifier 
screens where the mutant is subjected to forward genetic 
screening to identify genes that enhance or suppress its 
phenotype. In this way modifier screens may provide novel 
therapeutic targets in human cancers.

Another genetic tool used in simple model organisms 
is transgenesis. To obtain a transgenic organism, specific 
DNA sequences are typically introduced into the genome 
of an organism and expressed under the control of a spe-
cific promoter sequence to guide the cellular, temporal, and 
spatial localization of transgene expression. For example, in 
zebrafish, the introduction of the mouse Myc gene under the 
control of the rag2 lymphocyte-specific promoter leads to 
expression of Myc in the thymus and the subsequent devel-
opment of T-cell leukemia/lymphoma.12,13 Adding the cod-
ing sequence of green fluorescent protein to the integrated 
construct has the additional advantage of permitting spa-
tiotemporal visualization of the development of cancer in 
this system. A prime example is the recent use of dopamine 
β-hydroxylase promoter to drive MYCN and activated ALK 
expression in transgenic zebrafish to produce neuroblas-
toma,14 demonstrating the power of this model for detailed 
studies to reveal cellular mechanisms underlying synergy 
between oncogenes that are also activated together in human 
malignancies. Transgenic approaches are easily performed in 
yeasts, which undergo efficient homologous recombination 
into their chromosomes, allowing site-specific integration 
of the transgene. Using this tool in yeasts facilitates reverse 
genetics by replacing the normal functioning gene with a 
mutated or nonfunctional form (which may be genetically 
engineered or even derived from a different species).

Drug Screens

Simple organisms can also be used for drug discovery in a 
variety of ways. Yeast can be manipulated to express a gene or 
protein of interest at a higher level than normal, or a heterolo-
gous human gene under control of a yeast-specific promoter. 
A differential effect of a drug on the normal-versus-mutated 
gene can also be assessed (e.g., attempting to find drug 
targets selective for certain oncogenes).15 More recently, 
drug screens using whole organisms, including both flies and 
zebrafish, have been successful in uncovering potential novel 
therapeutic anticancer drugs and for revealing previously 
unsuspected anticancer activities of existing drugs.16,17
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Conditional Models

Only a small number of human cancers can be attributed to 
the presence of an underlying inherited cancer predisposition 
mutation; thus the majority of human cancers arises from a 
series of somatic mutations acquired over time. Because 
many human oncogenes and tumor suppressors play a criti-
cal role in embryologic development, germline mutations 
affecting key genes of this type in all tissues frequently lead 
to death during development. Although investigation of the 
embryologic phenotype in model organisms continues to 
provide crucial information on gene function, the study of 
genetic interactions in specific tissues and in specific cancer 
models provides additional information on how the mutated 
gene contributes to tumorigenesis in vivo.

Over the past 20 years, genetic tools have been devel-
oped to engineer targeted conditional expression or (in some 
cases) knockout of a specific gene. There are three main con-
ditional systems that facilitate directing gene expression to a 
specific cell type at a specific time. The first is based on an 
enzyme from P1, which is a bacteriophage that infects the 
bacterium Escherichia coli. This virus produces an enzyme 
called Cre recombinase that cuts DNA whenever it sees two 
identical 34-base-pair sequences known as Lox-P sites. The 
enzyme removes the DNA between the two Lox-P sites, and 
the sites are ligated together. In model organisms, this system 
can be used by driving the expression of Cre with a promoter 
that is only expressed at a certain site (tissue specific) or with 
a promoter that is activated by exposure to a specific stimulus 
such as heat shock or a particular drug (e.g., estrogen). Lox-P 
sites can be introduced into a transgene such that on Cre acti-
vation, the transgene is expressed (or removed) in a specific 
tissue. Fluorescent proteins can also be incorporated into 
transgenes to allow visualization of where the transgene is 
expressed and where the Lox-P sites have been removed (Fig-
ure 8-4). In a similar fashion, Flp recombinase is an enzyme 
made by the 2-μm plasmid of Saccharomyces cerevisiae. This 
recombinase acts in a similar way to Cre recombinase, rec-
ognizing two 34-base-pair sequences termed Frt sites. This 
system has been extensively employed in flies, where instead 
of simply excising the intervening DNA sequence between 
two Frt sites, Flp recombinase results in the crossing over 
and exchange of genetic material between arms when Frt sites 
are located on opposite arms of the same chromosome. This 
allows, for example, the expression of mutant tissue in an 
otherwise wild-type background18 (see Figure 8-4). Tissue-
specific overexpression of a gene can also be achieved by using 
the yeast transcription factor Gal4 driven by a tissue-specific 
promoter and its upstream activating sequence (UAS) driv-
ing the gene of interest. UAS can also drive a fluorescent 
protein–colored marker to allow spatial localization of cells 
expressing the gene of interest (see Figure 8-4).

Yeast

Genetic Tools and Functional Genomics

Recovery of the genes responsible for a mutant phenotype 
observed in a forward genetic screen and harnessing the 
power of reverse genetics is made possible in yeast by the 
ease with which the organism can be transformed with 
DNA using plasmid vectors or polymerase chain reaction 
(PCR) products and by the subsequent ability of the yeast to 
undergo the process of homologous recombination. Homol-
ogous recombination is a conserved DNA repair process 
that allows recognition of homologous DNA sequences at 
sites of double-stranded DNA breakage. This recognition 
allows double-stranded breaks to be repaired by using the 
other intact copy (located on the sister chromosome) as a 
template. This physiological mechanism is hijacked when 
vector-derived DNA is designed to carry homology arms 
with sequences identical to the genome location where incor-
poration is desired. The yeast homologous recombination 
machinery then recognizes the homology arms and inserts 
the vector DNA sequence (chosen by the researcher) into 
the desired location. In this way, any gene can be replaced 
by another stretch of DNA. This could be a mutated or null 
allele or a normal allele to replace a mutated one. In addi-
tion, mutant or wild-type alleles can be coupled with genes 
encoding positive or negative selection factors to allow the 
identification of yeast strains that have undergone homolo-
gous recombination (such as an antibiotic or growth factor 
requirement). The application of these techniques is wide-
spread, including the development of targeted gene “knock-
outs” such as those used in the yeast genome deletion project. 
An example of this is shown in Figure 8-5. Molecular pro-
filing of the effects of different growth conditions has been 
facilitated by the addition in the yeast genome deletion proj-
ect of two unique 20-nucleotide tags that flank each knock-
out cassette. Using these tags as “barcodes” and starting with 
equal quantities of each deletion strain, gene chips have been 
developed to hybridize and quantify each tag (and thus 
knockout strain) in any given growth condition.19

Because the yeast genome is relatively small and con-
tains little noncoding DNA, it has been possible to derive 
plasmid libraries for all genes found in yeast that are of a 
manageable size. This is done by cutting the whole genome 
with restriction enzymes that recognize a particular DNA 
sequence and then inserting each of these smaller cut pieces 
of DNA into a plasmid vector. These DNA libraries are use-
ful to identify the gene causing a phenotype or to address the 
phenotype resulting from the overexpression of certain genes 
(e.g., which can also be used in a drug screen).

One complication of examining genotype-phenotype 
relationships is that for some genes loss of function and/or 
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Figure 8-4 (A) Flt/FRP system/twin-spot clones. By placing the FLP recombinase gene under the control of the eyeless enhancer (which drives expres-
sion specifically in the eye-antennal imaginal disc), Flp/FRT-mediated recombination can be targeted to this disc to generate homozygous mutant 
clones in the eye in flies that are otherwise heterozygous. (I) The non-mutant chromosome (the asterisk indicates a mutation) is marked by a mini-white 
transgene, but there is no selection against the twin-spot clones or nonrecombinant cells, and both the mutant clones (white) and the twin-spot clones 
(darker red, because they carry two copies of white+) are relatively small. (II) The effects of incorporating a Minute mutation (M) onto the nonmutant 
FRT chromosome. The mutant clones now occupy almost all of the eye, because they outcompete the slow-growing nonrecombinant cells (which are 
M/+), whereas the twin-spot clones die. (B) Gal4/UAS system. The yeast transcriptional activator Gal4 can be used to regulate gene expression in 
Drosophila by inserting the upstream activating sequence (UAS) to which it binds next to a gene of interest (gene X). The GAL4 gene has been inserted 
at random positions in the Drosophila genome to generate “enhancer-trap” lines that express GAL4 under the control of nearby genomic enhancers, and 
there is now a large collection of lines that express GAL4 in a huge variety of cell-type and tissue-specific patterns. Therefore, the expression of gene X 
can be driven in any of these patterns by crossing the appropriate GAL4 enhancer-trap line to flies that carry the UAS–gene X transgene. This system has 
been adapted to carry out genetic screens for genes that give phenotypes when misexpressed in a particular tissue (modular misexpression screens). 
(C,D) Cre-Lox system. Zebrafish carrying the construct shown in (D): (I) No cre activation—fish show red thymus, showing that the dsRED cassette has 
not been excised. (II) Following cre injection, the dsred stop cassette is removed, allowing expression of the cMyc-EGFP fusion oncogene. This fish has 
an enlarged green thymus indicating the development of T-cell acute lymphoblastic lymphoma. (III) In this older fish, the whole fish fluoresces green, 
indicating disseminated T-cell acute lymphoblastic leukemia. (E) Tumor transplantation experiment using the transparent “casper” fish. These images 
show the development of melanoma (derived from p53 null/BRAFV600E model) over time in the same animal. The tumor can be monitored externally 
without sacrificing the fish. (A and B, Reprinted with permission from Macmillan Publishers Ltd: Nat Rev Genet. St. Johnston. C, Courtesy Hui Feng (unpublished data). 
E, Reprinted from White et al., Cell Stem Cell. Copyright 2008, with permission from Elsevier.)
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gain of function do not show a phenotype. The likelihood 
is that these genes are either redundant or act in pathways 
whose physiological functions are buffered by other cellular 
pathways acting in parallel.20 To decipher the interaction 
between two deleted genes (synthetic fitness or, more severely, 
synthetic lethality when the interaction causes lethality) or 
between a deleted gene and an overexpressed gene (known as 
synthetic dosage fitness or lethality), novel synthetic genetic 
array (SGA) screens have been employed.21,22 Yeasts with 
the mutation of interest in the haploid state are mated to a 
pool of haploid yeast knockout strains of the opposite mat-
ing type. Selection markers are introduced to allow iden-
tification of double mutant strains, and their phenotype is 
assessed. Synthetic lethality screens have been further devel-
oped to incorporate the microarray technology using bar-
codes as described earlier—the synthetic lethality analyzed 

by microarray (SLAM).20 SLAM has allowed analysis of 
double-mutant heterozygous diploid strains of yeast, as 
well as other genetic interactions such as chemical genetic 
interactions.23

Yeast screens have been devised to determine not just 
genetic but also protein-protein interactions. These can be 
in the form of two-hybrid screens, or more recently in the 
form of tandem affinity purification tagged (TAP-tag) anal-
ysis. The principle of the two-hybrid screen analysis is that 
transcription factors require two domains—a DNA bind-
ing domain (BD) and an activation domain (AD) in close 
proximity to one another—in order to bind to and cause 
transcription of their target gene. Part of the Gal4 tran-
scription factor (either the BD or the AD; for this example 
the BD) is fused to the protein of interest, for example, the 
MYC oncoprotein. A library of other proteins is then fused 
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Figure 8-5 (A) A schematic representation of the budding yeast life cycle. Under adequate nutritional conditions diploid yeast cells undergo vegetative 
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sequence at the 5′ and 3′ ends are cloned with KanMX4 selection marker between, flanked on each side by 20-bp unique tags (UT). The yfg sequences 
are recognized by the homologous recombination machinery in the yeast, and a proportion of yeasts will swap the genetic material encoding the gene 
for that encoding the selection marker. Yeasts that survive in media containing kanamycin have incorporated the deletion cassette and no longer con-
tain a functional yfg. These strains can be isolated from mixed cultures by PCR using the flanking UT. (Adapted by permission from Macmillan Publishers Ltd: 
Nat Rev Genet. Kumar A and Snyder M. Emerging technologies in yeast genomics. Copyright 2001.)
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to the Gal4 AD. If any of the library proteins interacts with 
MYC, then the Gal4 transcription factor will bind and 
cause transcription of target genes. The target gene can be 
engineered to be a selection factor that will only allow yeast 
to grow in the presence of its expression in selective cul-
ture conditions, and its identity can be confirmed by subse-
quent sequencing.24 In TAP-tag analysis, a tandem affinity 
purification protein tag is introduced into the open reading 
frame (ORF) of each yeast gene to create the expression of 
a fusion protein. This protein tag is specially designed to 
allow efficient affinity purification of the tagged protein of 
interest along with other proteins bound or associated with 
it. The resultant interacting proteins can then be resolved 
by a variety of methods, the most accurate of which is mass 
spectrometry.25,26

The Cell Cycle

The fundamental processes of cell growth and division 
are governed by the tightly regulated processes that main-
tain the cell cycle. The cell cycle is an ordered set of events 
by which cells grow and divide to produce two identical 
daughter cells. It is divided into four phases, as shown in 
Figure 8-5. Two features of cancer cells in mammalian sys-
tems are controlled (at least in part) by cell cycle mainte-
nance: altered growth and genomic instability. Based on 
a number of features, yeasts provide the ideal system for 
study of the cell cycle.27 The budding yeast Saccharomyces 
cerevisiae has been the most highly investigated. S. cerevisiae 
is able to survive in both haploid and diploid states. In the 
presence of sufficient cell nutrients, diploid cells undergo 
division by mitosis and growth by budding. The size (or 
presence) of a bud can be visualized by light microscopy 
and permits determination of cell cycle status in individual 
cells. Each diploid cell contains a copy of each of the two 
mating types—Mata and Matα—determined by the MAT 
locus. When diploid cells are starved of nitrogen and fer-
mentable carbon, they undergo sporulation and commence 
formation of a and α gametes. Here the cells undergo divi-
sion by meiosis, followed by differentiation of the subse-
quent haploid progeny. The haploid progeny immediately 
fuse with a cell of the opposite mating type to produce a 
diploid cell—a process determined by a mating pheromone 
that is specific to each mating type (a or α). Therefore the 
cell cycle and mating machinery are integrally linked.28,29 
In addition, yeast cells that have arrested at different parts 
of the cell cycle (usually under specific conditions such as 
high temperature) have disrupted genes critical to progres-
sion through the cell cycle and cell growth, which may be 
potential oncogenes and/or tumor suppressors. The study 
of mutant yeast strains with abnormalities in the cell cycle 

has led to the identification of genes orthologous to human 
oncogenes and tumor suppressors.

CDC2 and CDC28

In 2001, the power of yeast as a genetic tool for studying the 
cell cycle and its implications in cancer were recognized with 
the award of the Nobel Prize in medicine to Paul Nurse 
and Leland Hartwell. They not only elucidated many of the 
critical genes involved in regulating the cell cycle but also 
demonstrated the genetic and biochemical conservation that 
makes study in this and other simple organisms so power-
ful. Two of the critical genes identified by these investigators 
continue today to provide insight into how cancer cells evade 
normal growth and cell cycle regulatory mechanisms. The 
CDC28 gene was discovered in the early 1970s by Leland 
Hartwell in an early genetic screen to identify S. cerevisiae 
strains that conditionally blocked cells at different stages 
of the cell division cycle (cdc). The presence of Cdc28 was 
found to be essential for cells to initiate both the nuclear 
and cytoplasmic events required for cell division. Before the 
Cdc28-dependent step, yeast cells are able to undergo either 
sexual replication or entry into the cell cycle, and thus the 
Cdc28 step in G1 came to be known as the start of the cell 
cycle in the budding yeast. The CDC28 gene was cloned in 
1980, and by 1985 Cdc28 was shown to have protein kinase 
activity.30

Paul Nurse uncovered a critical regulator of the cell 
cycle in S. pombe. Using the observation that in budding 
yeast, cell size is coordinated with progression through the 
cell cycle, a number of “wee” (meaning small) mutants were 
identified. “Wee” mutants progressed through the cell cycle 
more rapidly than normal before sufficient time for normal 
growth had passed, resulting in the generation of the small 
phenotype. The second “wee” mutant isolated, wee2, was 
shown to map the same locus as cdc2 and later, in 1982, was 
shown to be functionally homologous to the CDC28 gene 
in budding yeast. The cloning of the human CDC2 gene in 
1987 confirmed the utility of this system for investigating 
the role of specific genes in humans.27 In more recent years, 
cdc2 and CDC28 have been renamed CDK1 (cyclin depen-
dent kinase 1) as part of the CDK family of kinases, which 
(along with other roles in cell cycle, transcription, and dif-
ferentiation) associate with cyclins, allowing intricate control 
of the cell cycle. CDK1 associates in particular with cyclin B 
and is involved in the control of mitosis (reviewed in Refs. 31 
and 32). Since then, abnormal expression of CDK1 has been 
found in a variety of human cancers and is now known to 
be required for efficient phosphorylation of the Bloom syn-
drome DNA helicase (BLM).33 Homozygous mutation of 
the BLM leads to Bloom syndrome—a condition in humans 

https://CafePezeshki.IR



I. Carcinogenesis and Cancer Genetics138

that predisposes to multiple forms of cancer as a result of 
genomic instability.

Ploidy, Genome Instability, and Cancer

The study of Leland Hartwell’s temperature-sensitive cell 
division mutants led to the analysis of genes essential for cell 
cycle progression and their roles in determining the fidel-
ity of genetic replication. Several cell cycle mutants dem-
onstrated markedly increased rates of chromosome loss, 
recombination, or mutation. From this evidence, the DNA 
damage checkpoints and DNA repair pathways active dur-
ing the cell cycle were first identified. One such mutant car-
ried a mutation in POL3, a gene now known to encode the 
catalytic subunit of DNA polymerase subunit δ. This poly-
merase forms part of a proofreading enzyme whose role is 
to limit errors occurring during DNA replication by remov-
ing any incorrectly incorporated nucleotides via intrinsic 
exonuclease activity. Homozygous mutations in POL3 are 
embryonic lethal (in yeasts and mammals), but heterozygous 
mutations within the catalytic domain result in a mutator 
phenotype. The mutator phenotype—where a mutation in 
one gene predisposes to the development of additional muta-
tions—is known to contribute to the development of cancer 
in mammals, and thus heterozygous mutations in Pol3 result 
in increased rates of cancer in mice. However, in bacteria it 
is known that the presence of a mutator phenotype results 
in reduced fitness of the bacterium. This occurs because 
with each division, an increase in the number of deleteri-
ous mutations occurs, ultimately reducing its ability to grow 
and divide. This continues until such time as an “antimuta-
tor” mutation occurs that decreases the number of de novo 
mutations, allowing this subpopulation to have the growth 
advantage. It is possible that such a process also occurs in 
humans, contributing to the clonal evolution of tumors over 
time. Herr et  al. recently tested whether this phenomenon 
was active in eukaryotic cells using budding yeast, with 
the hypothesis that a critical threshold of mutations could 
be tolerated before a yeast became incapable of further cell 
division.34 The authors identified several mutations within 
conserved residues of Pol δ that exacerbated the mutator 
phenotype observed in a yeast strain also carrying a mutation 
within the mismatch repair gene MSH6 (msh6Δ). In addi-
tion to confirming their hypothesis that a threshold number 
of mutations can be tolerated within a eukaryotic cell, the 
authors identified occasional yeast colonies that grew in the 
presence of apparently otherwise synthetic lethal gene muta-
tion combinations. Assessing these “error-induced extinction” 
(eex) mutants, they determined that indeed these yeasts had 
developed antimutator phenotypes, with a third of cases hav-
ing additional antimutator mutations within the POL3 gene 

itself as the mechanism of their escape. This elegant study 
highlights evidence that supports some recent clinical obser-
vations in cancer, such as the remarkable success of inhibi-
tion of the poly(ADP) ribose enzymes (PARP). PARP1 and 
PARP2 enzymes are an integral component of the repair of 
single-stranded breaks as cancer therapies. In the presence 
of mutations in genes involved in homologous recombina-
tion, such as BRCA1 and BRCA2, found in breast cancers 
among others, PARP inhibition results in selective tumor 
killing.35 The likely mechanism of this is the synthetic lethal-
ity of tumor cells that arises from the breaching of the criti-
cal threshold of mutations sustainable by an individual cell. 
However, it does raise the concern that the clonal evolution 
of cells resistant to this mechanism of killing is likely to be 
problematic when using this therapeutic strategy in some cases.

Flies

Why Use a Fly?

Drosophila melanogaster has been used as a model organism 
in developmental biology and genetics for a century, and the 
resultant generation of a vast array of tools make it one of 
the most comprehensively genetically tractable systems for 
study. Several features of the fruit fly have led to its popu-
larity as a genetic model, most critically the small number 
of genes contained within the four fly chromosomes, rela-
tively little redundant DNA, and large numbers of human 
homologs that have been identified following the complete 
sequencing of both the fly and the human genomes. In addi-
tion, fruit flies develop large polytene chromosomes in the 
salivary gland. These chromosomes are produced in the last 
larval stage (the third larval instar) when large amounts of 
glue proteins are required for pupation. The large amount of 
protein production is achieved by genome amplification by a 
process called endoreduplication—DNA replication without 
division. When stained by standard G-banding, the resolu-
tion of endoreduplicated chromosomes is an order of mag-
nitude greater than that seen of human chromosomes, as 
there are multiple copies of each gene. This in turn facilitates 
the identification of genes that have been deleted. Although 
wild-type flies do develop tumors, the similarities of these 
spontaneous growths to mammalian cancers are limited. 
However, forward genetic analysis has uncovered cancer-
like proliferations in the developing fly larva that provide an 
excellent platform for the investigation of tumorigenesis in 
this multicellular organism. Early in embryogenesis, cell fate 
is assigned, leading to the formation of certain adult struc-
tures, which develop in the larva via saclike invaginations of 
specialized epithelium (known as imaginal discs). There are 
15 imaginal discs—seven bilaterally symmetrical pairs and 
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one germ cell imaginal disc. Imaginal discs consist of a single 
layer of cells that can be easily visualized in the developing 
larva. In addition, both brain and blood cell neoplasia can be 
seen in mutant fruit flies.36 Not all aspects of human can-
cer can be modeled in a fly, however. In particular, flies lack 
a closed vascular system, and thus angiogenic properties of 
tumors cannot be investigated. Despite this, genes known to 
regulate the angiogenic properties of human tumors, such as 
vascular endothelial growth factor (VEGF), have fly homo-
logs that have been implicated in tumor development in flies.

Another feature of the fruit fly that makes it an 
attractive model to study is the availability of large banks 
of mutant flies. Mutagenesis in flies has been performed 
using x-rays, chemical agents to induce point mutations, and 
P-element–mediated insertional mutagenesis. P-elements 
are transposons or sequences of DNA that can move around 
or “jump” within the genome. When transposons insert into 
the genome at the beginning of a coding sequence, that gene’s 
transcription is disrupted, generally creating a null allele. 
Identification of the disrupted gene is much easier than with 
a chemically induced point mutation, because the sequence 
of the P-element is known and can be “tagged,” and PCR 
primers can be used to facilitate gene identification. To deter-
mine which flies carry the P-element, its sequence can also 
be modified to carry a marker, such as rosy eyes. “Jumping” of 
the P-element requires the function of another gene, trans-
posase, and thus the disrupted gene will be fixed unless the 
transposase is present. The transposase gene can be bred into 
flies carrying a P-element to induce the latter to move and 
is usually carried on what is known as a “balancer” chromo-
some with another mutation that is easily identifiable, such 
as curly wings.

Genetic Tools

The first tumor suppressors identified by forward genetics in 
flies exhibited only one or two features of cancer. The phe-
notypes observed were of hyperplasia or neoplasia in a single 
tissue affecting 100% of flies with the mutations and, unlike 
in human cancers, there did not appear to be a requirement 
for the development of additional mutations to cause tumor-
igenesis. Because these initial tumor suppressor genes were 
not homologous to those found in humans, the fly became 
less popular as a model organism to study cancer. However, 
this soon changed, as highly conserved signaling pathways 
were subsequently identified in flies and humans and more 
sophisticated genetic techniques to study gene interactions 
became available.37 These included genetic screens to iden-
tify second-site modifiers of known tumor suppressors; the 
discovery of a Drosophila homolog of C-terminal src, dcsk, 
isolated by Stewart et al. in a screen for dominant modifiers 

of the lats tumor suppressor38; and the dissection a number 
of second-site modifiers of the transcription factor E2F.39,40

More recently, the use of the conditional Frt/Flp and 
Gal4/UAS systems has been invaluable in cancer research in 
the fly. Focusing on the fly’s greatest strength—that it offers 
the ability to investigate cell-cell interaction at a single-cell 
level—the introduction of mosaic clone analysis for the 
first time underpinned the role of the microenvironment 
and non–cell-autonomous cues in the life of an individual 
cell.41 The utility of this tool has been used to dissect the 
cell-autonomous and non–cell-autonomous roles of the 
Drosophila myc gene.42-44 Similarly, the interactions between 
oncogenes and tumor suppressors have been evaluated in 
mosaic clones, demonstrating cooperation between many 
known oncogenes and fly tumor suppressors.45-48

The normal processes by which cells migrate during 
different developmental processes have been studied exten-
sively in the fruit fly. Different processes use different modes 
of migration, requiring alterations in cell polarity, cell shape, 
and the adhesion of cells both to other cells and to the extra-
cellular matrix. Disruption of genes and signaling pathways 
employed in normal migration processes has been shown to 
be involved in the ability of cancers to invade local tissues 
and metastasize to distant regions. This area of research is in 
its infancy, but the extensively delineated normal processes 
will undoubtedly assist in the investigation of mechanisms 
by which cancer cells evade their local environment in this 
model.18

Numerous ingenious second-site modifier and overex-
pression screens have also been developed in Drosophila, the 
complexity of which are beyond the scope of this chapter but 
are extensively reviewed elsewhere.1,18,49

Malignant Neoplastic Tumor Suppressors 
in Drosophila: scribble and Others

Many fly mutant genes were classified as tumor suppressors 
in early embryonic screens for larval tissue overproliferation. 
However, subsequent characterization of a number of those 
genes demonstrated mechanisms of tissue expansion that did 
not represent features normally ascribed to cancer cells, and 
thus these genes are no longer considered true tumor sup-
pressors. Despite this, the recent identification of the tumor 
suppressor scribble was through a screen designed to identify 
maternal effect mutations that disrupted aspects of normal 
epithelial morphology.45 It was noted that scribble mutants, in 
addition to disrupting epithelial morphology in the embryo, 
also led to epithelial defects in the monolayer epithelium 
of the female germ cells (follicle cells), in which clones of 
mutant cells were expressed among wild-type cells.45 A fur-
ther screen for additional mutant clones affecting the follicle 
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cell epithelium led to the identification of another mutant 
with a phenotype almost indistinguishable from that of the 
scribble mutants. Mapping of this mutation revealed it to be 
an allele of a previously identified tumor suppressor called 
lethal giant larvae (lgl). It was also noted that mutant clones 
of another known tumor suppressor, discs large (dlg), led 
again to a very similar phenotype in follicle cells. In normal 
tissues, the role of the Scribble protein is in maintenance of 
cell polarity and cell-cell adhesion, by controlling the local-
ization of other proteins within epithelial cells in order to 
maintain correct spatial orientation. Bilder et al. postulated  
that given such similarities in phenotype scribble may be a 
tumor suppressor like lgl and dlg and also that lgl, dlg, and 
scribble might interact to form the necessary machinery to 
maintain cell architecture and cell proliferation in fly epithe-
lium.45 The identity of scribble as a tumor suppressor was 
confirmed by investigation of the epithelium of the third-
instar larvae imaginal discs, which demonstrated cellular 
overproliferation with loss of apicobasal polarity and disor-
dered architecture. In addition, overgrowth of brain tissue 
was observed in scribble mutants—another feature common 
to the lgl and dlg mutants. Epistatic relationships among the 
three genes have also been demonstrated by the ability to 
enhance the phenotype of scribble mutants by an additional 
heterozygous mutation of either dlg or lgl. Following the dis-
covery of scribble and its properties as a tumor suppressor 
in flies, a further screen set out to use the fly as a method 
of studying the metastatic properties of tumors. Until this 
point, individual tumor suppressors and oncogenes that had 
been studied in flies apparently lacked the capability to pro-
liferate without the microenvironment in which the malig-
nant cells reside. This is perhaps not surprising, given the 
premise that a single genetic lesion is rarely sufficient to pro-
mote tumorigenesis, but that it creates a mutator phenotype 
predisposing to the additional mutations required for cancer 
to develop; and that in an organism such as the fly, the likeli-
hood of that secondary mutation occurring is low within its 
short natural lifespan. The screen that was developed investi-
gated the interaction of activated ras (rasv12) and known and 
unknown additional mutations. The system allowed for the 
development of clones of malignant cells that expressed ras 
plus additional mutations in the normal microenvironment 
within the eye disc, using the Frt/Flp system, the Gal4/UAS, 
and the Gal80 suppressor to localize expression. The results 
demonstrated that the combination of a rasv12 mutation 
and scribble mutation led to circulating tumor cells within 
the fly hemolymph open circulation and the development 
of widespread metastatic tumor formation. In these meta-
static tumors, basement membrane integrity was breached 
(as in mammalian metastatic tumors), and overexpression of 
the junctional adhesion protein E-cadherin suppressed the 
metastatic behavior of the tumors. This is also in keeping 

with mechanisms of metastasis in human epithelial tumors, 
where E-cadherin is frequently downregulated.50 These 
studies unequivocally demonstrate the utility of the fly as a 
cancer model with unique properties for uncovering novel 
genetic interactions and potential therapeutic targets. Recent 
studies on the human SCRIBBLE gene have shown that it 
is downregulated in cervical cancer51,52 and the majority of 
invasive breast cancers46 and interacts with the adenomatous 
polyposis coli gene, leading to altered expression in many 
cases of colon cancer.53

Archipelago

The archipelago (ago) gene was identified in a screen to dis-
tinguish mutant clones in the eyes of fruit flies that provided 
a proliferative advantage over their wild-type neighbors. The 
screen identified several known tumor suppressors as well as 
three alleles of a novel gene the authors named archipelago. 
ago mutant clones showed increased proliferation compared 
to wild type and only a small amount of compensatory 
apoptosis. ago encodes an F-box protein. F-box proteins are 
involved in the recognition of other proteins, such as myc 
and cyclin E, which are targeted for degradation by a series of 
enzymes that catalyze the addition and polymerization of the 
small protein ubiquitin. These specificity factors are termed 
E3 ubiquitin ligases. Polyubiquitination directs the protein to 
the proteosome for degradation. The F-box protein exists 
in a complex with other enzyme components required for 
ubiquitin activation (E1) and ubiquitin conjugation (E2). In 
ago mutants, all three alleles were found to be mutated in 
the domain of the protein known to be involved in substrate 
recognition (known as the WD repeats). This led to the 
hypothesis that the mutant ago was unable to recruit a protein 
substrate for degradation, and this in turn was responsible 
for the observed phenotype. Because of the proliferative phe-
notype, the authors hypothesized that a positive regulator 
of the cell cycle may be involved in the observed phenotype 
and investigated expression levels of the cyclins. Levels of 
cyclin E protein were found to be increased without a cor-
responding increase in cyclin E mRNA, suggesting a post-
transcriptional mechanism. Cyclin E complexes with Cdk2 
(cyclin-dependent kinase 2), and degradation of this com-
plex promotes the transition from the G1 to S phase of the 
cell cycle. In the presence of excess cyclin E, cells are driven to 
replicate their DNA prematurely, leading to genomic insta-
bility. Therefore Ago appears to be the F-box protein that 
directs ubiquitination and subsequent degradation of cyclin 
E, and the failure to degrade cyclin E is responsible for the 
proliferative phenotype observed. Elevated cyclin E levels are 
seen in a variety of human cancers, including breast and ovar-
ian cancer. The human AGO ortholog FBW7 (also known as 
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hAGO, hCDC4, and FBXW7) was shown to be mutated in 
4 cancer cell lines, including 3 of 10 ovarian cancer cell lines 
and 1 T-ALL cell line.54 A further report confirmed the role 
of human FBW7 and Drosophila ago as part of a complex 
of proteins responsible for E3 ubiquitination known as an 
SCF complex and showed reduced levels of FBW7 mRNA in 
breast cancer cell lines where cyclin E levels were elevated.55 
Subsequent investigation has shown that a small number of 
primary ovarian cancers have mutations in FBW7.

Fish

In 1995, Christine Nusslein-Volhard won the Nobel Prize 
in medicine for her work on the delineation of the embryonic 
axes of the developing fruit fly. Notably, half of her acceptance 
speech was dedicated to a different organism, the zebrafish.56 
The major appeal of the zebrafish over other organisms as 
a cancer model is that it is allows investigation of vertebrate 
tumor biology but remains amenable to embryonic and for-
ward genetic study in a manner quite unfeasible in other 
vertebrates. The transparent zebrafish embryos undergo extra-
uterine fertilization and development. The embryos can be 
maintained in the haploid state, and gynogenetic diploid (dip-
loid fish derived from maternal sister chromatids—or half-
tetrads) are viable to adulthood and fertile. Each female fish 
is capable of producing up to 200 eggs per clutch, and in vitro 
fertilization from frozen sperm is also possible. Embryonic 
development is rapid, with the completion of somitogenesis 
in only a few days, and adult fish are able to reproduce from 3 
months of age. Although the speed of forward genetic screen-
ing is slower than in flies or yeast, zebrafish is the model of 
choice for large-scale forward genetics in a vertebrate organ-
ism.57,58 The addition of a beating heart and closed circulation 
in zebrafish provides the ability to dissect additional facets of 
cancer biology, such as abnormal angiogenesis. In contrast to 
flies and yeast, fish get cancer in the wild, with macroscopic 
characterization and microscopic histopathologies similar to 
those seen in other vertebrates, including humans. Exposure 
to carcinogens has confirmed that teleost fish are susceptible 
to cancer in virtually all organs and tissue types.59 Several 
transgenic models have now been developed using tissue- 
specific expression of human or murine oncogenes, resulting in 
the development of human-like cancers. These have provided 
the platform for a second generation of zebrafish screens, 
which critically include modifier screens for genes or drugs 
that can affect the onset or progression of oncogene-induced 
tumors that are genetically based on human molecular onco-
genesis. Such modifier screens provide important informa-
tion for dissecting disease biology and causative pathways, 
as well as for the identification of new drugs and therapeutic 

targets. An example of such pathway interactions was dem-
onstrated in zebrafish overexpressing the activated oncogene 
BRAF in fish melanocytes. These produced pigmented nevi, 
but when mated to a p53 mutant line, developed fulminant 
malignant melanoma.60

Gene inactivation by homologous recombination as 
described in yeast, flies, and mice has yet to be successfully 
performed in the zebrafish, but the challenge of reverse 
genetics has been met by several other genetic technologies. 
Transient gene knockdown is possible in zebrafish embryos 
using morpholinos. Morpholinos are chemically modified 
antisense oligonucleotides directed either at the translational 
start site of a gene, blocking protein production, or at a splice 
site resulting in inappropriate RNA splicing and the forma-
tion of nonfunctional proteins. Injection of the morpholino 
into single-cell–stage embryos results in gene knockdown 
that is stable for around 4 days, allowing observation of the 
effects of gene inactivation on embryonic development. This 
allows rapid assessment of whether gene function in fish cre-
ates a phenotype similar to that in mammals.

To provide specific germline gene knockout models, 
two major technologies have traditionally been employed. 
Both are based on traditional forward genetic mutagen-
esis techniques. The first, targeting induced local lesions 
in genomes (TILLING), combines chemical mutagen-
esis using N-ethyl-N-nitrosourea (ENU) with an enzyme 
derived from celery named CELI, which cuts DNA at 
positions of base pair mismatch. Using this enzyme, pools 
of genomic DNA from multiple mutagenized fish can be 
amplified by PCR to identify mutations in a gene of interest. 
An alternative method is large-scale viral insertional muta-
genesis. This technique was pioneered in the laboratory of 
Dr. Nancy Hopkins and involves the use of a murine retro-
virus that inserts randomly into the genome.61 Both of these 
technologies are labor intensive and require a large amount 
of aquarium space. However, novel sequencing technologies 
that allow rapid identification of mutations are now being 
used at the Sanger Centre in Cambridge, UK, to sequence 
ENU mutagenized fish and generate a library of gene- 
inactivating mutations for every zebrafish gene (http://www 
.sanger.ac.uk/Projects/D_rerio/zmp). In parallel, the use of 
targeted genome editing technologies described earlier and 
shown in Figure 8-3, B, is becoming widespread through-
out the zebrafish communities.10 The major advantage of 
TALEN and zinc-finger nuclease–based strategies for tar-
geted gene knockdown is that they are easily accessible to 
even small laboratories and, because the location of the 
double-stranded break is known, this should facilitate strate-
gies to allow homologous recombination to be successfully 
achieved in this organism.

Although in recent years the fish of choice for model-
ing tumorigenesis has been the zebrafish, several other teleost 
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fish have been used for genetic study. The fully sequenced 
genome of the pufferfish (Takifugu rubripes) is particularly 
of benefit to zebrafish researchers, because there is less evo-
lutionary divergence between fish genes than between those 
of fish and mammals, and there is less intronic DNA in 
the pufferfish than in the zebrafish. By comparing the gene 
localization and sequence in the pufferfish, the few remain-
ing gaps in the now essentially complete zebrafish genome 
sequence can often be bridged.

One potential drawback when observing tumorigen-
esis in zebrafish is their stripes. The presence of pigment in 
the skin of the zebrafish means that after around 5 to 10 days 
postfertilization (dpf ), direct visualization of the developing 
fish is hampered by the presence of pigment cells. Chemicals 
such as phenylthiourea are routinely used to delay the onset of 
pigmentation, but these cannot be used indefinitely, and thus 
adult fish are not transparent. To facilitate the visualization 
of adult tissues, a novel pigment mutant has been developed. 
This mutant fish, aptly named casper, is derived from a com-
pound homozygous fish carrying a mutation in the mitf gene 
along with the mutant fish roy orbison (whose gene mutation 
is unknown). This fish remains transparent throughout its 
life. Thus, fluorescent transgenic markers and in vivo tumor 
development can be visualized without the necessity to sacri-
fice the animal (see Figure 8-4, E).62 Furthermore, this model 
greatly facilitates the study of cell autonomy and transplanta-
tion, because transplants into these hosts can be visualized 
directly in real time.62,63

Leukemia Models and Therapy Using 
Transgenic Zebrafish

The role of the zebrafish as a cancer model combining the 
attributes of vertebrate biology and model organism genet-
ics came to fruition with the development of T-cell acute 
lymphoblastic leukemia (T-ALL) in transgenic zebrafish 
expressing the mouse c-Myc oncogene under the lymphoid-
specific promoter rag-2. The c-Myc oncogene was fused to 
a cDNA encoding the enhanced green fluorescent protein 
(EGFP), allowing real-time visualization of the leukemic 
cells. In common with mammalian hematological malig-
nancies, it was possible to sublethally irradiate a recipient 
wild-type zebrafish and transplant EGFP-positive tumor 
cells from the c-Myc–induced leukemia from another fish 
by injecting them into the immunosuppressed recipient fish 
peritoneum. These fish went on to develop leukemia with 
the same pattern as the donor fish, with initial homing of T 
lymphoblasts to the thymus gland followed by subsequent 
infiltration of surrounding tissues and finally dissemination 
and death.13 This seminal work demonstrated not only the 
ability of fish to develop human-like cancers in response to 

mammalian oncogenes, but also a feasible fish-tumor model 
system for modifier and drug screens to alter the leukemia 
phenotype or onset.

Capitalizing on the similarities between human and 
zebrafish T-cell leukemia as well as the similarities between 
normal and malignant T-cell development, Ridges and col-
leagues recently showed the utility of the zebrafish as a model in 
which to perform in vivo drug screens relevant to human can-
cers.64 Based on the fact that treatment of zebrafish embryos 
with dexamethasone, a drug active in human T-ALL, resulted 
in a loss of normal thymocytes, the authors used a zebrafish 
with a green fluorescent thymus to screen a large library of 
compounds. They identified compounds that led to loss of 
thymocytes and subsequently prioritized drugs for further 
assessment by determining whether they had global effects 
on cell cycle within the fish (which are likely to be generally 
toxic) and whether the compound had effects in the c-Myc–
induced leukemia model. The authors were able to identify one 
compound (Lenaldekar) that demonstrated specific antitumor 
effect in human leukemia cells and were able to show that this 
compound functioned by inhibiting the PI3Kinas/AKT/
mTOR pathway, as well as having a tumor-specific effect on 
cell cycle at the G2/M phase. This study places the zebrafish 
as a novel in vivo model system in which to identify drugs for 
cancer treatment.

Zebrafish Screen for Genomic  
Instability Mutants

Many inherited human syndromes predisposing to cancer 
(such as Fanconi anemia and Bloom syndrome) are charac-
terized by disruption of genes critical for DNA repair and 
maintenance of genomic stability. Karyotypic abnormali-
ties are a common finding in the majority of cancers that 
progressively accumulate over time, highlighting a role for 
genomic instability in cancer progression. To identify novel 
genes predisposing to genomic instability and the develop-
ment of cancer, a forward genetic screen in zebrafish was 
designed. The screen design used several unique facets of 
zebrafish genetics. First, wild-type male fish were treated 
with the mutagen ENU to induce potential genomic insta-
bility (gin) mutations per sperm. These fish were mated to 
fish homozygous for a pigment mutation known as golden 
(gol). Golden embryos in the homozygous state have a char-
acteristic gold-colored pigment in the developing eye, in con-
trast to wild-type or heterozygous fish, where the pigment is 
black. In heterozygous golden mutants, an additional reces-
sive mutation predisposing to genomic instability will induce 
patches of golden pigment as second inactivating mutations 
occur in the remaining normal golden allele. The number 
and size of patches of golden tissue can be quantified. This 
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assay is known as the mosaic eye assay.65 For this assay to 
effectively identify recessive gin mutations, fish need to be 
homozygous for the gin mutation (gin/gin) and heterozy-
gous for the gol mutation (gol/+). The progeny from the 
initial matings are heterozygous for both (gin/+ and gol/+). 
To obtain this configuration, early-pressure parthenogenesis 
was used. This technique uses ultraviolet (UV)-irradiated 
sperm to fertilize the double heterozygous fish, leading to 
potentially haploid embryos. To maintain a gynogenetic dip-
loid state, the second meiotic division is inhibited by using 
early pressure applied by a French press. Because of crossing 
over at the cell cycle stage meiosis I, genes that are nearer 
to the ends of the chromosomes (telomeric) compared with 
those nearer to the centromere (centromeric) are more likely 
to have undergone crossing over; therefore telomeric genes 
are more likely to be in the heterozygous state. The golden 
locus is known to be telomeric, and 89% of embryos gener-
ated in this way were heterozygous for gol, allowing assess-
ment of genomic instability in the mosaic eye assay. Twelve 
genomic instability mutants were identified in the screen, all 
leading to an increased incidence of a variety of cancers in the 
adult fish in the heterozygous state, but more markedly in the 
homozygous state. In addition, some of the mutations inter-
acted with one another to produce more severe phenotypes 
in the double heterozygous state.66 To date, only preliminary 
mapping of the mutations has been completed, but identifi-
cation of the genes causing the observed cancer-predisposing 

genomic instability phenotypes will likely shed some valu-
able information on tumor formation in mammals, including 
humans.

Conclusion

This chapter provides the reader an overview of the immense 
utility and strengths of simple model organisms as tools to 
dissect the molecular pathogenesis and improve the targeted 
therapy of human cancer. Model organisms can tell us more 
about things we know a little of, and reveal to us things of 
which we know nothing—which is especially important 
given the emerging complexity of genetic alteration in human 
cancers. Useful additional Internet resources are provided in 
Table 8-1.
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The study of many different organisms has contributed to 
our understanding of cancer at the molecular, cellular, and 
organismal levels. Considerable effort is focused on the ratio-
nal design and use of mouse models, including spatially and 
temporally controlled genetic modifications to recapitulate 
human cancers. Long before the development of genetically 
engineered animal models, research on mice, rats, rabbits, 
and chickens led to major discoveries directly related to can-
cer, including the discovery of oncogenes and the biochemi-
cal purification of tumor suppressor proteins.1-4 In addition, 
many key regulators of proliferation, differentiation, and cell 
death have been characterized by studying developmental 
processes in mice. The knowledge of pathways that regulate 
organ development is an important framework on which to 
build our understanding of all aspects of tumor initiation, 
progression, and metastasis.

In this chapter, we discuss mouse models of cancer, 
emphasizing the techniques used to create genetically engi-
neered mouse models and the application of these models 
to cancer research. Several fundamental discoveries resulting 
from the use of mouse models are also highlighted, as well 
as the important role of these models in the future of cancer 
research.

Basis for Mouse Models of Cancer

Our understanding of the genetic alterations in human 
tumors and the ability to manipulate the mouse genome has 
allowed for the development of models of human cancer.5-8 
Mice are the preferred model organism with which to study 
the complex processes of tumor development and progression 
for many reasons, including their short generation time, small 
size, availability of inbred strains, and the close genetic relation-
ship between mice and humans. Fish, flies, and worms have 
also been successfully used to investigate tumorigenesis, and 
the unique genetic tools available in these species have allowed 
for a range of informative experiments to be performed.9-12

Observational and correlative studies of human cancer 
combined with in  vitro experiments on human cancer cell 
lines have contributed a great deal to the foundation of our 
knowledge of tumorigenesis. The dissection of cancer devel-
opment and progression in humans is greatly limited by the 
difficulty in accessing lesions at various stages of develop-
ment and the inability to test gene function in vivo except 
by pharmacologic means. The interrogation of gene function 
in vitro is limited to genes that control the intrinsic processes 
of cancer cells, including proliferation, differentiation, and 
cell death. Moreover, the complex interactions between dif-
ferent cell types within the tumor are poorly recapitulated 
in  vitro, and the selective pressure of in  vitro growth may 
significantly alter the genotype and phenotype of cultured 
cells. For all these reasons, animal models in which the entire 
developmental progression of the disease from tumor initia-
tion to metastatic outgrowth occur in vivo are of paramount 
importance.

The underlying genetic heterogeneity of the human 
population, the existence of subtypes of different malig-
nancies, and the genetic and genomic heterogeneity within 
tumors of the same type complicate studies of human tumor 
gene expression and mutational analysis. The induction 
of tumors with specific oncogenic alterations in mice on 
inbred backgrounds can overcome many of these limitations. 
Mouse models also offer the ability to assign causality to 
genetic alteration and to assess the roles of certain genes and 
pathways in vivo.

Mouse Models of Cancer

Modeling human cancer in mice has evolved as techniques to 
modify the mouse genome have been developed. Combina-
tions of the approaches described in the following sections 
have been used to model many human cancers. The plethora 
of options to create these models has been used to address 
many fundamental questions in tumor biology.
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Spontaneous and Mutagen-Induced  
Tumor Models

Mice spontaneously develop a spectrum of cancers. The obser-
vation that different inbred strains of mice develop cancer at dif-
ferent frequencies gave early support to the idea that the genetic 
background of a mouse (or person) can predispose them to 
cancer. Spontaneous tumor formation is often assessed in non-
genetically engineered mouse lines to determine whether the 
specific gene mutation influences the prevalence, progression, 
or types of cancers that arise (Figure 9-1, A).

Many known or suspected carcinogens have been used 
to create mouse models of cancer (see Figure 9-1, B). These 
models rely on the treatment of mice with chemical or physi-
cal mutagens, which most often leads to the development of 
genetically undefined cancers. Carcinogen-induced cancer 
protocols can be used with genetic techniques to create com-
bined carcinogen/genetic models of human cancer.

Xenograft and Orthotopic Models

The transplantation of human and mouse tumor cells into 
recipient mice has been used extensively to investigate tumor 
development in  vivo (see Figure 9-1, C and D). Human 
tumor cell lines can be injected orthotopically into the organ 
from which the tumor originated, intravenously (to mimic 
the metastatic spread of cancer cells) or subcutaneously (to 
simply allow the tumor to grow in vivo). Mouse tumor cell 
lines can be transplanted into syngeneic immunocompetent 

recipients, whereas human cell lines must be transplanted 
into immunocompromised recipients. This in  vivo tumor 
growth requires many of the proper tumor-host interactions, 
including the development of vasculature and recruitment 
of supportive stromal cells. However, these procedures often 
involve the injection of high numbers of cells and do not reca-
pitulate the series of events that lead to human cancer. None-
theless, the ability to manipulate tumor cell lines in  vitro 
before transplantation and the speed and reproducibility of 
tumor growth are major advantages of these approaches.

Genetically Engineered Mouse Models

Gene expression and genomic analyses of human cancers 
have uncovered many of the important genetic changes in dif-
ferent tumor types. The knowledge gleaned from these stud-
ies coupled with the ability to create germline and somatic 
alterations in the mouse genome has allowed the creation of 
genetically defined mouse models of cancer that approximate 
human cancer at the genetic and histologic levels. Transgenic 
overexpression was the first genetic technology used to cre-
ate mouse tumor models13-15 (Figure 9-2, A). Tissue-specific 
promoters can be used to drive the expression of genes of 
interest in the desired cell type or tissue, and the tumorigenic 
consequences can be determined. More elaborate transgenic 
approaches also allow transgene expression to be controlled 
temporally.

An interesting system for the delivery of genes to 
somatic cells in vivo uses avian retroviral vectors. Transgenic 
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Figure 9-1 Non–genetically engineered mouse models of cancer (A,B) Mice develop tumors spontaneously or in response to carcinogen expo-
sure. (C,D) Transplantation of human or mouse tumor cells into recipient mice provides a rapid method to study cell growth and progression in vivo.
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expression of the cell surface receptor for the RCAS virus 
(tva) allows the specific and stable infection of a cell type of 
interest16 (see Figure 9-2, B). The viral vectors can be engi-
neered to express a gene of interest, and the effect of these 
genes on tumorigenesis can be determined after in vivo infec-
tion of the tva-expressing permissive cell type.

Techniques to alter the germline of mice allow the dele-
tion or alteration of genomic loci (see Figure 9-2, C and D). 
These alterations can also be induced in cell-type and tem-
porally regulated fashions. Such powerful approaches allow 
mouse models to be created that mimic the loss of tumor 
suppressor genes and activation of oncogenes that occur in 
different human cancers, resulting in mouse models that 
closely resemble the human disease. These genetically engi-
neered mouse models are being used in a myriad of research 
settings to further our understanding of tumor biology.

Techniques to Modify the Mouse Genome

Different genetic strategies can be used to overexpress, alter, 
or reduce the expression of genes that affect tumor incidence 
or progression. Genetic mouse models begin to recapitu-
late the selected human cancer when the genetic alterations 
are consistent with those detected in human cancers and 
when those alterations produce a tumor lesion that appears 

histologically similar to the human disease. Transgenic over-
expression, induced and germline gene deletion, and condi-
tional expression of activated oncogenes allow most of the 
genetic alterations found in human cancers to be modeled 
in mice.

Transgenic Mice

Transgenic mice have an extra copy of the gene of interest 
controlled by a ubiquitous or tissue-specific promoter (Fig-
ure 9-3, A). The use of a cell-type–specific promoter pro-
vides spatial control over the expression of the transgene. 
A normal or mutant form of a gene can be overexpressed 
to ascertain its effect on tumor development. In addition 
to gene overexpression, transgenic mice can also be used to 
reduce gene expression or protein function. The expression 
of dominant negative or viral proteins that interfere with 
endogenous protein function has been used to assess the 
effect of disrupting certain pathways on in vivo tumorigen-
esis. In addition, RNA interference (RNAi) can be used 
to reduce the expression of a gene of interest in mice (see 
Figure 9-3, B).17,18

Traditional transgenic mice constitutively express the 
transgene in the chosen cell type, potentially disrupting organ 
development or tissue homeostasis. Therefore, systems have 
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Figure 9-2 Genetically modified mouse models of cancer (A,B) Transgenic gene expression and (C,D) the alteration of endogenous loci allow 
induction of tumors in mice with genetic alterations analogous to those in human cancer.
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been developed to allow the temporal control of transgene 
expression or function. Two complementary systems rely 
on a tetracycline-dependent transactivation to control the 
spatial and temporal expression of the gene of interest19-21 
(see Figure 9-3, C and D). The tetracycline transactivator 
(tTA) drives the expression of genes under the control of 
the bacterial tetracycline-dependent operator (tetO). The 
transactivation function of the tTA is blocked when tetra-
cycline derivatives, often doxycycline, are present (see Fig-
ure 9-3, C). The reverse tTA (rtTA) works analogously to 
tTA, except that the expression of the tetO-controlled gene 
is induced only in the presence of doxycycline (see Figure 
9-3, D). Exposure of mice with cell-type–specific expression 
of the tTA or rtTA transgene and a tetO-controlled gene 
of interest to doxycycline can be used to turn gene expres-
sion on and off. These systems have allowed investigators to 
control tumor initiation and evaluate the requirement for 
continued oncogene expression during tumor maintenance 
and progression.22-28

The fusion of oncogenes and tumor suppressors to 
hormone receptors has also been used to regulate protein 
function by controlling their subcellular localization (see 
Figure 9-3, E). In-frame fusion of a gene of interest to the 
estrogen receptor (ER) or a truncated progesterone recep-
tor (APR) creates a fusion protein that is sequestered in 
the cytoplasm until the cell is exposed to the appropriate 
hormone that induces its nuclear import (see Figure 9-3, 
E). Modified ERs (ER(TAM) and ER(T2)) have been 
created that translocate to the nucleus in the presence of 
4- hydroxytamoxifen but not natural ER ligands, thus reduc-
ing background translocation.29,30 These acutely switchable 
protein alleles have been used to determine the execution 
point for various nuclear proteins, including oncogenes and 
tumor suppressors.31-33

Gene-Targeted Mice

The ability to alter endogenous loci within the mouse 
genome has dramatically affected every field of biology.34 
Homologous recombination in embryonic stem cells allows 
the specific deletion or alteration of genomic loci (Figure 9-4, 
A and B). This technique was initially used by cancer biolo-
gists to make germline deletions of several genes implicated 
in human cancer.35-38 These conventional “knockout mice” 
lack the gene of interest in every cell in the animal. Germline 
deletion of some genes results in embryonic lethality, neces-
sitating the analysis of heterozygous mutant mice or the use 
of conditional deletion strategies. Several tumor suppressor 
genes are mutated in the germlines of families, predispos-
ing them to cancer, and mice with heterozygous deletion 
or mutation of these genes can serve as useful models to 
study tumor development under these sensitizing genetic 
conditions.39-43

The ability to delete genes specifically in a chosen cell 
type is comparable to the use of tissue-specific promot-
ers to drive transgene expression (see Figure 9-4, C). Using 
 bacteriophage-derived Cre recombinase, it is possible to 
delete genomic regions flanked by loxP nucleotide sequences 
(these loci are referred to as floxed).34,44 FLPe recombinase is 
used less frequently but can also be used to recombine loci 
flanked by FRT sequences (see Figure 9-4, C).

The development of mice that express Cre recombinase 
in defined cell types and the creation of floxed alleles of many 
important cancer genes have allowed researchers to investi-
gate the role of these genes in the development of various 
types of tumors in a highly controlled manner. Cre recombi-
nase can also be used to induce chromosomal translocations 
analogous to the translocations that are pathognomonic of 
certain hematopoietic cancers45,46 (see Figure 9-4, D).
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Figure 9-3 The toolbox for the transgenic control of gene expression and protein function in genetically modified mice (A,B) The use of 
tissue-specific promoters allows the expression of a gene or interfering RNA of interest in the desired tissue. (C,D) Regulation of gene expression by the 
tetracycline system adds a level of temporal control based on a change in conformation of the tetracycline transactivator (tTA) or reverse tetracycline 
transactivator (rtTA) in the presence of doxycycline. (E) The expression of hormone receptor (HR)-fusion proteins allows the nuclear translocation of 
proteins of interest only in the presence of the hormone.
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The expression of activated oncogenes is an impor-
tant aspect of mouse models of human cancer. To express 
a mutated oncogene at its physiologic level from its endog-
enous promoter (as is the case in most human cancers), mice 
have been engineered with a floxed transcription/transla-
tion stop cassette in the first exon of a chosen mutant onco-
gene. These oncogenes remain silent until Cre-recombinase 
removes the stop cassette, allowing the expression of the 
mutant oncogene in the chosen cell type (see Figure 9-4, E).

Specific promoters direct the expression or deletion of 
genes to a desired cell lineage, and sophisticated systems can 
also allow the timing of gene alteration to be controlled. In 
these situations, however, every cell of the chosen cell type 
undergoes the same oncogenic event, which is in stark con-
trast to the initiation of human tumors where a single cell 
likely incurs the oncogenic alteration. Although inducing 
these genetic changes in a single cell may not be the most 
appropriate approach in experimental research, the use of 
viruses to deliver Cre recombinase to a subset of cells may 
be an acceptable medium. In these systems, viruses (often 
adenoviral or lentiviral vectors) are used to deliver Cre to a 
fraction of the cells in the organ of interest in mice that are 
genetically poised to express or delete genes of interest. These 
viral vectors have been used to initiate multifocal non–small-
cell and small-cell lung cancer, hepatocellular carcinoma, 
ovarian cancer, and various brain tumors.47-51

Rational creativity may be the underlying theme of 
these mouse models. Table 9-1 contains a selection of mouse 
models that use a variety of different genetic techniques 
to model different tumor types. As our knowledge of the 
genetic alterations in human cancers increases, our ability to 
control their expression in mice will also expand with the 
application of additional orthogonal systems.

Applications of Mouse Models  
to Cancer Biology

Combinations of the methods described in the preceding 
sections have been used to address several important ques-
tions in cancer biology, including oncogene addiction and the 
cooperation and interdependence of various oncogenes and 
tumor suppressors.

Cross-Species Comparisons

The comparison of tumors from different species has high-
lighted the central role for several oncogenic and tumor sup-
pressor pathways. Mutations in p53 are found in about half 
of human tumors, but p53 is also mutated in tumors in the 
soft-shell clam, Mya arenaria, underscoring the importance 
of this tumor suppressor and the conservation of critical 
alterations across diverse phyla.52,53 Cross-species compari-
son of gene expression and genomic changes in tumors from 
mice and humans has also yielded valuable insight into the 
important genetic changes in cancer.54-58 The genetic changes 
in human tumors are often complex and are overlaid on the 
considerable allelic variation among individuals. Although 
possible, pinpointing the important somatic changes or 
genomic alterations can become unwieldily complex.59 By 
comparing the overlapping genomic and genetic changes 
in mouse and human tumors of the same type (and even 
tumors containing several of the same oncogenic events), 
the minimal critical genetic changes can be established. In 
addition, these changes can be functionally validated in the 
mouse models that aided in their identification.
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Figure 9-4 The toolbox for the deletion or genetic modification of endogenous genes in mice Genetic alteration of endogenous loci to inac-
tivate (A), alter (B) or conditionally activate (D,E), or inactivate (C) genes. Homologous recombination allows the deletion or alteration of gene coding 
sequences. (C-E) The expression of a recombinase (Cre or FLPe) from a tissue-specific promoter or virus allows the spatially restricted deletion (C), 
translocation (D), or induced expression (E) of a targeted allele.
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Oncogene Addiction

Mutation or overexpression of oncogenes can initiate tumor 
development. The use of tetracycline-regulated expression 
systems has documented the requirement for continued 
oncogene expression for growth and survival of established 
tumors and metastases.22-28 Although most tumors undergo 
dramatic cell death and regress after oncogene inactivation, 
the regression is not always complete, and tumor subclones 
that escape the requirement for the initiating oncogene can 
recur (Figure 9-5).55 Interestingly, in a model of MYC-
induced hepatocellular carcinoma, MYC reactivation after 
tumor regression results in the development of tumors that 
are clonally related to the initial primary tumor, indicating 
that dormancy can also be a result of oncogene inactiva-
tion.25 These dramatic results validate the future use of these 
models to predict the outcome of altering specific pathways 
predicted to influence tumor survival or progression. Clini-
cally, pharmacologic oncogene inactivation can successfully 
reduce tumor growth, supporting the concept of oncogene 

addiction. In particular, a subset of non–small-cell lung can-
cer with mutant EGFR,60,61 gastrointestinal stromal tumors 
with active/mutant c-Kit,62 and chronic myeloid leukemia 
with the BCR-ABL translocation63 have been success-
fully treated with small molecules targeting these driving 
oncogenes.

Oncogene Cooperation and Codependence

The hypothesis of a multistep model of tumorigenesis 
mediated by multiple genetic alterations raises the inter-
esting question of how these genes cooperate to promote 
tumor development. In  vitro studies in immortalized cell 
lines and primary fibroblasts were initially used to show 
the cooperativity of different oncogenes.64 The tumor sup-
pressor networks, the relationship between oncogenes and 
their target genes, and the cooperation of different genetic 
changes in promoting tumor initiation and progression 
have also been studied in vivo using genetic methods.65-67 

Table 9-1 Examples of Genetically Modified Mouse Models of Cancer

Tumor Type Genetic Modification Mouse Model Common Alterations in Human Cancer Reference

Breast cancer  
(Chapter 36)

Transgenic expression of an  
oncogene

MMTV-HER2 HER2, C-MYC, and/or cyclin D1  
amplification; germline BRCAL or 
BRCA2 mutations; p53, RB1, and/or 
PTEN loss

93,94

Prostate cancer  
(Chapter 38)

Transgenic expression of the SV40 large 
T-antigen to block tumor suppressors

Pb-T antigen RB1, p53, PTEN, and/or NKX3.1 loss; 
active K-RAS, active H-RAS

95

Acute lymphoblastic  
leukemia (Chapter 26)

Tetracycline-regulated oncogene  
expression (Dox off )

EμSRα-tTA; tetO-cMYC Immunoglobulin locus-MYC  
translocation

24

Melanoma (Chapter 42) Tetracycline-regulated oncogene  
expression (Dox on) in the absence  
of a tumor suppressor locus

Tyr-rtTA; tetO-HrasG,2V; 
Ink4a/Arf–/–

INK4a/ARF loss; N-RAS activation,  
B-RAF activation; PTEN loss; MITF 
amplification, NEDD9 amplification

26

Pancreatic B-cell  
adenocarcinoma  
(Chapter 35)

Estrogen receptor–oncogene fusion  
regulated by tamoxifen and transgenic 
expression of a prosurvival gene

plns-cMycERTAM; RIP7- 
BclxL with tamoxifen

MEN1 loss 32

Glioblastoma  
(Chapter 40)

Avian virus delivered oncogene in the 
absence of a tumor suppressor locus

Nestin-tva; lnk4a/Arf –/–  
with RCAS-EGFR*

INK4a/ARF loss; EGFR amplification;  
p53 loss, RB1 loss; CDK4 amplification

16

Colon cancer  
(Chapter 34)

Mutation of a tumor suppressor gene APCmin/+; APCΔ716/+; 
APC1638N/+

APC, SMAD4, and/or p53 loss; active 
K-RAS, active N-RAS

96-98

Small-cell lung cancer  
(Chapter 32)

Deletion of two tumor suppressor  
genes with viral-Cre

P53flox/ftox; Rbflox/ftox  
with viral-Cre

RB1 loss and p53 loss; N-Myc or L-MYC 
amplification

50

Acute myeloid leukemia 
(Chapter 28)

Conditional chromosomal translocation Mllloxp/+; Enlloxp/+; 
Lmo2Cre/+

Many different translocations, including 
the MLL-ENL translocation

44

Pancreatic ductal  
adenocarcinoma  
(Chapter 35)

Conditional activation of an endogenous 
oncogene and expression of a point 
mutant tumor suppressor gene

KrasLsL-G12D/+;  
p53LsL-R172H/+;  
Pdx1-Cre

Active K-RAS; p53 loss, SMAD4 loss 99

Non–small-cell lung  
cancer (Chapter 32)

Conditional activation of an endogenous 
oncogene and deletion of a tumor  
suppressor gene with viral-Cre

KrasLSL-G12D/+; p53flox/flox  
with viral-Cre

Active K-RAS; p53 loss; EGFR activation 
and amplification

100

Head and neck  
squamous-cell  
carcinoma (Chapter 33)

Progesterone-regulated conditional  
activation of an endogenous oncogene 
and deletion of a tumor suppressor gene

KrasLSL-G12D/+;  
TGFβRIlflox/flox;  
K5-CrePR1 with RU486

p53 loss, lnk4a/Arf loss, cyclin D1  
amplification, active K-RAS, active 
H-RAS

101
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Genetic epistasis experiments in mice have identified sev-
eral critical targets of specific oncogenes that mediate dif-
ferent aspects of tumorigenesis.33,65,68 Moreover, genes 
that enhance or reduce the effect of tumor suppressor 
gene mutation and oncogene expression have also been 
identified.66,67,69

Future Directions of Cancer Models

The most advanced genetically engineered mouse models of 
human cancer reflect their human counterparts at the genetic 
and histologic levels. These mouse models are now poised to 
lead the way to the discovery of new genes and pathways dys-
regulated in cancer and aid in the development and screening 
of potential therapeutics.

In Vivo Screens

Transposon and retroviral insertional mutagenesis, short-
interfering RNA (siRNA) libraries, and advances in the 
analysis of gene expression and genomic alteration allow 
mouse models to be used as tools in the discovery of new 
cancer genes and pathways. Each of these approaches 
has been used to identify genes that promote tumorigen-
esis.70-79 Unlike chemical or physical mutagens, insertional 
mutagens allow the identification of mutated genes. By 
using these mutagens in sensitized backgrounds (e.g., loss 
of a tumor suppressor or expression of an oncogene), the 
genes that regulate tumor initiation, invasion, or metastasis 
can be identified. Whole-genome or focused siRNA and 
shRNA library screens for genes that influence transfor-
mation have been conducted in vitro74-76 and in vivo.80-82  
Genes discovered by these methods can be confirmed in the 
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Figure 9-5 Oncogene addiction of mouse tumors predicts the outcome of therapeutic blockade of oncogene expression or activity 
Melanocyte-specific oncogenic Ras expression leads to the formation of melanoma, which regresses when Ras is no longer expressed. Lung epithelial 
expression of an active point mutant of EGFR produces lung adenocarcinoma development. The maintenance of these lung tumors relies on the  
continued expression of the oncogene. Melanoma images are courtesy Joseph Gans and Lynda Chin, Dana-Farber Cancer Institute, Harvard University. Lung  
adenocarcinoma images are courtesy Katerina Politi and Harold Varmus, Memorial Sloan-Kettering Cancer Center.)
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same tumor model in which they are found, and these unbi-
ased approaches have begun to contribute to the identifica-
tion of genes and pathways that are potential therapeutic 
targets.

Validation of Pharmaceutical Targets  
and Preclinical Trials

The development of new therapeutics requires carefully 
designed preclinical studies in models that most closely 
approximate human disease. Xenograft tumor models are 
the mainstay of current preclinical testing. Although several 
obstacles must be overcome before genetic mouse models 
can fully reach their potential in pharmacologic and bio-
technological settings, these models may more accurately 
reflect the therapeutic response of patients.7,8,83,84 The use 
of genetically defined mouse models may prioritize poten-
tial therapeutic compounds and stratify patients based 
on the mutational status of their tumors.85 These efforts 
should accelerate the translation of novel therapies into the 
clinic.

Biomarkers for Early Tumor Detection

The detection of cancer at an early stage is of paramount 
importance, as patients diagnosed with early-stage disease 
invariably have a better prognosis. Unfortunately, there is a 
dearth of sensitive and reliable screening tests for most solid 
tumors. Here again, mouse models on inbred backgrounds 
with controllable and reproducible disease, coupled with 
advances in proteomic and molecular imaging technologies, 
may allow new diagnostic markers to be identified.86

Identification of the Cell of Origin

Spatial and temporal restriction of genetic alterations in mice 
also allow the initial events that are triggered by oncogene 

expression to be investigated and the cells that respond to 
these initial genetic lesions to be identified. Specific genetic 
manipulation in defined cell types can identify the cell type 
in a given tissue that is susceptible to oncogenic transforma-
tion.87,88 Alternatively, analyzing the cells that respond after 
in  vivo oncogene activation may identify the cells of ori-
gin.89 The appeal of these approaches is not solely to iden-
tify tumor-initiating cells but also to allow their subsequent 
manipulation and the identification of critical pathways dys-
regulated in these cells.

Recruitment and Function of Immune, Vascular, 
and Stromal Cells in the Tumor Environment

It has become increasingly clear that tumor growth and pro-
gression are greatly influenced by surrounding nontumor 
cells, including various immune cell types, vascular cells, 
stromal fibroblasts, and myofibroblasts.90,91 Mouse mod-
els in which each of these tumor cell populations can be 
manipulated independently allow the function of each cell 
type to be identified.92 Moreover, molecules that regulate  
the recruitment, survival, and function of these cells within 
the tumor can be characterized in mouse models in vivo. The 
secreted and cell-surface molecules used by these cells to 
communicate with each other and with the tumor cells will 
lead to the identification of important regulators of tumor 
growth, angiogenesis, invasion, and metastasis.

Conclusions

Genetically engineered mouse models of human cancers 
are an important component of the arsenal of experimental 
systems that will allow the in vivo dissection of tumor biol-
ogy over the next several decades. The versatility of mouse 
models that recapitulate human cancer will lead to timely 
identification and validation of therapeutic targets that will 
ultimately influence human health.
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Cancer Stem Cells and the Microenvironment

Accumulating evidence suggests that most if not all tumors 
are maintained by a subpopulation of cells that display stem 
cell properties including self-renewal and lineage differen-
tiation. Cancer stem cells (CSC) have been isolated from a 
number of human malignancies by using cell surface mark-
ers and enzymatic activity of cytoplasmic proteins. Subse-
quent characterization of these CSCs in mouse xenograft 
models revealed that these cells can mediate metastasis and 
contribute to treatment resistance and relapse. Furthermore, 
recent studies suggest that the CSCs are regulated by the 
components of tumor microenvironment through complex 
networks of cytokines and growth factors. Importantly, 
these components have a direct influence on CSC proper-
ties and thus may represent attractive targets for develop-
ment of novel therapeutics. This chapter highlights advances 
in elucidating the networks between CSC and the tumor 
microenvironment and efforts to target these CSC regula-
tory networks.

Identification of Cancer Stem Cells

Embryonic and tissue-specific stem cells display two dis-
tinct properties: (1) self-renewal, or the ability of the cell to 
undergo several symmetric or asymmetric divisions while 
maintaining an undifferentiated cell pool; and (2) differen-
tiation, or the ability to generate distinct cell types. Tissue-
specific stem cells are distinguished from embryonic stem 
cells in that their differentiation is primarily limited to cell 
types of a particular organ. Tissue-specific stem cells have 
the capacity to self-renew as well as to differentiate into com-
mitted progenitors and terminally differentiated cells with 
specialized functions. There is increasing evidence that a 
similar hierarchy governs many human malignancies, includ-
ing tumors of the hematopoietic system and solid organs. 

CSCs are operationally defined by their ability to initiate 
tumors in mice on serial passage, a demonstration of self-
renewal, as well as their ability to differentiate into the non–
self-renewing cells forming the tumor bulk.1-3 Human CSC 
assays have used immunocompromised mice whereas mouse 
CSCs have also been identified via transplantation studies 
in syngeneic hosts.4,5 In fact, these early studies on normal 
organ development and tumors suggested that the tumors 
are indeed organ-like structures resembling their normal 
counterparts in that they are both comprised of heteroge-
neous cell populations.

According to the CSC hypothesis, tumors are hier-
archically organized whereby self-renewing CSCs drive 
tumorigenesis while differentiated cells form the tumor 
bulk.6 The CSC model fundamentally differs from the tra-
ditional or “stochastic” model of carcinogenesis in which any 
cell may have equal malignant potential. Based on the sto-
chastic model, most therapeutic strategies have been selected 
for their ability to cause tumor shrinkage by targeting rapidly 
cycling cells, whereas the CSC model predicts that target-
ing and elimination of self-renewing cancer stem cells will 
be necessary to significantly improve outcome and ultimately 
cure patients with cancer.

Despite the fact that the heterogeneity of tumor 
cells has been widely acknowledged, the CSC model was 
difficult to validate until appropriate mouse models were 
developed. The development of biomarkers to identify 
CSCs, as well as validation of in vitro and mouse models, 
has facilitated the isolation and characterization of these 
cells from both murine and human tumors. Bonnet and 
Dick were the first to describe the hierarchical organiza-
tion of acute myeloid leukemia (AML) and the existence 
of CSCs7 in that disease. The team isolated such cells from 
AML and demonstrated that a small subset of cells char-
acterized by CD34+/CD38- phenotype that made up less 
than 0.01% of tumor cells could transfer human AML into 
NOD/SCID mice, whereas the remaining cells that lacked 
this phenotype failed to do so.7 Using similar techniques, 
CSCs have subsequently been isolated from many human 
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malignancies, including those of the brain, breast, colon, 
prostate, pancreas, lung, and liver.3,8-14

Examples of Cancer Stem Cells

Uchida and colleagues described a phenotype, CD133+ 
CD34−CD45−, that is characterized by the expression of a cell 
surface antigen—Prominin-1 (CD133), a five-transmembrane 
glycoprotein—and lack of CD34 and CD45 to isolate human 
central nervous system stem cells.15 Brain tumors displayed a 
cellular hierarchy reminiscent of their normal counterparts, in 
which CD133+ tumor cells but not CD133− cells were able to 
form tumors in NOD-SCID mouse brains and neurospheres 
in in vitro cultures.15

A subpopulation of breast cancer cells that displayed 
stem cell properties was characterized by expression of the 
cell surface markers ESA (EpCam) and CD44 in the absence 
of CD24 expression.3 As few as 200 EpCam+CD44+/
CD24−Lin− cells were able to generate tumors in immuno-
compromised NOD/SCID mice, whereas 100-fold more 
cells that did not express these markers isolated from the 
same tumors were nontumorigenic.3 Furthermore, the tumor-
initiating populations regenerated tumors that recapitulated 
the heterogeneity of the initial tumor.3 Subsequently, both 
normal and malignant mammary stem cells were isolated by 
virtue of their increased expression of aldehyde dehydroge-
nase (ALDH), which can be accessed by Aldefluor assay.2 
Interestingly, CD44+/CD24− and ALDH+ identify over-
lapping but not identical cell populations.2,16 Furthermore, 
these markers can be used to isolate CSC populations from 
established breast cancer cell lines, as well as primary tumor 
xenografts.2,17

In the normal prostate, CD133+ cells have been 
shown to display properties of stem cells,18 whereas the 
CD44+/α2β1hi/CD133+ phenotype (about 0.1% of the 
total tumor cells) marked prostate cancer stem cells.19 As few 
as 500 cells with this phenotype were able to form tumors in 
mice, whereas 5 × 105 cells that lacked this phenotype failed 
to generate tumors.

Distinct pulmonary epithelial cells located at the bron-
chioalveolar ductal junction displayed functional stem cell 
properties in mouse models.20 These cells, characterized by 
the Sca1+/CD34+/CD45−/Pecam− phenotype, were able 
to generate lung epithelium after tissue damage, suggesting 
that these cells possess self-renewal and lineage differen-
tiation properties. Furthermore, in K-Ras–induced mouse 
lung adenocarcinoma, a Sca1+/CD34+/CD45−/Pecam− 
phenotype identified lung cancer stem cells capable of ini-
tiating tumors when transplanted into syngeneic mice.20 In 
addition, human lung cancers contain a rare population of 
cells that express CD1338 and ALDH1.21 These cells are 

able to initiate tumors as well as to generate differentiated 
cells in mouse xenografts.

Tumor-initiating cells have also been isolated in 
colorectal tumors. Ricci-Vitiani and co-workers and O’Brien 
and colleagues, isolated CD133+ human colon cancer cells 
and injected them subcutaneously or under the renal cap-
sule of NOD-SCID mice.12,13 Both groups demonstrated 
that CD133+ cells not only were capable of forming tumors, 
but also generated tumors that recapitulated the cellular 
heterogeneity of the initiated tumors. In contrast, CD133− 
cells lacked these properties, suggesting that the capabilities 
of self-renewal and lineage differentiation are required for 
tumor initiation as well as generating non–self-renewing 
cells that constitute the tumor bulk.

Human pancreatic carcinomas contain a subpopula-
tion of cells with a CD44+/CD24+/ESA+ phenotype (0.2% 
to 0.8%) that were 100-fold more tumorigenic than those 
that did not express these markers.11 These pancreatic CSCs 
also displayed activation of developmental pathways such as 
sonic hedgehog.

Human liver cancer stem cells characterized by the 
expression of CD133 demonstrated self-renewal potential, 
increased colony-forming ability, and tumor formation in 
mouse xenografts.14 In addition, liver tumor cells that express 
CD90 (Thy1), glycosylphosphatidylinositol-anchored glyco-
protein, and CD44 have been shown to be able to initiate 
tumors that are capable of metastasis in immunodeficient 
mice.23

The Origins of Cancer Stem Cells

The use of transplantation models to identify and charac-
terize tumor-initiating cell populations has been criticized 
because these studies involve introducing cells into an envi-
ronment that may differ from that found in de novo tumor 
initiation. However, several recent studies have used in situ 
lineage tracing directly to address this concern. These studies 
have demonstrated the generation of CSCs from tissue stem 
cells in mouse models of skin, gut, and brain.24-26 Expression 
of the Wnt target Lgr5 marks intestinal stem cells and by 
using lineage tracing Schepers et al. demonstrated that Lgr5 
expression also identifies a subpopulation (5-10%) of grow-
ing intestinal adenomas in mice. These Lgr5+ cells self-renew 
to generate additional Lgr5+ cells as well as other Lgr5− lin-
eages.24 Driessens and associates employed a similar genetic 
lineage tracing approach to mark individual skin papilloma 
cells and traced lineages derived from these cells at different 
stages of tumor progression in mice. Interestingly, a major-
ity of labeled cells displayed limited proliferative potential, 
whereas a fraction of tumor cells were long lived and gave rise 
to progeny that formed the tumor bulk.25
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Patients with glioblastoma have a median survival of 
about 1 year because of therapeutic resistance and recur-
rence after tumor resection. In order to understand the 
nature of cells that are responsible for relapse, Chen and col-
leagues used a genetically engineered mouse model of glio-
blastoma to demonstrate that repopulating tumor cells were 
nestin-positive cancer stem cells located in the subventricu-
lar zone.26 These nestin-expressing glioblastoma cells were 
resistant to chemotherapy and repopulated the tumor after 
therapy. Together, these studies provide strong support for 
the cancer stem cell model by demonstrating cellular hierar-
chies in tumors that develop in situ without the requirement 
for transplantation.

Regulation of Cancer Stem Cells by the 
Tumor Microenvironment and  
Cytokine Networks

Although the preponderance of cancer research has focused 
on genetic alterations that initiate and drive cancer, there 
is substantial evidence that malignant transformation and 
tumor progression are also highly influenced by the tumor 
microenvironment. This research has suggested that tumors 

are in effect “organ-like structures” composed of different cell 
types whose interaction is required to drive and promote 
tumor growth and metastasis. In normal tissues, a small 
number of stem cells have the capacity to self-renew as well 
as to differentiate into multiple lineages. A similar hierarchy 
governs many human malignancies, including the tumors of 
the hematopoietic system and solid organs. Analogous to 
the regulation of normal stem cells by their “niche,” CSCs 
are regulated by, and in turn, regulate, cells within the tumor 
microenvironment. Cells recruited to the microenvironment, 
including mesenchymal stem cells (MSCs), tissue-associated 
fibroblasts, and endothelial cells, interact with CSCs via 
growth factor and cytokine networks (Figure 10-1). Fur-
thermore, immunomodulatory cells, including T cells and 
macrophages, exert both inhibitory and stimulatory effects 
on CSCs and their progeny. In addition, chronic inflamma-
tion characterized by increased generation of inflammatory 
cytokines such as IL-1, IL-6, and IL-8 may also regulate 
CSCs during carcinogenesis.27-29 The interaction between 
CSCs and their microenvironment provides new targets for 
therapeutic intervention.

Emerging evidence also implicates CSCs in tumor 
metastasis and therapeutic resistance,30-33 and therefore 
understanding the pathways that regulate this cell popu-
lation is of clinical importance. As is the case with their 

Cancer stem cells Mesenchymal cells Macrophages Mammary epithelial cells

Myoepithelial cellsCytokinesGFEndothelial cellsImmune cellsFibroblasts Adipocytes

Differentiated cancer cells

TUMOR MICROENVIRONMENT

Figure 10-1 The tumor microenvironment Elevated levels of cytokines/growth factors produced by tumor cells enhance the proliferation and 
survival of cancer stem cells, induce angiogenesis, and recruit tumor-associated macrophages, neutrophils, and mast cells, which secrete additional 
growth factors, forming a positive feedback loop that promotes tumor cell invasion and distant metastasis.
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normal counterparts, CSCs are regulated by intrinsic as 
well as extrinsic signals originating in the tumor microen-
vironment.34 Epigenetic and genetic changes that occur 
during carcinogenesis modulate these regulatory signals 
within the tumor microenvironment.35,36 Stem cell regula-
tory pathways frequently dysregulated in tumors include 
the Notch, Hedgehog, Wnt, PI-3K, NFκB, and Jak/STAT 
pathways.16,37-40 Although these pathways are activated in 
some tumors via mutation of key regulatory elements, they 
are more often activated by signals from the tumor microen-
vironment.41,42 Bi-directional paracrine signaling networks 
coordinately regulate tumorigenic cell populations, includ-
ing cancer stem cells.37,43-45 Tumor cells in turn produce 
factors that attract and regulate the diverse variety of cell 
types constituting the tumor microenvironment.43,45 Inter-
estingly, many of the pathways activated during tumor for-
mation resemble those that mediate normal wound healing, 
including cytokine loops that in turn are regulated by the 
transcription factor NFκB.37 In addition, immunomodula-
tory cells may manifest stimulatory or inhibitory effects on 
tumor progression.46,47 Diverse cell populations within the 
tumor microenvironment may impinge on these pathways to 
regulate the CSC population. Elucidation of these networks 
is of clinical importance because it may allow for the identi-
fication of novel therapeutic targets and the development of 
strategies to target CSC populations.

Cellular Components of the Tumor 
Microenvironment That Influence  
Cancer Stem Cells

During tumor progression, tumor cells recruit a diverse 
collection of cells that make up the microenvironment, 
and through iterative interactions both the tumor cell and 
its microenvironment co-evolve.42 For example, because of 
increased oxidative stress in the prostate tumor microen-
vironment, stromal cells acquire the ability to mimic other 
cell types such as mesenchymal and vascular stem cells.48 
Although early studies suggested that some of the cells in 
the tumor microenvironment harbored mutations,22 more 
recent evidence suggests that mutations are limited to the 
tumorigenic cells, which through paracrine interactions 
modify the epigenetic program of nontumorigenic cells 
in the tumor microenvironment.22,41,49,50 The cells in the 
microenvironment in turn interact with and generate epigen-
etic changes in tumor cells.41,42 This reciprocal interaction is 
illustrated by changes in the tumor microenvironment that 
occur during the evolution of preinvasive ductal carcinoma 
in situ to invasive carcinoma of the breast, which involves 
sequential epigenetic changes in both the tumor as well as 

the stromal microenvironment.41,42 Human bone stromal 
cells were able to induce aggressive mouse prostate tumors 
that acquired an EMT phenotype associated with resistance 
to radiation therapy.51

In human breast cancers, mesenchymal cells are 
recruited from the bone marrow43 or from the normal breast 
stroma.45 As is the case in breast cancer cells, ALDH expres-
sion is elevated in MSCs that are recruited from the bone 
marrow. These MSCs interact with breast CSCs through 
cytokine loops involving IL6 and CXCL7.43 These cytokine 
loops stimulate the self-renewal of breast CSCs.43 Immuno-
histochemical analysis has confirmed the existence of such 
MSC–breast CSC interactions in biopsies obtained from 
breast cancer patients.43 In addition, MSCs have the ability 
to differentiate into adipocytes as well as tumor-associated 
fibroblasts that also interact with and influence tumor cells.52

The activation of fibroblasts and myofibroblasts was 
originally described in a study of wound healing by Gabbiani 
and Majno, who observed morphological changes in activated 
myofibroblasts compared to quiescent tumor- and wound-
associated fibroblasts.53 Based on the similarities between 
the wound healing process and cancer, both of which involve 
infiltration of inflammatory cells and activation of cytokine 
networks, it was proposed that malignant tumor cells are 
“wounds that don’t heal.”54 It appears that the persistence of 
a wound healing environment promotes the persistence and/
or expansion of CSCs. In an experimental mouse model, 
acute wounding in the mammary gland by dermal incision 
accelerated breast tumor growth and metastasis.55 Although 
the exact mechanisms remain unknown, paracrine signals 
from evolving tumors induce epigenetic changes in the sur-
rounding stromal fibroblasts.56 Indeed, the gene expression 
profile of tumor-associated fibroblasts resembles that of 
wound-activated fibroblasts, and this profile is associated 
with poor prognosis.57,58 Growth factors such as TGF-β 
may be involved in these epigenetic changes, leading to acti-
vation of fibroblasts.59 In addition, cytokines such as SDF-1 
(aka CXCL-12) produced by breast carcinoma–associated 
fibroblasts (but not normal fibroblasts) may promote the 
proliferation of tumor cells, which express the SDF-1 recep-
tor CXCR4.60 The level of expression of SDF-1 in serum 
has been associated with poor survival in breast cancer 
patients.61,62 Other growth factors such as hepatocyte growth 
factor (HGF), produced by mammary stromal cells, may also 
have a profound effect on developing mammary tumors, pos-
sibly inducing the stem cell compartment.63 HGF provides 
a co-stimulatory signal to the Wnt pathway during colon 
carcinogenesis.64 Other important growth factors produced 
by activated fibroblasts include the fibroblast growth factors 
(FGFs). Cancer stem cells can use oxidative stress to drive 
stromal fibroblasts to produce necessary nutrients for their 
survival.65 It has recently been shown that estrogen regulates 
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the breast CSC population through a paracrine mechanism 
involving FGF9.66 Additional factors produced by stromal 
cells in the tumor microenvironment activate a number 
of pathways including IGF, PDGF, Wnt, NFκB, Notch, 
Hedgehog, and matrix metalloproteinases (MMPs) regulat-
ing tumor proliferation, invasion, and metastasis.67-72 These 
pathways also have been implicated in regulating CSCs in a 
number of human malignancies.37,40,73-76

Immunomodulatory cells may also exert inhibitory 
and stimulatory effects on CSCs, and the ultimate balance of 
these effects may profoundly influence tumor growth/pro-
gression. The importance of the immune system is illustrated 
by recent studies elucidating the mechanisms by which mac-
rophages recognize and destroy CSCs. Recent studies in 
human leukemia and lymphoma have suggested that tumor 
cells express the antigen CD47, which serves as a “don’t eat 
me” signal to tumor-associated macrophages.77 At the same 
time, these cells express calreticulin, recognized by these mac-
rophages as an “eat me” signal.78 Administration of a block-
ing antibody to CD47 induced macrophage phagocytosis of 
tumor cells in vitro and in mouse models. Importantly, it was 
demonstrated that leukemic stem cells as well as bulk tumor 
cells could be targeted by this approach.78,79 Interestingly, 
CD47 is widely expressed in a number of solid tumor CSCs, 
and targeting of this molecule suppresses tumor growth and 
metastasis in mouse tumor models.80

Endothelial cells may also play an important role in the 
tumor microenvironment by directly interacting with tumor 
cells as well as by their role in blood vessel formation. Endo-
thelial cells constitute an important component of normal 
hematopoietic and neuronal stem cell niches.81,82 In addition, 
cytokines produced by endothelial cells directly regulate can-
cer stem cells.83,84 More than 40 years ago, Judah Folkman 
proposed that angiogenesis, the process of new blood vessel 
formation, was required for tumor growth and metastasis.85 
The role of tumor angiogenesis has been demonstrated in 
preclinical models of many cancers, including those of the 
breast.86 This has led to the development of a number of 
anti-angiogenic agents as cancer therapeutics. Angiogenesis 
is a complex process involving interactions among multiple 
cell types. Bone marrow–derived endothelial progenitor cells 
are attracted to tumors, where they differentiate into mature 
endothelial cells and capillaries.87,88 These newly formed 
blood vessels carry oxygen and nutrients to growing tumors, 
facilitating progression and metastasis (see Figure 10-1). 
Interestingly, the tumor vasculature is vastly different from 
the normal vasculature, as illustrated by the finding that 
more than 1000 genes are differentially expressed, includ-
ing FGFRs, MMPs, and JAK3.83 Although preneoplastic 
lesions lack angiogenic capacity, transition from hyperplasia 
to neoplasia requires induction of angiogenesis, a process 
that may be regulated by NFκB.89,90

Tumors may also generate a vasculature by a process 
termed vasculogenic mimicry in which CSCs transdifferentiate 
into vessel-forming cells that resemble endothelium. Recent 
reports have demonstrated that glioblastoma CSCs are multi-
potent and can differentiate into endothelial cells, generating 
their own vasculature.91,92 Although many pro-angiogenic fac-
tors have been identified, vascular endothelial growth factor 
(VEGF) is the primary mediator of this process,93 and as a 
result it has been the principal target of anti-angiogenic thera-
pies. A humanized monoclonal antibody targeting VEGF, 
bevacizumab, as well as two multikinase VEGF inhibitors, 
sorafenib and sunitinib, are currently approved for clinical use. 
These anti-angiogenic agents have shown utility in a number 
of tumor types, including renal and colon cancers.94,95

Bevacizumab was initially approved for use in meta-
static breast cancer on the basis of reports demonstrating 
that it prolonged time to tumor progression.96 However, 
more recent studies (AVADO and RIBBON1) have sug-
gested that this effect is limited and that the addition of 
bevacizumab to cytotoxic chemotherapy failed to increase 
patient survival.97 These results are consistent with reports 
in mouse models that anti-angiogenic agents may accelerate 
local breast cancer invasion and distant metastasis.98,99 In 
mice bearing human breast cancer xenografts, these agents 
increase the CSC population through the generation of tissue 
hypoxia100 and activation of HIF1α-Wnt signaling. Anti-
angiogenic agents may also stimulate CSC expansion by 
increasing HGF production by tumor stromal cells.101 These 
studies provide a rationale for the addition of CSC targeting 
agents to anti-angiogenic agents to improve clinical efficacy.

Cytokine Networks Can Promote Cancer 
Stem Cell Self-Renewal

The link between inflammation and cancer is an old con-
cept that was first proposed by Virchow in 1864, when he 
observed that inflammatory cells frequently infiltrate the 
tumor stroma.102 Considerable clinical evidence suggests 
links between inflammatory states and cancer development, 
including the well-documented association of ulcerative coli-
tis, hepatitis C, and chronic pancreatitis with cancers of the 
colon, liver, and pancreas, respectively.102 States of chronic 
inflammation as assessed by serum C reactive protein or β 
amyloid are correlated with risk of breast cancer recurrence 
in women after primary therapy.103 This chronic inflamma-
tory state may be mediated by cytokines including IL-1β, 
IL-6, and IL-8.27 Genetic polymorphisms in these cytokine 
genes predispose affected individuals to cancer.104 These 
inflammatory cytokines stimulate CSC self-renewal, which 
then may promote tumor growth and metastasis.44,105
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IL-6 and IL-8 have been implicated both in chronic 
inflammation and in tumor growth.106,107 Within the 
tumor microenvironment, many cell types, including mes-
enchymal cells, macrophages, and immune cells, secrete 
both IL-6 and IL-8.106 In patients with advanced breast 
cancer, the serum levels of both of these cytokines have 
been associated with poor patient outcome.108,109 In a vari-
ety of preclinical models, IL-6 has been shown to promote 
tumorigenicity, angiogenesis, and metastasis.44,110-112 IL-6 
has been shown to be a direct regulator of breast CSC self-
renewal, a process mediated by the IL-6 receptor/GP130 
complex through activation of STAT3.37 Using mouse 
xenografts, we have recently demonstrated that bone 
 marrow–derived MSCs are recruited to sites of growing 
breast cancers by gradients of IL-6.43 IL-6 is a key compo-
nent of a positive feedback loop involving these MSCs and 
CSCs.43 Furthermore, Sethi and colleagues recently dem-
onstrated that IL-6–mediated Jagged1/Notch signaling  
promotes breast cancer bone metastasis.73 These studies 
identify IL-6 and its receptor as attractive therapeutic tar-
gets to deplete CSCs.

Using gene expression profiling we previously demon-
strated that the IL-8 receptor CXCR1 is highly expressed on 
breast CSCs105. Interestingly, cytotoxic chemotherapy induced 
cell death in differentiated cancer cells that resulted in increased 
production of IL-8, which in turn stimulated breast CSCs via 
activating CXCR1. A small-molecule CXCR1 inhibitor, rep-
araxin, significantly reduced CSC in breast cancer xenografts, 
inhibiting tumor growth and metastasis. Based on these pre-
clinical studies, a clinical trial using reparaxin combined with 
established chemotherapy has been initiated.

The production of inflammatory cytokines including 
IL-6 and IL-8 is regulated by the NFκB signaling path-
way.113 The NFκB pathway plays a crucial role in inflam-
mation and carcinogenesis. The NFκB family is composed 
of five related transcription factors: p50, p52, RelA (p65), 
c-Rel, and RelB.114,115 In resting cells, NFκB proteins are 
predominantly located in the cytoplasm where they asso-
ciate with the IκB family of proteins; activation of NFκB 
by diverse signals results in ubiquitin ligase–dependent 
degradation of IκB, which results in nuclear translocation 
of NFκB protein complexes. The transcription of a num-
ber of cytokines, including IL-6 and IL-8, is activated by 
NFκB.113 In addition, a positive feedback loop maintains 
a chronic inflammatory state in tumor cells. Interestingly, 
this loop involves the microRNA let7, as well as Lin28, a 
factor involved in embryonic stem cell self-renewal.37 This 
feedback loop is maintained by IL-6 through its activa-
tion of Stat3, which in turn activates NFκB and its down-
stream targets Lin28 and let7. The specific role of IL-6 in 
maintaining this inflammatory loop in BCSCs has been 
recently demonstrated.37,40 NFκB may play an important 

role in normal breast physiology as well as carcinogenesis. 
In a HER2/neu mouse model of mammary carcinogenesis, 
suppression of NFκB in mammary epithelium reduced the 
mammary stem cell compartment, resulting in a delayed 
generation of HER2-neu–induced tumors, which dis-
played reduced angiogenesis and infiltration by macro-
phages.90 NFκB has also been implicated in the regulation 
of mouse mammary stem cells during pregnancy. Elevated 
levels of progesterone during pregnancy induce the produc-
tion of RANK ligand (RANKL) by differentiated breast 
epithelial cells. RANKL in turn stimulates breast stem cell 
self-renewal via activation of NFκB in these cells.116,117 The 
increased incidence of aggressive breast cancers associated 
with pregnancy118 may result from activation of these path-
ways in breast CSCs.116,117

Epidemiologic studies demonstrate that obesity is 
associated with a significant increase in postmenopausal 
breast cancer,119,120 which may be related to the known 
link between obesity and inflammation.121-124 Patients 
with type 2 diabetes mellitus (T2DM) have elevated 
levels of circulating proinflammatory cytokines includ-
ing TNF-α, IL-6, and C-reactive protein.125 In addition, 
these elevated levels of proinflammatory cytokines have 
been linked to NFκB activation.126 The diabetes drug 
metformin reduces levels of circulating glucose, increases 
insulin sensitivity, and reduces insulin resistance-associ-
ated hyperinsulinemia. Interestingly, in preclinical mouse 
models, metformin has been shown to selectively inhibit 
CSC self-renewal, reducing the proliferation of these cells 
in breast tumors.127

Summary

As organ-like structures, tumors are composed of diverse 
cellular compartments and networks that play important 
roles in tumor progression. Accumulating evidence sug-
gests that these cellular components and cytokine networks 
also regulate CSCs, which in turn drive tumor growth and 
metastasis. One can reframe Paget’s “seed and soil” hypoth-
esis of tumor metastasis128 in a modern context. The “seeds” 
are the cancer stem cells, and the “soil” is the rich micro-
environment composed of diverse cell types that interact 
with tumor cells via growth factor and cytokine networks 
(see Figure 10-1). These networks regulate CSCs and their 
progeny, which propagate CSC as well as generating non–
self-renewing cells that constitute the tumor bulk. Stud-
ies in preclinical models have demonstrated that targeting 
of regulatory pathways such as IL-6, IL-8, and NFκB can 
effectively reduce the CSC populations in breast cancer as 
well as other tumor types.
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Basic Principles of Cell Cycle Progression

The essential function of cell cycle control is the regulated 
duplication of the cells’ genetic blueprint and the division 
of this genetic material such that one copy is provided to 
each daughter cell following division. The cell cycle can be 
divided conceptually into four individual phases. The “busi-
ness” phases include S phase or synthesis phase, which is 
the period during which DNA is replicated, and mitosis 
(M phase), where DNA is packaged, the cells divide, and 
DNA is distributed to daughter cells. S phase and M phase 
are separated by Gap phases (G phase) to provide the cell 
with a proofreading period to ensure that DNA replication 
is completed and packaged appropriately prior to division. 
Separating M phase from S phase is the first Gap phase (G1 
phase) and separating S phase from M phase is the second 
Gap phase (G2 phase). G0 or quiescence occurs when cells exit 
the cell cycle because of the absence of growth-promoting 
signals or the presence of prodifferentiation signals. Ordered 
progression through each phase is intricately regulated 
through both positive and negative regulatory signaling mol-
ecules and is the basis of normal organismal development. 
The consequences of deregulated growth control include 
failed or altered development and/or neoplastic/cancerous 
growth. Over the past two decades, a detailed picture of the 
major regulators of cell cycle control in both model organ-
isms and higher eukaryotes has evolved. In this chapter, we 
describe the major regulators of cell division control and 
introduce current concepts regarding their participation in 
cell growth.

The Cyclin-Dependent Kinases

Cell cycle progression is positively regulated by a family of 
protein kinases referred to as the cyclin-dependent kinases 
(CDKs). In yeast, the organism in which early groundbreak-
ing work defined many major cell cycle regulators, a single 

CDK regulates cell division: CDC2 (Schizosaccharomyces 
pombe, fission yeast) and CDC28 (Saccharomyces cerevisiae, 
budding yeast). In contrast, multicellular organisms use a dis-
tinct CDK whose activity promotes transition through each 
cell cycle phase (Figure 11-1). CDKs are binary enzymes. 
The catalytic subunit, the CDK, coordinates adenosine tri-
phosphate (ATP) and transfers phosphate to appropriate 
substrates. As a monomer, the CDK has no enzymatic activ-
ity; activation requires association with a specific allosteric 
activator called a cyclin. CDK subunits associate with spe-
cific cyclins (Table 11-1) during distinct phases of the cell 
cycle and, as active protein kinases, trigger transition through 
cell cycle phases. Although some CDKs can form complexes 
with multiple cyclins, in most cases active complexes rely on 
specific partnerships.

Homology among CDKs, at the level of primary amino 
acid sequence, is in the range of 30% to 40%. The most highly 
conserved sequence, which contributes directly to cyclin 
binding, is the PSTAIRE sequence (CDK1, CDK2) or PV/
ISTVRE (CDK4, CDK6) where letters refer to individual 
amino acids comprising this sequence (e.g., P = proline).1

Cyclins associate with the CDK subunit through a 
conserved domain within the cyclin called the cyclin box. 
The crystal structure of cyclins has revealed that the cyclin 
box comprises two sets of f ive α helices that share little pri-
mary homology, but share significant homology with respect 
to structural and folding topology.2 Sequences N- and  
C-terminal to the cyclin box share little if any homology 
and contribute to substrate-specific interactions and to 
posttranslational regulation of cyclin protein accumulation  
(e.g., protein degradation).

Posttranslational Regulation of CDKs

Regulation of CDKs by Phosphorylation

Cyclin binding to the CDK contributes to kinase activation 
by inducing a conformational change wherein a C-terminal 
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domain of the CDK, referred to as the T loop, is directed  
out of the substrate binding cleft.3 In the absence of cyclin 
binding, the T loop occludes substrate interactions. The 
cyclin-induced alteration, however, is not sufficient for com-
plete CDK activation. T-loop displacement is ensured by 
direct phosphorylation of a conserved threonine residue 
within the T loop (Thr161, CDK1; Thr160, CDK2; Thr172, 
CDK4) by the CDK-activating kinase, CAK (Figure 11-2). 
In mammalian cells, CAK itself is a cyclin-dependent kinase 
composed of CDK7 and cyclin H.4 CAK is constitutively 
active and contributes to CDK activation following cyclin 
binding via phosphorylation of the T-loop threonine.

Shortly after the identification of CDK7/cyclin H 
as CAK, CDK7/cyclin H was shown to be the previously 
identified activity referred to as TFIIH,5 demonstrating that 
CAK (CDK7/cyclin H) not only contributes to CDK acti-
vation but is also implicated in transcriptional regulation. 
TFIIH phosphorylates multiple serine/threonine residues 
located in the carboxyl-terminal domain (CTD) of the larg-
est subunit of RNA polymerase II (RNAPII), thereby con-
tributing to increased transcriptional initiation.5,6 CDK7 is 
also conserved in budding yeast. However, in yeast, CDK7 
does not contribute to CDK activation. Rather, it is solely a 

regulator of RNA polymerase activity. Bona fide CAK activ-
ity in yeast is contributed by a distinct protein, CAK1.7,8

CDK phosphorylation is not solely an activating 
event. Phosphorylation of N-terminal threonine and tyro-
sine residues near the ATP binding pocket is inhibitory. 
Phosphorylation of threonine 14/tyrosine 15 is catalyzed by 
two enzymes, Wee1 and Myt1 (see Figure 11-2). Although 
Wee1 is a cytosolic enzyme, Myt1 is localized to endoplas-
mic reticulum structures.9 The significance of the differential 
localization of Wee1 versus Myt1 remains to be established. 
Threonine 14/tyrosine 15 is located adjacent to the ATP 
binding pocket of CDKs, providing a structural basis for 
how phosphorylation of these residues prevents ATP bind-
ing.10 Both threonine and tyrosine residues are conserved in 
CDK1-3, but only the tyrosine residue is present in CDK4-6.  
Although phosphorylation of CDK1-2 contributes to the 
timing of their activation during a normal cell cycle, the 
CDK4/6 enzymes appear to be subject to this inhibitory 
phosphorylation only when cells incur DNA damage.11

In mammalian cells, the removal of N-terminal inhibi-
tory phosphates is catalyzed by any one of three highly related 
dual-specificity protein phosphatases: CDC25A, CDC25B, 
or CDC25C.12 In contrast, yeast cells harbor a single CDC25 
isoform that carries out all relevant functions. CDC25 iso-
forms are expressed in a cell cycle–dependent manner, and 
the A-B-C designation corresponds to their order of expres-
sion during the cell cycle. CDC25 A is expressed first, with 
its expression peaking at the G1/S boundary. CDC25B 
expression follows that of CDC25A, with the highest levels 
detected during S phase. Finally, CDC25C is expressed dur-
ing late G2 and mitosis. From this expression pattern, sub-
strate specificity was inferred, with CDC25A targeting the 
G1 CDKS (CDK4/6 or CDK2-cyclin E), CDC25B regu-
lating the S-phase CDKs (CDK2-cyclin A), and CDC25C 
regulating mitotic CDKs (CDK1-cyclin B). Consistent with 
this hypothesis, inhibition of CDC25A resulted in increased 
CDK2-cyclin E tyrosine phosphorylation.13 Also consistent 

Table 11-1 CDKs, Activating Cyclins, and Select Substrates

CDK Cyclin Partner Substrate

CDKi (CDC2) A and B Lamins, histone Hi

CDK2 E and A Rb, P107, P130, Cdt1, CP110

CDK3 C Rb

CDK4 D Rb, P107, P130, SMAD2, and SMAD3

CDK6 D Rb, P107, P130, SMAD2, and SMAD3

CDK7 (CAK) H CDK1-CDK6, RNA pol 11

CDK, Cyclin-dependent kinase.

Cyclin

CDC25(A,B,C)

CDK2

T14 T160(161,172)Y15

CAKWee/Myt1

PO4
PO4PO4

Figure 11-2 Regulation of cyclin-dependent kinase (CDK) CDKs are 
binary enzymes composed of a catalytic subunit, CDK, and a regula-
tory subunit, cyclin. Activation requires phosphorylation of a C-terminal 
threonine by the CDK-activating enzyme, CAK. In contrast, phosphoryla-
tion of N-terminal threonine and tyrosine residues inhibits adenosine 
triphosphate (ATP) binding and thus CDK activity.

Cyclins A and B
CDK1

M

G2

G1

Cyclins A and E
CDK2

S

Cyclin E
CDK2

Cip/Kip

Cyclin D1, D2, D3
CDK4/6

INK4
p15
p16
p18
p19

Figure 11-1 The cell cycle.
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with substrate specificity being determined by the timing of 
expression, CDC25 enzymes do not exhibit any specificity 
toward distinct CDK substrates in vitro. However, timing of 
expression is not the sole determinant. Deletion of CDC25B 
or CDC25C, or even the combined deletion does not impair 
mouse development or cell proliferation in vitro.14 It appears 
from this analysis that CDC25A expression is sufficient to 
drive cell cycle expression.

CDK Regulation by Small-Polypeptide 
Inhibitors

In addition to CDK regulation via phosphorylation, CDKs 
are subject to direct regulation by small-polypeptide 
inhibitory proteins referred to as CDK inhibitors, or CKIs  
(Figure 11-3).15 These regulators bind directly to and inacti-
vate CDK-cyclin complexes. There are two families of CKIs 
that have distinct biochemical activities. The Ink4 (inhibitors 
of CDK4) family proteins bind exclusively to G1 CDKs 
CDK4 and CDK6. Binding can directly inhibit an active 
CDK4/6-cyclin complex, or Ink4 protein can bind to mono-
meric CDK4/6 and prevent cyclin association. The second 
family, Cip/Kip family proteins, bind to a broad range of 
CDK-cyclin complexes but functionally appear to be nega-
tive regulators of CDK2 complexes.

Ink4 Family

The Ink4 family of proteins consists of four members: p16Ink4a, 
p15Ink4b, p18Ink4c, and p19Ink4d. All four proteins bind exclu-
sively to and inhibit D-type cyclin-dependent kinases CDK4 
and CDK6. The founding member of the Ink4a family was 
discovered as a protein that interacted with CDK4 in co-
immunoprecipitation experiments,16 subsequently identified 
as MTS1.

Ink4 proteins are homologous in primary structure, 
sharing the presence of four or five ankyrin repeats, which are 
responsible for protein-protein interactions with CDK4/6. 
Each repeat consists of an extended strand connected by a 
helix-loop-helix (HLH) motif to the next extended strand. 
The crystal structure of the p19Ink4d-CDK6 complex has 
been solved and provided valuable details about the mecha-
nism of CDK inhibition by Ink proteins (Figure 11-4).17 
α-Helices and β-turns of p19Ink4d ankyrin repeats form a “cap” 
over the N-terminal domain of CDK6 and induce its spa-
tial movement away from the C terminus. This event inhibits 
productive ATP binding but does not interfere with the for-
mation of CDK-cyclin complex. As expected from their struc-
ture, all four Ink proteins exhibit similar biochemical activities 
toward CDK4 and CDK6. Interestingly, a short peptide that 
was derived from one of the ankyrin motifs had the ability 
to bind and inhibit CDK4, implying the importance of these 
domains in Ink4 functionality.18

Despite similar biochemical activities and compa-
rable tertiary structures of Ink proteins, their regulation is 
distinct. p16Ink4a is not expressed in most tissues. Rather, it 
is induced in response to expression of oncogenic or trans-
forming proteins and during cellular senescence. Several 
oncogenes as well as tumor suppressors regulate p16Ink4a 
expression. For example, overexpression of Ras increases 
p16Ink4a levels in primary rodent cells.19 Inactivation of the 
retinoblastoma susceptibility protein, Rb, or tumor suppres-
sor p53 can also promote p16Ink4a expression.20 In contrast, 
p15Ink4b expression is regulated by growth-inhibitory factors 

Ink
family

Cip/Kip
family

CDK4/6

Cyclin Cyclin

CDK1/2/3

p16Ink4a

p15Ink4b

p18Ink4c

p19Ink4d p57

p27

p21

Figure 11-3 Regulation of cyclin-dependent kinases (CDKs) by 
polypeptide inhibitors Two distinct families of CDK inhibitors (CKIs) 
regulate CDK activity. The Cip/ Kip family binds with varying affinities to 
all CDK/cyclin complexes, but have the greatest inhibitory activity toward 
CDK2. The Ink4 family (inhibitor of CDK4/6) binds specifically to CDK4/6 
and has no capacity to directly regulate other CDKs.

�1

�3

cdk6

p19Ink4d

�1
�2

�3

�4

�5

Figure 11-4 Three-dimensional structure of the p19Ink4d/Cdk6 
complex p19lnk4d is dark blue, apart from helix α3, which is light blue. 
The C-terminal domain of Cdk6 is dark brown, whereas the N-terminal 
domain, which undergoes extensive movement, is light brown.
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(anti-mitogens) such as TGF-β. Only p18Ink4c and p19Ink4d 
expression seems to be regulated during various phases of 
the cell cycle, with expression peaking during S phase.21 The 
expression patterns of Ink4 proteins are also differentially 
regulated during development.

The structure of the genomic Ink4a locus is unique. 
Transcription through this locus gives rise to two biochemi-
cally distinct proteins, p16Ink4a and p19ARF, as a result of 
alternative exon utilization.22 Although p16Ink4a regulates 
CDK4/CDK6 activity, thereby indirectly regulating the Rb 
tumor suppressor, p19ARF regulates the p53 tumor suppres-
sor.23 p19ARF acts by attenuating Mdm2-mediated degrada-
tion of p53 and is known as an activator of the p53 pathway. 
Therefore, loss of p19ARF leads to impairment of p53 sig-
naling. Elimination of the Ink4a/ARF genetic locus in mice 
makes the animals highly prone to tumor development.24

Cip/Kip Family

The Cip/Kip family of CKIs includes three members:  
p21Cip1, p27Kip1, and p57Kip2. Unlike the Ink4 family of CKIs, 
Cip/Kip inhibitors bind to and efficiently inhibit various 
CDKs. Members of the Cip/Kip family are highly homolo-
gous and share approximately 50% of their sequences. The 
amino terminus of both p21Cip1 and p27Kip1 contains an RXL 
(where X is typically basic) sequence that is responsible for 
binding to cyclins and is called the cyclin-binding motif . Cip/
Kip inhibitors also contain a domain that is responsible for 
the binding to CDKs (N-terminal in p21Cip1 and p27Kip1).25 
The crystal structure of the p27Kip1/cyclin A/cdk2 complex 
(Figure 11-5) revealed that p27Kip1 binds CDK2 at its N 
terminus and inserts into the catalytic cleft, thus mimick-
ing ATP.26 On cyclin A/CDK2, p27Kip1 binds to the groove 
of the cyclin box. Because both Ink and Cip/Kip proteins  

occupy almost the same binding sites on CDKs, binding is 
mutually exclusive. For example, in  vitro, p15Ink4b inhibits 
binding of p27Kip1. However, in cells, which protein gets to 
the CDK first is often determined by the coordinated cellular 
localization of the inhibitors and cyclin-CDK complexes.

p27Kip1 is responsible for induction and maintenance of 
the quiescent state. p27Kip1 expression is induced in response 
to growth factor withdrawal and on contact inhibition in cell 
cultures.27 p27Kip1 levels are decreased on addition of the 
mitogens by various mechanisms described in subsequent 
paragraphs. Overexpression of p27Kip1 in cells leads to cell 
cycle arrest in G1 phase. Unlike p27Kip1, p21Cip1 is present 
at high levels in cycling cells, keeping CDK activities under 
tight control. p21Cip1 levels are induced in response to DNA 
damage and genotoxic stress as a result of activation of p53. 
Similar to p21Cip1 and p27Kip1, induction of p57Kip2 can 
mediate cell cycle arrest in G1 phase. In addition, p57Kip2 also 
participates in the M-to-G1 transition through activation by 
p73.28 Abrogation of p73 or its downstream effector p57KIP2 
perturbs mitotic progression and transition to G1 phase.29

Transcriptional Regulation by the E2F 
Transcription Factors

E2F was originally identified as a cellular DNA bind-
ing activity that regulated expression of the viral E2 pro-
moter.30,31 Since this seminal work, molecular analysis has 
revealed that the E2F activity is encoded by a family of 
DNA binding proteins, which includes transcriptional acti-
vators and repressors. Mammalian cells encode eight known 
E2F proteins (E2F1-8; Figure 11-6). Further complication 

p27

CYCACDK2

Figure 11-5 Cyclin A/CDK2/p27KIP1 complex Crystal structure of the 
inhibited ternary cyclin A/CDK2/p27Kip1 complex.
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Rb bindingDNA bindingNLS

NES Dimerization
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E2F3a

E2F3b

E2F4/5

E2F6

E2F7
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Figure 11-6 E2F family of transcription factors There are eight 
members of the E2F family of transcription factors. E2FS are classified as 
transcriptional activators or repressors. Functional domains are indicated 
by differential shading.
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ensues from the fact that E2F associates with DNA as a het-
erodimer; the two known heterodimeric partners for E2F 
are DP1 and DP2. Indeed, the founding member, E2F1, can 
drive S-phase entry in the absence of growth factor stimu-
lation.32 The ability of E2F1 to drive S phase derives from 
its role in the regulation of genes whose protein products 
play essential roles in S-phase progression. Established E2F 
targets include components of DNA replication complexes 
(MCMs) and S-phase cyclins (E and A).33 E2F family 
members were initially considered requisite regulators of 
S-phase entry. E2F1, E2F2, and E2F3 accumulate during 
G1 phase and play critical roles in promoting expression of 
S-phase targets. Strikingly, E2F4 through E2F7 function as 
transcriptional repressors;34 E2F3b, an alternatively spliced 
isoform of E2F3, is also a transcriptional repressor. The E2F 
repressors function to maintain cells in a quiescent or resting 
state. In addition to DP1, E2F complexes are further modu-
lated by members of the retinoblastoma protein (pRb) fam-
ily (pRb, p107, p130; Figure 11-7). The Rb family member 
functions to recruit chromatin-remodeling enzymes, such as 
histone deacetylases, to E2F complexes. As a consequence, 
increased activity of E2F1 through E2F3 requires dissocia-
tion of “pRb” from the E2F/DP1 heterodimer. As illustrated 
in the following sections, the G1 CDK/cyclin kinase triggers 
this through direct phosphorylation of the associated pRb 
family member.35

In addition to the regulation of S-phase entry and 
progression, E2F transcriptional activators can trigger apop-
tosis or cell suicide. The mechanisms whereby E2F induces 
cell death remain unclear. However, pro-apoptotic genes 

have been identified as E2F target genes. Examples include 
the p19ARF protein, which is a known regulator of the p53 
tumor suppressor. In addition, E2F can increase expression 
of pro-apoptotic proteins Puma, Noxa, and Bim and repress 
the anti-apoptotic Bcl2 family protein, Mcl1.

Two new E2F family members recently identified, E2F7 
and E2F8, provide an important constraint against excessive 
E2F1 activation. Unlike the other mammalian E2Fs, E2F7 
and E2F8 have two DNA-binding domains and do not 
require a DP partner to bind to DNA and as such are classi-
fied as atypical E2F family members.36 These atypical E2Fs 
bind to the consensus E2F recognition sequence and can  
repress expression from a subgroup of  cell cycle–regulated 
E2F targets. An E2F7 and E2F8 double knockout is an 
embryonic lethal resulting from massive apoptosis; this phe-
notype can be bypassed by removing E2F1 or p53.37 Our 
current level of understanding underscores E2F7 and E2F8 
as a distinct arm of the E2F network involved in repression 
of transcription during S-G2 and control of the E2F1-p53 
apoptotic axis.

G1 Regulation/Restriction Point Control

During the first Gap phase or G1, cells prepare for DNA 
replication. They must synthesize proteins necessary to 
replicate their genome, and once these are made, assemble 
the various components of the DNA replication machin-
ery on chromatin at so-called origins of replication. This is 

Figure 11-7 Restriction point control Progression 
through G1 phase requires growth factor–mediated (mito-
genic) signals. Mitogens promote the activation of the initial 
cyclin-dependent kinase (CDK; cyclin D/CDK4) complex, 
which phosphorylates Rb family proteins (inactivating 
signal). The CDK4 enzyme also binds to Cip/Kip CDK inhibi-
tors (CKIs), thereby sequestering these proteins to facilitate 
CDK2 activation. Rb phosphorylation releases the transcrip-
tion activating E2FS (E2F1-E2F3), which promote transcrip-
tion of downstream targets such as cyclin E, A, and MCM 
proteins. Cyclin E binds to CDK2, and this active complex 
maintains Rb in an inactive state. Active cyclin E/CDK2 also 
targets its own inhibitor (p27Kip1) for proteolysis via site-
specific phosphorylation. The complete activation of CDK2, 
first by cyclin E and then by cyclin A, marks passage through 
the restriction point. Once past this point, cells no longer 
require growth factor stimulation for progression through 
the remainder of that cell division.
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coordinated with nutrient and growth factor availability to 
ensure that the cell is in an environment that supports cell 
division. The G1 phase of the cell cycle is unique in that it 
represents the only time wherein cells are sensitive to sig-
nals from their extracellular environment. These signals are 
in the form of adhesion to substratum and growth factors. 
Cells require growth factor–dependent signals up to a point 
in late G1 referred to as the restriction point (“start” in yeast).

Progression through G1 phase is driven by the collec-
tive activities of two distinct CDKs. The first is CDK4 or 
CDK6 in combination with a D-type cyclin. Mammalian 
cells encode three distinct D cyclins (D1, D2, D3), which are 
expressed in a tissue-specific manner. Whereas CDK4 and 
CDK6 are constitutively expressed, D cyclins are expressed 
in response to growth factor signaling. Following accumula-
tion of active cyclin D/CDK4 or CDK6, the CDK2 kinase 
in combination with cyclin E accumulates to facilitate the 
transition from G1 to S phase.

A key protein that regulates G1-phase progression in 
the mammalian cell cycle is retinoblastoma protein, Rb. The 
Rb family consists of three members, Rb, p107, and p130. 
In quiescent cells, Rb proteins associate with E2F transcrip-
tion factors to repress E2F-dependent transcription. E2F 
targets include genes responsible for regulation of cell cycle 
and DNA replication, such as cyclins E and A (see Figure 
11-7). Rb activity is regulated at the level of posttranslational 
modification, specifically phosphorylation. Hypophosphory-
lated Rb is active and binds to E2F, thereby silencing E2F-
dependent activity. Hypophosphorylated Rb family proteins 
therefore play a central role in maintaining cells in a rest-
ing or quiescent state. Quiescent cells reenter the cell cycle 
in response to mitogenic growth factors. Growth factor sig-
naling induces the expression of D-type cyclins at transcrip-
tional and posttranslational levels,38 leading to activation of 
cyclin D–dependent kinases CDK4 and -6 and subsequent 
Rb phosphorylation. Cyclin D/CDK4 or -6 complexes also 
have a kinase-independent function. They sequester p21Cip1  
and p27Kip1 CDK1s from CDK2 kinases and allow activation  
of basal CDK2/cyclin E kinases, which further phosphory-
late Rb family proteins. Phosphorylation of Rb promotes 
its dissociation from E2F, allowing transcriptional activa-
tion of E2F targets such as cyclin E. The E2F-dependent 
spike in cyclin E, and thus CDK2/cyclin E activity, repre-
sents the transition from mitogen-dependent to mitogen-
independent cell cycle progression (or passage through the 
restriction point). In addition to maintaining Rb proteins 
in a hyperphosphorylated (inactive) state, the activation of 
cyclin E/CDK2 promotes proteasome-dependent degrada-
tion of its own inhibitor p27Kip1 (described in a subsequent 
section). These changes, which include cyclin D/CDK4/6 
and cyclin E/CDK2 activation, Rb phosphorylation, and 
destruction of p27Kip1, render cells with decreased mitogen 

dependency and are irreversibly committed to enter S phase 
of the cell cycle.

Regulation of DNA Replication (S Phase)

Early experimentation, which relied on techniques wherein 
two cells (generally one human and one rodent cell) in dis-
tinct phases of the cell cycle are fused together (one cyto-
plasm containing the two distinct nuclei), revealed that 
chromosomes were competent for duplication in G1 and S 
phases. For example, fusing an S-phase cell with a G1-phase 
cell could enforce replication of a G1 cell; in contrast, fusion 
of a cell in G2 phase with an S-phase cell could not enforce 
replication of G2 chromosomes. It was inferred from these 
experiments that S-phase cells contained a factor that trig-
gered replication initiation and that G1 chromosomes were 
prepared or “licensed” for this initiating activity. Research 
efforts have shed light on the molecular basis of regulated 
replication initiation.

Although DNA is actively replicated during S phase, 
cells must prepare DNA for replication during the preced-
ing G1 phase. During G1 phase, origins (chromatin positions 
where DNA polymerase complexes initiate replication) 
must first be established or “licensed.” Licensing refers to the 
formation of the pre-RC (pre-replication complex) at origins 
of replication (Figure 11-8). Initially, the origin of replica-
tion complex (ORC) must be associated with chromatin to 
act as a landing pad on which the pre-RC is formed. Unlike 
most components of the pre-RC, ORC remains consti-
tutively bound to DNA. In budding yeast, ORC acts as a 
sequence-specific DNA binding complex; however, in fis-
sion yeast and mammalian cells, no sequence specificity has 
been elucidated for ORC. The next step is the recruitment 

ORC1–6
MCM2–7

Cdt1

Cdc6

Cdc7/Dbf4CDK2/cyclin A
CDK2/cyclin E

Figure 11-8 Prereplication complex Prereplication complexes (pre-
RCs) form during mid- to late G1 phase, and once they are formed, origins 
of replication are considered licensed for replication. Origins are recog-
nized first by the hexameric origin of replication complex (ORC1-ORC6), 
which serves as a landing pad for recruitment of the remaining compo-
nents. Following ORC recognition, Cdt1 and CDC6 function in a concerted 
fashion to recruit the MCM2-MCM7 complex, which is considered the 
replicative helicase. At the beginning of S phase, additional factors 
(MCM10, CDC45, and polymerases) are recruited and replication can initi-
ate in a fashion dependent on the CDK2 and CDC7 kinase activities.
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of Cdc6 to the ORC. Cdc6 subsequently recruits the MCM 
complex and Cdt1. However, MCMs are not stably bound at 
this point. Stable loading of the MCM2-7 helicase complex 
requires ATP hydrolysis by CDC6, which also results in 
release of Cdt1.39 At the G1/S boundary additional factors 
are recruited, including MCM10, which functions to recruit 
Cdc45 and subsequently, DNA polymerase α and primase.

Like G1 phase, both the G1/S transition and S-phase 
progression are driven by cyclin-dependent kinases (CDK2/
cyclin E and CDK2/cyclin A, respectively), along with the 
activity of a distinct CDK-like protein kinase, Cdc7/Dbf4. 
The precise substrates that must be phosphorylated for the 
firing of origins remain to be conclusively identified. Sub-
strates identified so far include ORC1, MCM2, MCM3, 
MCM4, and Rad18.40,41 Not all origins fire simultaneously, 
but they are temporally regulated. Origins can be grouped 
generally into those that initiate at the beginning of S 
phase, “early,” and those that fire toward the middle to end 
of S-phase, “late.” The temporal control of firing most likely 
reflects local controls (chromatin structure modifications) 
and activation of the complex via phosphorylation.

Paradoxically, although origin firing requires CDK 
activity, CDK2 activity is also essential for inhibition of a 
second-round DNA replication (re-replication) within the 
same cell cycle. Although the precise mechanisms whereby 
CDK2 prevents replication are still under intense investiga-
tion, one way it achieves this goal is through direct regulation 
of Cdt1 levels. On release from the pre-RC, Cdt1 is subject 
to ubiquitin-mediated proteolysis. Ubiquitination of Cdt1 
is in turn facilitated by CDK2-dependent phosphorylation, 
which targets it to ubiquitinating machinery.42 In addition to 
Cdt1, MCM complexes dissociate from DNA during repli-
cation. Whether this dissociation reflects dislodgment from 
chromatin by polymerases or also reflects a CDK-dependent 
function remains to be established (Table 11-2).

When DNA is replicated, it is essential to retain mem-
ory of epigenetic marks in daughter cells. Histone methyla-
tion and acetylation during initiation of DNA replication 
contribute to this memory as well as proper replication. The 
histone methyltransferase PR-Set7 has been implicated in 
catalyzing histone monomethylation at lysine 20 (H4K20 
me1) at replication origins, and this methylation is required 
for initiation of replication.43 According to a model of epi-
genetic recruitment at the start of replication, histone acety-
lation plays a major role in DNA replication origin complex 
recruitment and H4K12Ac, H3K56Ac accompany the gen-
eration of the origin replication complex.44

DNA processivity factor proliferating cell nuclear 
antigen (PCNA) is loaded on both DNA strands dur-
ing replication and also provides a link between replication 
and epigenetic memory. NP95 (also referred as UHRF1 
and ICBP90) in mammals and VIM1 in Arabidopsis 

thaliana binds to hemimethylated DNA and DNMT1. 
NP95 recruits DNMT1 to replicating DNA. Another fac-
tor, LSH, has been shown to connect DNA methylation to 
replication in collaboration with NP95. Histone chaperones 
are required for proper recruitment of histones at DNA. 
H3.1-H4 chaperone chromatin assembly factor 1 (CAF1) 
interacts with PCNA, histone deacetylase (HDAC), and 
Lys methyltransferase. CAF1 regulates nucleosome assem-
bly during DNA replication through proper deposition of 
H3.1-H4.45 Another chaperone ASF1 assists CAF1 by sup-
plying newly synthesized histones.46 Histone methylation 
levels are transiently reduced during S-phase.47 It has been 
recently proposed that TrxG and PcG proteins are associ-
ated with DNA during replication.48

G2/M Transition Regulation

The Kinases of Mitosis

The transition from the second Gap phase (G2) to mito-
sis (prophase, metaphase, anaphase, telophase) is regulated 
by CDK1 (formerly Cdc2) in association primarily with 
cyclin B.49 Like other CDKs, CDK1 is relatively stable, 
and activation depends first on accumulation of cyclin B. 

Table 11-2 Regulators of DNA Replication and Function

Cdt1 Associates with MCM2-MCM7 and, in concert with Cdc6, 
facilitates MCM loading on origins.

Cdc6 Functions to recruit and load the MCM complex in an 
ATPase-dependent manner.

CdC45 Associates with the MCM and is responsible for recruit-
ment of DNA polymerase α, primase, and replication 
protein A.

MCM2-7 Minichromosome maintenance proteins. Hetero-hexameric 
complex composed of six distinct but related proteins 
(MCM2-MCM7). The MCM complex functions as the puta-
tive replicative helicase.

MCM10 Structurally distinct from MCM2-MCM7; functions to 
recruit CDC45.

Orc Origin recognition complex. Hetero-hexameric complex 
that binds directly to DNA and functions as a protein 
landing pad on which the replication complexes form.

Origin Functionally defined in mammalian cells as regions of 
chromatin where DNA replication initiates.

Cdc7/Dbf4 The Cdc7 protein kinase, like cyclin-dependent kinases 
(CDKs), requires an allosteric activator, Dbf4. The Cdc7/
Dbf4 kinase phosphorylates components of the replica-
tion complexes to initiate DNA replication.

Pre-RC The prereplication forms during G1 and contains ORC1-ORC6, 
Cdc6, MCM2-7. Replication ensues at S phase on recruit-
ment of DNA polymerase and phosphorylation by both the 
Cdc7/Dbf4 and CDK2-cyclin A protein kinases.

MCM, Minichromosome maintenance; ORC, origin of replication complex.
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Mitotic cyclins accumulate during S phase and associate 
with CDK1; however, this complex is maintained in an 
inactive form via two mechanisms. In the first, Wee/Myt1-
dependent phosphorylation of Thr-14/Tyr15 prevents ATP 
binding. The second mechanism relies on active transport of 
CDK1/cyclin complexes out of the nucleus. Onset of mito-
sis is triggered by dephosphorylation of CDK1 by a CDC25 
isoform and increased nuclear transport/decreased nuclear 
exit of CDK1/cyclin complexes. Substrates for CDK1/
cyclin B include APC20 (a component of the E3 ligase that 
ultimately degrades cyclin B), microtubule effectors, micro-
tubule motor proteins, and tubulin itself.50 From this and 
related work, it is clear that CDK1-dependent phosphoryla-
tion plays a significant role in the formation and regulation 
of cellular mitotic structures.

In addition to CDK1, a second family of kinases, 
called polo-like kinases (PLKs), also contributes to mitotic 
progression. In mammalian cells, there are five PLKs 
(PLK1-PLK5) with PLK1 being the human homolog of the 
founding member, Polo, from Drosophila.51 PLKs are serine/
threonine kinases. Structurally, they consist of an N-termi-
nal kinase domain and a C terminus with one (PLK3) or two 
(PLK1-PLK3) “polo box” domains. Current models suggest 
that PLKs are not constitutively active kinases. Rather, PLK 
substrates are first phosphorylated by CDKs (e.g., CDK1/
cyclin B). Phosphorylation by CDKs is thought to provide 
a docking site for the polo box domain. Binding of the polo 
box results in a conformation change in PLK resulting in 
its activation, whereupon it phosphorylates additional criti-
cal residues within the substrate. Alternative models sug-
gest that PLKs are activated through phosphorylation by an 
upstream kinase, such as CDK1/cyclin B. Although CDK1 
can indeed phosphorylate PLK1 in  vitro, the functional 
significance of phosphorylation has not been established. 
Importantly, neither model is mutually exclusive, and both 
regulatory mechanisms could contribute to the regulation of 
PLK activity in cells.

Like CDKs, substrates for PLKs are still being eluci-
dated. As alluded to in previous sections, many PLK sub-
strates may also be CDK substrates. Substrates of PLK1 
include CDC25C and Wee1. The consequence of PLK 
phosphorylation depends on the substrate. Whereas PLK-
dependent phosphorylation of CDC25C promotes its acti-
vation during mitosis, phosphorylation of Wee1 promotes 
Wee1 destruction.

Entry into Mitosis

Entry into mitosis requires the nuclear accumulation of 
active CDK1/cyclin B kinase. During interphase, activity is 
low. During G2, cyclin B accumulates as a consequence of 
increased gene expression and decreased protein degrada-
tion. Newly accumulated cyclin B is free to associate with 

CDK1. However, these complexes are maintained in the 
cytoplasm and are inactive as a consequence of the com-
bined activities of Wee1 and Myt1. Activation of CDK1/
cyclin B at the G2/M boundary is triggered through CAK-
dependent phosphorylation of Thr161 in the T loop and 
dephosphorylation of Thr14/Tyr15 by CDC25. The initial 
dephosphorylation is likely catalyzed by CDC25B. The acti-
vated CDK1/cyclin B then targets CDC25C and Wee1 to 
promote CDC25C activity and Wee1 destruction, respec-
tively, thereby forming an amplification loop that drives 
mitotic progression. The accumulation of CDK1/cyclin B 
in the nucleus is facilitated by phosphorylation of cyclin B 
near its nuclear export signal, which thereby impedes nuclear 
exit. PLK1 contributes to mitotic entry and progression by 
facilitating these processes. PLK1 can phosphorylate cyclin 
B just outside the NES (serine 133), thereby preventing 
nuclear exit. Like the CDK1/cyclin B kinase, PLK1 can also 
phosphorylate both CDC25C and Wee1, again contributing 
to CDC25C activation and Wee1 destruction and thereby 
ensuring full CDK1/cyclin B activation.

Chromosome Cohesion

G2 phase and the beginning of mitosis are denoted by a 4-N 
DNA content. Following DNA replication and prior to cell 
division (cytokinesis), cells must maintain the integrity and 
proximity of the recently duplicated chromosomes (sister 
chromatids). Before segregation, sister chromatids are held 
together or “glued” by a multiprotein complex called Cohe-
sin.52,53 The cohesin complex ensures that sister chromatids 
are recognized and properly aligned during metaphase. Once 
aligned, segregation ensues following proteolytic cleavage of 
cohesin components. Cohesin is composed of four subunits, 
Smc1/3 and Scc1/3. Smc1 and Smc3 heterodimerize in a 
head-to-head, tail-to-tail fashion to form a ring structure in 
an ATP-dependent manner. The Scc1/3 subunits associate 
with the Smc heads to complete the structure (Figure 11-9). 
The Scc1 subunit contacts both Smc1 and 3 and likely sta-
bilizes the ring structure. Models suggest that the cohesin 
ring has a diameter of approximately 50 nm, sufficiently large 
to encircle two sister chromatids.54 Cohesin is envisioned to 
function by binding and encircling DNA, thereby “gluing” 
sister chromatids together until released.

Exit from Mitosis

During mitotic prophase, chromosome structures are again 
altered by a complex called condensin, which serves to pack-
age chromosomes before mitotic division.55 The mitotic 
spindle also forms during prophase. The mitotic spindle is a 
bilaterally symmetric microtubule organizing center shaped 
like a football. Each half of the spindle contains a centro-
some and three distinct sets of microtubules (astral, kineto-
chore, and polar); the kinetochore microtubules are those 
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that attach to chromosomes at the kinetochores to facili-
tate movement to opposite poles before cytokinesis. PLKs 
are also implicated in the formation of mitotic spindles.56 
Loss-of-function experiments in multiple organisms (yeast 
to mammalian cells) result in the formation of monopolar 
spindles. During metaphase, the chromosomes align along 
the “metaphase plate” in preparation for cell division. Ana-
phase is marked by segregation of chromosomes to oppo-
site poles. The proteolytic cleavage of the Scc1 protein by a 
protease called separase triggers the opening of the cohesin 
ring, thereby allowing chromosome segregation. Anaphase is 
also marked by the loss of CDK1 activity, which results from 
proteolytic destruction of cyclin B and cyclin A. The loss of 
cohesin and mitotic cyclins is coordinated by a multisubunit 
E3 ubiquitin ligase called the anaphase-promoting complex/
cyclosome (APC/C; see subsequent sections).

Mitotic Checkpoint

The primary goal of mitosis is to ensure that each daugh-
ter cell receives one chromosome complement after cellular 
division. During mitosis it means that a cell divides only 
after chromosomes are attached to the microtubules of the 
mitotic spindle. The mitotic checkpoint, or spindle assembly 
checkpoint, is activated as cells enter mitosis, in prometa-
phase, where it is triggered by unattached kinetochores, lead-
ing to the delay of anaphase onset. Thus, the role of the 
proteins that are involved in mitotic checkpoint signaling is 
to sense the attachment and/or tension at kinetochores.57 
These proteins are often found to be kinetochore-associated 
and comprise the mitotic checkpoint complex.58 The mitotic 
checkpoint complex includes BubR1 and Mps1 kinases, 
CENP-E (centromere protein E), Mad (mitotic arrest defi-
ciency proteins)-1 and -2, and others. The mission of mitotic 
checkpoint kinases is to signal regulatory proteins to inhibit  
the entry to anaphase. Models suggest that unattached kine-
tochores lead to phosphorylation of Mad1/2 proteins, which 
are then directed to the APC/C, resulting in the inhibition 
of its ubiquitin-ligating activity. This action ensures that 
chromosomes are accurately distributed to daughter cells. In 
human neoplasia, the mitotic checkpoint can be inactivated 
through mutations in components of MCC,59 contributing 

to aberrant mitotic divisions and the appearance of aneu-
ploid cells (genetic instability).

Regulated Proteolysis in Cell  
Cycle Control

Levels of cyclins and CKIs are tightly regulated throughout 
the cell cycle. This degree of regulation is achieved by cou-
pling the rate of gene expression with regulated proteolysis, 
which occurs through the ubiquitin proteasome system. The 
ubiquitin polypeptide consists of 76 residues and is cova-
lently attached to proteins destined for degradation. Attach-
ment occurs through a reversible isopeptide linkage between 
the carboxy terminus of ubiquitin and lysine residue in the 
sequence of protein. The name ubiquitin derives from early 
observations of its ubiquitous expression. Indeed, ubiqui-
tin is a highly conserved protein throughout evolution from 
yeast to humans.

Modification of proteins (ubiquitination) with ubiquitin 
polypeptides requires a conserved series of enzymes. This sys-
tem includes the ubiquitin-activating enzyme (E1) that per-
forms ATP-dependent activation of ubiquitin. There is only 
one known E1 enzyme encoded in the human genome. The 
E1 passes activated ubiquitin to the ubiquitin-conjugating  
enzyme (E2), of which there are more than 30.60 In the 
final stage of ubiquitination, the E2 acts together with an 
E3, ubiquitin ligase, to attach mono- or polyubiquitin chains 
onto the target protein. The E3 ligase acts as the specificity 
factor that determines substrate recognition and thus com-
prises the largest group. Once a substrate is polyubiquiti-
nated (four or more tandem ubiquitin molecules on a single 
lysine within the substrate) it is targeted to the 26S protea-
some for degradation.

There are two primary E3 ubiquitin ligases involved 
in the cell cycle that regulate key cell cycle proteins such as 
cyclins and CKIs. Both sets of ligases belong to a broader E3 
subfamily, either the Skp1-Cul1-F-box (SCF) protein ubiq-
uitin ligases or the APC/C. These two systems are struc-
turally similar. However, as one would expect, they target 

Figure 11-9 Chromosomes are held together by 
a complex called cohesin Smc1 and Smc3 form a 
protein ring that is held together by a dimerization 
“hinge” region that encircles chromatids. The Scc1 
and Scc3 subunits interact with the Smc “heads,” 
which retain intrinsic ATPase activity essential for 
separation of heads to allow DNA to enter. Once 
all chromatids are aligned during mitosis, Scc1 is 
cleaved by a protease called Separase to open the 
ring and allow movement to opposite spindles.
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distinct substrates in a cell cycle–specific manner and are 
differentially regulated.

SCF Ligases

The SCF complex consists of variable and invariable com-
ponents. The core components employed by all SCF ligases 
include a scaffold protein Cul1; a ring-finger protein, Rbx1/
Roc1; and adaptor protein Skp1 (Figure 11-10). The vari-
able component of the SCF ligase, which determines sub-
strate specificity, is the F-box protein (FBP). FBPs bind 
Skp1 through an F-box motif initially identified in cyclin 
F and the substrate bringing the two within close proxim-
ity. There are approximately 70 F-box proteins reported 
in mammals.61 F-box proteins are classified accordingly 
to various protein-protein interaction domains that they 
use to bind to substrates. WD40 repeats give the name to 
the FBXW class of F-box proteins—leucine-rich repeats 
(LRRs)—to the FBXL class and F-box proteins that recog-
nize the substrates through other/unknown protein inter-
action domains belong to the FBXO (F-box only) class. 
Structurally, FBPs are organized in a fashion that allows 
them to recognize diverse substrates. Although substrate 

recognition by FBPs is generally regulated by phosphory-
lation of the substrate, recognition by one FBP, FBXL2, is 
determined at least in part by substrate modification with 
sugar moieties (N-glycans).62 Thus, the activity of SCF 
seems to be constant, but the ability to bind to the target 
protein is regulated.

One of the most rigorously studied FBPs that is 
involved in cell cycle regulation is Skp2. Although discovered 
as cyclin A–associated protein, it has since been implicated 
in the degradation of CKIs: p27Kip1, p21Cip1, and p57Kip2. 
Skp2 deletion in mice suggests that p27Kip1 is a bona fide 
target for Skp2-mediated degradation, because these mice 
exhibited striking p27Kip1 accumulation.63 The binding of 
Skp2 to p27Kip1 requires the phosphorylation of Thr187 
by cyclin E/A/CDK2 in p27Kip1. This binding occurs with 
high affinity only in the presence of another protein, called 
Cks1.64 On binding of SCFskp2/Cks1, phosphorylated p27Kip1 
is ubiquitinated and undergoes proteasome-dependent deg-
radation in late G1 and early S phases of the cell cycle. Fbw7, 
another FBP that has been implicated in the degradation of 
cell cycle key molecules, targets cyclin E, Myc, and c-Jun for 
degradation.65 SCF complexes generally regulate proteins 
involved in G1 to late S phase, at which point the APC/C is 
activated and regulates M-phase activities.

FBXO4 is an FBP that specifically directs ubiquitina-
tion of cyclin D1. FBXO4 dimerization requires GSK3β-
mediated phosphorylation of FBXO4 Ser12, which triggers 
ligase activation at the G1/S transition. 14-3-3ε facilitates 
FBXO4 dimerization, and 14-3-3ε interaction is depen-
dent on Ser8, which is frequently mutated in human can-
cer, and phosphorylation of Ser12.66 Recent work revealed 
the tumor suppressor function of FBXO4. FBXO4 muta-
tions have been identified in human esophageal carcinoma 
and gastrointestinal stromal tumors.67,68 Loss of FBXO4 
results in cyclin D1 stabilization and nuclear accumulation 
throughout cell division. FBXO4+/− and FBXO4−/− mice 
succumb to multiple tumor phenotypes including lympho-
mas, histiocytic sarcomas, and, less frequently, mammary and 
hepatocellular carcinomas.69

APC/C Ligase

Structurally the APC/C ligase is similar to the SCF complex. 
The core components are Rbx1/Roc1-related ring-finger  
protein, APC11, a Cul1-related scaffold protein, APC2, 
and 11 additional proteins with required but essentially 
unknown functions.70 Two components determine substrate 
specificity similar to SCF FBPs function: cell division cycle 
20 (Cdc20) and Cdh1 (Figure 11-11). APC/C ligases recog-
nize specific sequences in target proteins called the destruc-
tion box (D-box) and the Ken box. These short-peptide 

SKP1

etartsbuSPBF

Skp2 p27, p21, p57

Fbw7 Cyclin E, Myc, Jun

b-Trepl IkB, b-catenin,
Cdc25a

1DnilcyC4xbF

SCF ligase

substrate

P
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Rbx1

E2

Ub
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Figure 11-10 The Skp1-Cul1-F-box (SCF) E3 ligase F-box protein, 
or FBP, acts as a specificity component of SCF E3 ligase that recognizes 
mostly phosphorylated substrates. Further assembly of SKP1-Cul1-Rbx1 
components of SCF complex brings E2 ligases and substrates in close 
proximity for further ubiquitination. Examples of FBPs and their sub-
strates are indicated in the table.
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sequences are recognized by the Cdh1 and Cdc20 specific-
ity adaptors and therefore facilitate recruitment of the active 
APC/C.

APC/C is active from anaphase through early G1 
phase. However, the regulation of APC/C activity is distinct 
from SCF ligases. The Cdc20 subunit of APC/C, APC/
CCdc20, itself undergoes activating phosphorylation events 
by CDK1/cyclin B. APC/CCdc20 can also be phosphory-
lated and activated by PLK1 and inactivated by PKA. The 
activity of APC/CCdc20 is regulated by protein-protein inter-
actions. Mitotic spindle checkpoint proteins Mad1/Mad2 
bind to and inhibit APC/CCdc20 function, thereby delay-
ing the onset of anaphase. The substrates of APC/CCdc20 
ligase include securin, a protein associated with the mitotic 
protease separase that allows sister chromatid separation, 
cyclins A and B. When cyclin B is degraded, CDK1 activ-
ity declines, contributing to the activation of APC/CCdh1; 
active APC/CCdh1 proceeds to fully ubiquitinate cyclin B 
molecules, eliminating CDK1 activity. The switch of Cdc20 
specificity component of APC/C complex to Cdh1 in late 
M phase also leads to degradation of Cdc20 itself, Plk1, 
Aurora A/B kinases, and others (reviewed in).70 APC/Cdh1 
remains active during early G1 phase where it also ubiquiti-
nates Skp2, permitting p27Kip1 and p21Cip1 accumulation, as 
described earlier.

Sumoylation

Sumoylation is another form of posttranslational modifi-
cation that regulates the cellular localization of modified 
proteins. Small ubiquitin-like modifiers (SUMOs) are ubiq-
uitin-like polypeptides that become covalently conjugated to 
cellular proteins in a manner similar to ubiquitination. Ras 
induces sumoylation and nuclear accumulation of cyclin D1, 
thereby inhibiting Rb phosphorylation.71 The lysine resi-
due, K33, of cyclin D1 is a key site for this newly identified 
regulation.71

Integration of Growth Factor Signals 
During G1 Phase by the Ras Small  
GTP-Binding Protein

Growth factor–dependent signaling promotes the expres-
sion and accumulation of factors essential for cell growth 
(mass accumulation), cell survival, and cell cycle progression. 
With regard to the cell cycle, growth factor signaling con-
verges on G1-phase components. Entry to and progression 
through G1 phase of the cell cycle requires activation of sig-
nal transduction pathways via extracellular growth factors. 
G1 progression requires G1 CDK/cyclin complexes to accu-
mulate and become activated and conversely that CKIs be 
destroyed. Although this is accomplished through numerous 
pathways, the molecular basis for Ras-dependent signals in 
G1-phase progression is understood with the greatest detail.

Extracellular growth factors promote the guanosine 
triphosphate (GTP) loading of Ras, its active form. Active 
Ras-GTP intersects with the cell cycle via the regulation of 
cyclin D1 expression and activation of the CDK4/6 kinase. 
Ras-GTP subsequently triggers the activation of multiple 
independent signaling pathways including canonical MAP 
kinase signaling Raf, mitogen-activated protein kinase-
kinases (MEK1 and -2), and the sustained activation of extra-
cellular signal-regulated protein kinases (ERKs or MAPK). 
This pathway contributes to cyclin D1 gene expression.72 
Ras-GTP triggers the activation of a second related, small-
GTP binding protein, Rho; activation of Rho also plays a 
critical role in growth factor–dependent cyclin D1 expres-
sion during G1 phase. A third pathway activated by Ras 
involves PI-3K and Akt (PKB). The activation of this path-
way contributes to increased translation of a multitude of 
proteins, including cyclin D1 by virtue of the ability of Akt 
to regulate translation initiation.73 Active Akt also inacti-
vates glycogen synthase kinase-3β (GSK-3β) by site-specific 
phosphorylation. Active GSK-3β kinase phosphorylates 
cyclin D1, thereby promoting cyclin D1 ubiquitination and 
proteolysis.74 Thus inactivation of GSK-3β is a critical step 
necessary for cyclin D1 accumulation during G1 phase.

For cells to progress through G1 phase, growth factor  
signaling must promote increased G1 cyclin accumula-
tion and suppress accumulation of the cell cycle inhibitor 
p27Kip1. Active Ras also plays a central role in the regulation 
of p27Kip1 in G1 phase by decreasing the efficiency of p27Kip1 
translation and increasing the kinetics of p27Kip1 proteolysis. 
Ras-dependent regulation of p27Kip1 translation and deg-
radation requires Rho signaling. The concerted increase in 
cyclin D1 accumulation and decrease in p27Kip1 accumula-
tion provides a threshold of CDK4/cyclin D1 activity that 
is necessary and sufficient for restriction point passage and 
commitment to S-phase entry.
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Figure 11-11 The anaphase-promoting complex/cyclosome 
(APC/C) APC/C ubiquitin ligase is a multiprotein complex that is active 
in the M through G1 phases of the cell cycle. The subunits that are 
responsible for the recognition of substrates by APC are Cdc20 and Cdh1.
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Deregulation of G1 Restriction Point 
Control in Cancer

In G1 phase, cells make the decision to either progress 
through the restriction point and enter S phase or enter G0. 
These decisions are based on extracellular signals that the 
cell receives and on the integrity of signaling machinery that 
detects these signals. Deregulation of G1 progression is a 
frequent occurrence in cancer, through mutations or dereg-
ulated expression of CDKs, cyclins, or CKIs. Loss- or gain-
of-function mutations in upstream regulators of the CDK 
kinases also occur in cancer. In this section, we discuss some 
alterations found in cell cycle regulators in cancer.

Cyclin D–dependent kinases are a primary point of 
control for the progression through G1 phase and are linked 
to cancer progression. Cyclin D1 overexpression is a hall-
mark of breast and esophageal cancers.75 In many cases this 
upregulation is due to cyclin D1 gene amplifications, but it 
can also result from increased transcription.75 In addition to 
gene expression alterations, decreased cyclin D1 proteolysis is 
implicated in deregulated cyclin D/CDK4 activity in breast 
and esophageal cancers. Cyclin D1 overexpression also occurs 
as a consequence of chromosomal translocations. Amplifica-
tions encompassing the CDK4 and CDK2 genes have been 
reported in large B-cell lymphomas, lung tumors, and cervi-
cal carcinomas. Downstream targets of cyclin D/CDK4/6 
kinases, Rb proteins, are also targeted in cancer. Mutations and 
deletions in the Rb gene are common events in tumors; inacti-
vation of Rb alleviates a cell need for CDK4/6 kinase and thus 
relieves some cellular dependence on growth factor signals.76

As one might anticipate, Cip/Kip inhibitors can also 
function as tumor suppressor proteins in mouse model 
systems, and, consistent with this work, their expression 
is deregulated in human cancers. p53, the main transcrip-
tional regulator of p21Cip1, is often lost or mutated during 
tumorigenesis. Reduced p27Kip1 levels alone or together 
with increased cyclin E expression are associated with poor 
prognosis in breast and ovarian carcinomas. Inactivation of 
p16Ink4a occurs frequently in lung, bladder, and breast carci-
nomas, as well as leukemia (reviewed in Ref. 24).

In addition to alterations in the expression and integrity 
of cell cycle genes in cancers, attenuation of their regulatory 
pathways also occurs. These include signaling pathways (Ras), 
transcription factors (myc), and components of ubiquitin 
ligases. Skp2, the specificity component of the SCF ligase for 
p27Kip1, is upregulated in a variety of tumors, including colon, 
lung, breast, prostate, and lymphoma,70 where it decreases 
p27Kip1. Another F-box protein, Fbw7, which regulates deg-
radation of cyclin E, is mutated in ovarian and breast cancers.

Altered functionality of cyclin D1 ubiquitin ligase 
can lead to increased cyclin D1 expression and ultimately to 
tumorigenesis. Cyclin ubiquitination requires both FBXO4 

and a specificity co-factor, αB-crystallin.77 αB-crystallin 
expression is lost or downregulated in breast cancer and 
melanoma cell lines, which correlates with decreased cyclin 
D1 proteolysis.78,79 Primary esophageal carcinomas, which 
are known to frequently overexpress cyclin D1, exhibit hemi-
zygous, missense mutations of FBXO4.80

Mutations and deregulation of the expression of reg-
ulators of mitosis are also observed in human malignancy. 
Increased accumulation of Cdc20 (APC/C) is observed in 
lung and gastric tumor cell lines. Mutations in PLK1 are 
found in human cancer cell lines, and its attenuated expression 
is observed in colorectal, endometrial, and breast carcinomas.

Targeting the Cell Cycle as a  
Therapeutic Modality

Dysregulated cell division is a hallmark of cancer progres-
sion.81 Therefore, the use of agents targeting the cell cycle 
machinery has long been considered as an ideal strategy for 
cancer therapy.82 Cell cycle–based agents can be grouped into 
categories that reflect their molecular targets: CDK inhibitors, 
checkpoint inhibitors, and mitotic inhibitors. These drugs 
target the abnormal expression of CDKs, mitotic kinases/
kinesins, or affect the cellular checkpoints, resulting in cell-
cycle arrest followed by induction of apoptosis in cancer cells.

Targeting CDKs

The rationale for targeting CDKs in anticancer therapy is 
based on both their role in catalyzing cell division and, in 
certain cases, the frequency of their perturbation in human 
malignancy.83 The rationale suggests that inhibition of 
CDKs would selectively block tumor growth without com-
promising normal cells, given that most normal tissues are 
postmitotic. During the past two decades, numerous CDK 
inhibitors have been identified as antitumor agents. These 
drugs have been classified as pan-CDK inhibitors or selec-
tive CDK inhibitors. First-generation CDK inhibitors such 
as flavopiridol, olomoucine, and roscovitine generally did 
not meet expectations following preclinical studies, showing  
low activity or no response in the clinical trials. Second-
generation CDK inhibitors, such as aminothiazole SNS-
032, pyrazole-3-carboxamide AT7519, and synthetic flavone 
P276-00, have recently been shown to be promising drug 
candidates in preclinical and clinical trials.

SNS-032, a potent and selective CDK 2, 7, and 9 
inhibitor, is currently in phase I clinical study in B-cell malig-
nancies including chronic lymphocytic leukemia, mantle-cell 
lymphoma (MCL), and multiple myeloma, providing data 
supporting the ongoing clinical trials. A phase I study of 
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pan-CDK inhibitor AT7519 was carried out in 28 patients 
with refractory solid tumors. Four patients showed stable 
disease and one had a prolonged partial response.84 A phase 
II study to treat patients with relapsed or refractory multiple 
myeloma has been initiated. P276-00 is a highly specific inhib-
itor of CDK2. Confirmed stable disease has been observed 
in a phase I study in patients with advanced refractory neo-
plasms. Phase I/II studies are being performed to evaluate 
P276-00 efficacy in combination with gemcitabine in patients 
with pancreatic cancers or in combination with radiation in 
patients with squamous-cell carcinoma of the head and neck.

Other selective inhibitors such as CDK4/6 inhibitor 
fascaplysin, CDK4 inhibitor ryuvidine, CDK2 inhibitors pur-
valanol A and NU2058, and CDK5 inhibitor BML-259 are 
commercially available and broadly used in the research; how-
ever, they had not been entered into clinical trials. The highly 
selective CDK4/6 inhibitor PD 0332991 is a novel, orally 
administered inhibitor, which shows potential single-agent 
activity in clinical trials. PD 0332991 induces G1 cell cycle 
arrest by blocking phosphorylation of Rb at CDK4/6-specific  
sites. Phase I study has been conducted in patients with  
Rb-expressing advanced solid tumors, relapsed MCL, or 
refractory non-Hodgkin’s lymphoma. Dose-limiting toxicities 
relate mainly to myelosuppression. 85-87 A therapeutic response 
to PD 0332991 has also been seen in inoperable growing tera-
toma.88 A phase II study of PD 0332991 in patients with 
recurrent Rb-positive glioblastoma is currently ongoing.

Targeting Cell Cycle Checkpoints

Targeting the S and G2 checkpoints is also attractive for can-
cer therapy because loss of G1 checkpoint control is a com-
mon feature of cancer cells,89 making them more reliant on 
the S and G2 checkpoints to prevent DNA damage–triggered 
cell death. Various molecules such as CHK1, CHK2, PP2A, 
Wee1, and cell division cycle 25 (CDC25) have been sug-
gested as the key targets for checkpoint abrogation.90 Numer-
ous checkpoint inhibitors have entered into clinical trials, 
most of which focused on CHK1. Among all the checkpoint 
inhibitors, UCN-01 is most clinically advanced,91-93 but after 
phase II trials it was discontinued because of dose-limiting 
toxicities and a lack of convincing efficacy. The newer, more 
specific inhibitors of CHK are still under investigation.90,94

Targeting Regulators of Mitosis

Critical mediators of mitosis that are also implicated in 
tumorigenesis include three distinct protein kinase families 
(CDKs, Aurora kinases, and PLKs) and specific mitotic kine-
sins. Overexpression/amplification of Aurora kinases has 
been observed in cancer cells and contributes to dysregulated 

spindle formation, compromised spindle checkpoint, and 
cytokinesis failure; collectively, these anomalies contribute to 
cellular aneuploidy.95 Aurora kinase inhibitors are being pur-
sued, and many of them are already in clinical development.

Like Aurora kinases, PLK1 is often overexpressed in 
human tumors but not in healthy, nondividing cells. This 
makes PLK inhibitors an attractive, selective target for can-
cer drug development. PLK inhibitors interfere with differ-
ent stages of mitosis, such as centrosome maturation, spindle 
formation, chromosome separation, and cytokinesis. They 
induce mitotic chaos and severely perturb cell cycle progres-
sion, eventually leading to cancer cell death.96 Numerous 
PLK inhibitors are being tested to evaluate their therapeutic 
potential in oncology.

Kinesins either have a single function or are functionally 
involved at different stages of the mitotic phase, making them 
potential anticancer targets.97 Compounds that inhibit mitotic 
kinesins EG5 and centromere-associated protein E (CENP-E)  
have entered clinical trials. Additional mitotic kinesins are cur-
rently at varying stages of drug development, raising the pos-
sibility of kinesin as a successful target for cancer therapy.

Conclusions

Significant advances have been made in the understanding of 
the molecular basis of cell cycle regulation. Conceptually, it 
was anticipated that understanding the basic mechanisms and 
regulators would permit scientists to ask how they contrib-
ute to organismal development and/or cancer progression. 
Indeed, these questions are now being addressed through tar-
geted deletion of individual genes in the mouse genome. G1 
cyclins and CDKs have been removed from the mouse genome 
by targeted deletion to evaluate the role of these molecules 
in organismal development and basic cell growth. Although 
genetic deletion strains in mice have revealed unique prop-
erties of each molecule, what has been most striking is the 
revelation that no one cyclin or CDK is absolutely essential 
for development.98 Thus, although each mammalian CDK is 
considered to have distinct substrates, in an intact cell there is 
sufficient redundancy to permit loss of any one complex.

The identification of the critical regulators of cell divi-
sion has also facilitated the development of antiproliferative 
therapies through the design of small-molecule inhibitors of 
the CDKs. Given that deregulated growth control is a fun-
damental property of cancer, the development of small mole-
cules that inhibit the molecular machine that drives cell cycle 
transitions is a conceptually attractive therapeutic option. 
The continued investigation of components of the cell cycle 
machine will undoubtedly continue to contribute fundamen-
tal insights into cell growth control and potentially provide 
additional insights into diseases that alter growth properties.

https://CafePezeshki.IR



II. Cancer Biology178

Key References

 14.  Ferguson AM, White LS, Donovan PJ, et al. Normal cell cycle and checkpoint 
responses in mice and cells lacking Cdc25B and Cdc25C protein phosphatases. 
Mol Cell Biol. 2005;25:2853-2860.

 28.  Roeb W, Boyer A, Cavenee WK, et al. PAX3-FOXO1 controls expression of 
the p57Kip2 cell-cycle regulator through degradation of EGR1. Proc Natl Acad 
Sci U S A. 2007;104:18085-18090.

 29.  Merlo P, Fulco M, Costanzo A, et al. A role of p73 in mitotic exit. J Biol Chem. 
2005;280:30354-30360.

 36.  Vlieghe K, Boudolf V, Beemster GT, et al. The DP-E2F-like gene DEL1 con-
trols the endocycle in Arabidopsis thaliana. Curr Biol. 2005;15:59-63.

 37.  Li J, Ran C, Li E, et al. Synergistic function of E2F7 and E2F8 is essential for 
cell survival and embryonic development. Dev Cell. 2008;14:62-75.

 40.  Lin DI, Aggarwal P, Diehl JA. Phosphorylation of MCM3 on Ser-112 regu-
lates its incorporation into the MCM2-7 complex. Proc Natl Acad Sci U S A. 
2008;105:8079-8084.

 41.  Vaziri C, Masai H. Integrating DNA replication with trans-lesion synthesis via 
Cdc7. Cell Cycle. 2010;9:4818-4823.

 42.  Li X, Zhao Q, Liao R, et al. The SCF(Skp2) ubiquitin ligase complex interacts 
with the human replication licensing factor Cdt1 and regulates Cdt1 degrada-
tion. J Biol Chem. 2003;278:30854-30858.

 43.  Tardat M, Brustel J, Kirsh O, et  al. The histone H4 Lys 20 methyltransfer-
ase PR-Set7 regulates replication origins in mammalian cells. Nat Cell Biol. 
2010;12:1086-1093.

 44.  Liu J, McConnell K, Dixon M, et al. Analysis of model replication origins in 
Drosophila reveals new aspects of the chromatin landscape and its relationship to 
origin activity and the prereplicative complex. Mol Biol Cell. 2011;23:200-212.

 45.  Polo SE, Roche D, Almouzni G. New histone incorporation marks sites of UV 
repair in human cells. Cell. 2006;127:481-493.

 47.  Xu M, Wang W, Chen S, et  al. A model for mitotic inheritance of histone 
lysine methylation. EMBO Rep. 2012;13:60-67.

 48.  Petruk S, Sedkov Y, Johnston DM, et  al. TrxG and PcG proteins but not 
methylated histones remain associated with DNA through replication. Cell. 
2012;150:922-933.

 54.  Ivanov D, Nasmyth K. A topological interaction between cohesin rings and a 
circular minichromosome. Cell. 2005;122:849-860.

 58.  Sherr CJ, Roberts JM. CDK inhibitors: positive and negative regulators of 
G1-phase progression. Genes Dev. 1999;13:1501-1512.

 60.  Zhang XD, Matunis MJ. Ub in charge: regulating E2 enzyme nuclear import. 
Nat Cell Biol. 2005;7:12-14.

 61.  Nakayama KI, Nakayama K. Regulation of the cell cycle by SCF-type ubiqui-
tin ligases. Semin Cell Dev Biol. 2005;16:323-333.

 65.  Tetzlaff MT, Yu W, Li M, et  al. Defective cardiovascular development and 
elevated cyclin E and Notch proteins in mice lacking the Fbw7 F-box protein. 
Proc Natl Acad Sci U S A. 2004;101:3338-3345.

 66.  Barbash O, Lee EK, Diehl JA. Phosphorylation-dependent regulation of 
SCF(Fbx4) dimerization and activity involves a novel component, 14-3-3varepsilon. 
Oncogene. 2011;30:1995-2002.

 67.  Barbash O, Zamfirova P, Lin DI, et al. Mutations in Fbx4 inhibit dimerization 
of the SCF(Fbx4) ligase and contribute to cyclin D1 overexpression in human 
cancer. Cancer Cell. 2008;14:68-78.

 68.  Kang G, Lee J, Jang KT, et al. Multiplex mutation screening by mass spectrom-
etry in gastrointestinal stromal tumours. Pathology. 2012;44:460-464.

 69.  Vaites LP, Lee EK, Lian Z, et al. The Fbx4 tumor suppressor regulates cyclin 
D1 accumulation and prevents neoplastic transformation. Mol Cell Biol. 
2011;31:4513-4523.

 70.  Nakayama KI, Nakayama K. Ubiquitin ligases: cell-cycle control and cancer. 
Nat Rev Cancer. 2006;6:369-381.

 71.  Wang XD, Lapi E, Sullivan A, et  al. SUMO-modified nuclear cyclin D1 
bypasses Ras-induced senescence. Cell Death Differ. 2006;18:304-314.

 73.  Shi Y, Sharma A, Wu H, et al. Cyclin D1 and c-myc internal ribosome entry 
site (IRES)-dependent translation is regulated by AKT activity and enhanced 
by rapamycin through a p38 MAPK- and ERK-dependent pathway. J Biol 
Chem. 2005;280:10964-10973.

 77.  Lin DI, Barbash O, Kumar KG, et  al. Phosphorylation-dependent ubiquiti-
nation of cyclin D1 by the SCF(FBX4-alphaB crystallin) complex. Mol Cell. 
2006;24:355-366.

 78.  Hu R, Aplin AE. AlphaB-crystallin is mutant B-RAF regulated and contrib-
utes to cyclin D1 turnover in melanocytic cells. Pigment Cell Melanoma Res. 
2011;23:201-209.

 79.  Chelouche-Lev D, Kluger HM, Berger AJ, et al. AlphaB-crystallin as a marker 
of lymph node involvement in breast carcinoma. Cancer. 2004;100:2543-2548.

 80.  Barbash O, Diehl JA. SCF(Fbx4/alphaB-crystallin) E3 ligase: when one is not 
enough. Cell Cycle. 2008;7:2983-2986.

 81.  Hanahan D, Weinberg RA. Hallmarks of cancer: the next generation. Cell. 
2011;144:646-674.

 82.  Schwartz GK, Shah MA. Targeting the cell cycle: a new approach to cancer 
therapy. J Clin Oncol. 2005;23:9408-9421.

 84.  Mahadevan D, Plummer R, Squires MS, et al. A phase I pharmacokinetic and 
pharmacodynamic study of AT7519, a cyclin-dependent kinase inhibitor in 
patients with refractory solid tumors. Ann Oncol. 2011;22:2137-2143.

 85.  Leonard JP, LaCasce AS, Smith MR, et al. Selective CDK4/6 inhibition with 
tumor responses by PD0332991 in patients with mantle cell lymphoma. Blood. 
2012;119:4597-4607.

 86.  Flaherty KT, Lorusso PM, Demichele A, et al. Phase I, dose-escalation trial 
of the oral cyclin-dependent kinase 4/6 inhibitor PD 0332991, administered 
using a 21-day schedule in patients with advanced cancer. Clin Cancer Res. 
2012;18:568-576.

 87.  Schwartz GK, LoRusso PM, Dickson MA, et al. Phase I study of PD 0332991, a 
cyclin-dependent kinase inhibitor, administered in 3-week cycles (Schedule 2/1). 
Br J Cancer. 2011;104:1862-1868.

 88.  Vaughn DJ, Flaherty K, Lal P, et al. Treatment of growing teratoma syndrome. 
N Engl J Med. 2009;360:423-424.

 89.  Massague J. G1 cell-cycle control and cancer. Nature. 2004;432:298-306.
 90.  Curtin NJ. DNA repair dysregulation from cancer driver to therapeutic target. 

Nat Rev Cancer. 2012;12:801-817.
 91.  Li T, Christensen SD, Frankel PH, et al. A phase II study of cell cycle inhibitor 

UCN-01 in patients with metastatic melanoma: a California Cancer Consor-
tium trial. Invest New Drugs. 2012;30:741-748.

 92.  Fracasso PM, Williams KJ, Chen RC, et al. A Phase 1 study of UCN-01 in 
combination with irinotecan in patients with resistant solid tumor malignan-
cies. Cancer Chemother Pharmacol. 2011;67:1225-1237.

 93.  Kummar S, Gutierrez ME, Gardner ER, et al. A phase I trial of UCN-01 and 
prednisone in patients with refractory solid tumors and lymphomas. Cancer 
Chemother Pharmacol. 2010;65:383-389.

 94.  Garrett MD, Collins I. Anticancer therapy with checkpoint inhibitors: what, 
where and when? Trends Pharmacol Sci. 2011;32:308-316.

 95.  Cheung CH, Coumar MS, Chang JY, et  al. Aurora kinase inhibitor patents 
and agents in clinical testing: an update (2009-10). Expert Opin Ther Pat. 
2011;21:857-884.

 96.  Schoffski P. Polo-like kinase (PLK) inhibitors in preclinical and early clinical 
development in oncology. Oncologist. 2009;14:559-570.

 97.  Rath O, Kozielski F. Kinesins and cancer. Nat Rev Cancer. 2012;12:527-539.
 98.  Sherr CJ, Roberts JM. Living with or without cyclins and cyclin-dependent 

kinases. Genes Dev. 2004;18:2699-2711.

https://CafePezeshki.IR



178.e1

References

 1.  Pines J, Hunter T. Human cyclins A and B1 are differentially located in the cell 
and undergo cell cycle-dependent nuclear transport. J Cell Biol. 1991;115:1-17.

 2.  Brown NR, Noble ME, Endicott JA, et al. The crystal structure of cyclin A. 
Structure. 1995;3:1235-1247.

 3.  Jeffrey PD, Russo AA, Polyak K, et al. Mechanism of CDK activation revealed 
by the structure of a cyclinA-CDK2 complex. Nature. 1995;376:313-320.

 4.  Makela TP, Tassan JP, Nigg EA, et  al. A cyclin associated with the CDK-
activating kinase MO15. Nature. 1994;371:254-257.

 5.  Shiekhattar R, Mermelstein F, Fisher RP, et al. Cdk-activating kinase complex is 
a component of human transcription factor TFIIH. Nature. 1995;374:283-287.

 6.  Feaver WJ, Svejstrup JQ, Henry NL, et  al. Relationship of CDK-activating  
kinase and RNA polymerase II CTD kinase TFIIH/TFIIK. Cell. 1994;79: 
1103-1109.

 7.  Kaldis P, Sutton A, Solomon MJ. The Cdk-activating kinase (CAK) from bud-
ding yeast. Cell. 1996;86:553-564.

 8.  Espinoza FH, Farrell A, Erdjument-Bromage H, et  al. A cyclin-dependent 
kinase-activating kinase (CAK) in budding yeast unrelated to vertebrate CAK. 
Science. 1996;273:1714-1717.

 9.  Baldin V, Ducommun B. Subcellular localisation of human wee1 kinase is 
regulated during the cell cycle. J Cell Sci. 108 Part. 1995;6:2425-2432.

 10.  Atherton-Fessler S, Parker LL, Geahlen RL, et  al. Mechanisms of p34cdc2 
regulation. Mol Cell Biol. 1993;13:1675-1685.

 11.  Terada Y, Tatsuka M, Jinno S, et  al. Requirement for tyrosine phosphory-
lation of Cdk4 in G1 arrest induced by ultraviolet irradiation. Nature. 
1995;376:358-362.

 12.  Nilsson I, Hoffmann I. Cell cycle regulation by the Cdc25 phosphatase family. 
Prog Cell. Cycle Res. 2000;4:107-114.

 13.  Sandhu C, Donovan J, Bhattacharya N, et al. Reduction of Cdc25A contrib-
utes to cyclin E1-Cdk2 inhibition at senescence in human mammary epithelial 
cells. Oncogene. 2000;19:5314-5323.

 14.  Ferguson AM, White LS, Donovan PJ, et al. Normal cell cycle and checkpoint 
responses in mice and cells lacking Cdc25B and Cdc25C protein phosphatases. 
Mol Cell Biol. 2005;25:2853-2860.

 15.  Sherr CJ, Roberts JM. CDK inhibitors: positive and negative regulators of 
G1-phase progression. Genes Dev. 1999;13:1501-1512.

 16.  Serrano M, Hannon GJ, Beach D. A new regulatory motif in cell-cycle control 
causing specific inhibition of cyclin D/CDK4. Nature. 1993;366:704-707.

 17.  Brotherton DH, Dhanaraj V, Wick S, et al. Crystal structure of the complex 
of the cyclin D-dependent kinase Cdk6 bound to the cell-cycle inhibitor 
p19INK4d. Nature. 1998;395:244-250.

 18.  Boice JA, Fairman R. Structural characterization of the tumor suppressor p16, 
an ankyrin-like repeat protein. Protein Sci. 1996;5:1776-1784.

 19.  Serrano M, Lin AW, McCurrach ME, et al. Oncogenic ras provokes prema-
ture cell senescence associated with accumulation of p53 and p16INK4a. Cell. 
1997;88:593-602.

 20.  Shapiro GI, Edwards CD, Kobzik L, et  al. Reciprocal Rb inactivation and 
p16INK4 expression in primary lung cancers and cell lines. Cancer Res. 
1995;55:505-509.

 21.  Thullberg M, Bartkova J, Khan S, et al. Distinct versus redundant properties 
among members of the INK4 family of cyclin-dependent kinase inhibitors. 
FEBS Lett. 2000;470:161-166.

 22.  Quelle DE, Zindy F, Ashmun RA, et  al. Alternative reading frames of the 
INK4a tumor suppressor gene encode two unrelated proteins capable of induc-
ing cell cycle arrest. Cell. 1995;83:993-1000.

 23.  Sherr CJ. Tumor surveillance via the ARF-p53 pathway. Genes Dev. 
1998;12:2984-2991.

 24.  Serrano M, Lee H, Chin L, et al. Role of the INK4a locus in tumor suppression 
and cell mortality. Cell. 1996;85:27-37.

 25.  Chen J, Jackson PK, Kirschner MW, et al. Separate domains of p21 involved in 
the inhibition of Cdk kinase and PCNA. Nature. 1995;374:386-388.

 26.  Russo AA, Jeffrey PD, Patten AK, et  al. Crystal structure of the p27Kip1 
cyclin-dependent-kinase inhibitor bound to the cyclin A-Cdk2 complex. 
Nature. 1996;382:325-331.

 27.  Polyak K, Kato JY, Solomon MJ, et al. p27Kip1, a cyclin-Cdk inhibitor, links 
transforming growth factor-beta and contact inhibition to cell cycle arrest. 
Genes Dev. 1994;8:9-22.

 28.  Roeb W, Boyer A, Cavenee WK, et al. PAX3-FOXO1 controls expression of 
the p57Kip2 cell-cycle regulator through degradation of EGR1. Proc Natl Acad 
Sci U S A. 2007;104:18085-18090.

 29.  Merlo P, Fulco M, Costanzo A, et al. A role of p73 in mitotic exit. J Biol Chem. 
2005;280:30354-30360.

 30.  Kovesdi I, Reichel R, Nevins JR. Role of an adenovirus E2 promoter binding 
factor in E1A-mediated coordinate gene control. Proc Natl Acad Sci U S A. 
1987;84:2180-2184.

 31.  Yee AS, Reichel R, Kovesdi I, et al. Promoter interaction of the E1A-inducible 
factor E2F and its potential role in the formation of a multi-component com-
plex. EMBO J. 1987;6:2061-2068.

 32.  Johnson DG, Schwarz JK, Cress WD, et al. Expression of transcription factor 
E2F1 induces quiescent cells to enter S phase. Nature. 1993;365:349-352.

 33.  Ohtani K, DeGregori J, Nevins JR. Regulation of the cyclin E gene by tran-
scription factor E2F1. Proc Natl Acad Sci U S A. 1995;92:12146-12150.

 34.  Pierce AM, Schneider-Broussard R, Philhower JL, et al. Differential activities 
of E2F family members: unique functions in regulating transcription. Mol Car-
cinog. 1998;22:190-198.

 35.  Kato J, Matsushime H, Hiebert SW, et al. Direct binding of cyclin D to the 
retinoblastoma gene product (pRb) and pRb phosphorylation by the cyclin 
D-dependent kinase CDK4. Genes Dev. 1993;7:331-342.

 36.  Vlieghe K, Boudolf V, Beemster GT, et al. The DP-E2F-like gene DEL1 con-
trols the endocycle in Arabidopsis thaliana. Curr Biol. 2005;15:59-63.

 37.  Li J, Ran C, Li E, et al. Synergistic function of E2F7 and E2F8 is essential for 
cell survival and embryonic development. Dev Cell. 2008;14:62-75.

 38.  Sherr CJ, Matsushime H, Roussel MF. Regulation of CYL/cyclin D genes by 
colony-stimulating factor 1. Ciba Found Symp. 1992;170:209-219; discussion 
219-226.

 39.  Tye BK. MCM proteins in DNA replication. Annu Rev Biochem. 
1999;68:649-686.

 40.  Lin DI, Aggarwal P, Diehl JA. Phosphorylation of MCM3 on Ser-112 regu-
lates its incorporation into the MCM2-7 complex. Proc Natl Acad Sci U S A. 
2008;105:8079-8084.

 41.  Vaziri C, Masai H. Integrating DNA replication with trans-lesion synthesis via 
Cdc7. Cell Cycle. 2010;9:4818-4823.

 42.  Li X, Zhao Q, Liao R, et al. The SCF(Skp2) ubiquitin ligase complex interacts 
with the human replication licensing factor Cdt1 and regulates Cdt1 degrada-
tion. J Biol Chem. 2003;278:30854-30858.

 43.  Tardat M, Brustel J, Kirsh O, et  al. The histone H4 Lys 20 methyltransfer-
ase PR-Set7 regulates replication origins in mammalian cells. Nat Cell Biol. 
2010;12:1086-1093.

 44.  Liu J, McConnell K, Dixon M, et al. Analysis of model replication origins in 
Drosophila reveals new aspects of the chromatin landscape and its relationship to 
origin activity and the prereplicative complex. Mol Biol Cell. 2011;23:200-212.

 45.  Polo SE, Roche D, Almouzni G. New histone incorporation marks sites of UV 
repair in human cells. Cell. 2006;127:481-493.

 46.  Mello JA, Sillje HH, Roche DM, et  al. Human Asf1 and CAF-1 interact 
and synergize in a repair-coupled nucleosome assembly pathway. EMBO Rep. 
2002;3:329-334.

 47.  Xu M, Wang W, Chen S, et  al. A model for mitotic inheritance of histone 
lysine methylation. EMBO Rep. 2012;13:60-67.

 48.  Petruk S, Sedkov Y, Johnston DM, et  al. TrxG and PcG proteins but not 
methylated histones remain associated with DNA through replication. Cell. 
2012;150:922-933.

 49.  Morgan DO. Principles of CDK regulation. Nature. 1995;374:131-134.
 50.  Kotani S, Tanaka H, Yasuda H, et  al. Regulation of APC activity by phos-

phorylation and regulatory factors. J Cell Biol. 1999;146:791-800.
 51.  Clay FJ, McEwen SJ, Bertoncello I, et al. Identification and cloning of a protein 

kinase-encoding mouse gene, Plk, related to the polo gene of. Drosophila. Proc 
Natl Acad Sci U S A. 1993;90:4882-4886.

 52.  Uhlmann F, Lottspeich F, Nasmyth K. Sister-chromatid separation at ana-
phase onset is promoted by cleavage of the cohesin subunit Scc1. Nature. 
1999;400:37-42.

 53.  Nasmyth K. Separating sister chromatids. Trends Biochem Sci. 1999;24:98-104.
 54.  Ivanov D, Nasmyth K. A topological interaction between cohesin rings and a 

circular minichromosome. Cell. 2005;122:849-860.

https://CafePezeshki.IR



178.e2 References

 55.  Hirano T, Kobayashi R, Hirano M. Condensins, chromosome condensation 
protein complexes containing XCAP-C, XCAP-E and a Xenopus homolog of 
the Drosophila Barren protein. Cell. 1997;89:511-521.

 56.  Lee KS, Yuan YL, Kuriyama R, et al. Plk is an M-phase-specific protein kinase 
and interacts with a kinesin-like protein, CHO1/MKLP-1. Mol Cell Biol. 
1995;15:7143-7151.

 57.  Ault JG, Nicklas RB. Tension, microtubule rearrangements, and the proper dis-
tribution of chromosomes in mitosis. Chromosoma. 1989;98:33-39.

 58.  Foley EA, Kapoor TM. Microtubule attachment and spindle assembly check-
point signalling at the kinetochore. Nat Rev Mol Cell Biol. 2013;14:25-37.

 59.  Cahill DP, Lengauer C, Yu J, et al. Mutations of mitotic checkpoint genes in 
human cancers. Nature. 1998;392:300-303.

 60.  Zhang XD, Matunis MJ. Ub in charge: regulating E2 enzyme nuclear import. 
Nat Cell Biol. 2005;7:12-14.

 61.  Nakayama KI, Nakayama K. Regulation of the cell cycle by SCF-type ubiqui-
tin ligases. Semin Cell Dev Biol. 2005;16:323-333.

 62.  Yoshida Y, Chiba T, Tokunaga F, et al. E3 ubiquitin ligase that recognizes sugar 
chains. Nature. 2002;418:438-442.

 63.  Nakayama K, Nagahama H, Minamishima YA, et al. Targeted disruption of 
Skp2 results in accumulation of cyclin E and p27(Kip1), polyploidy and cen-
trosome overduplication. EMBO J. 2000;19:2069-2081.

 64.  Spruck C, Strohmaier H, Watson M, et al. A CDK-independent function of 
mammalian Cks1: targeting of SCF(Skp2) to the CDK inhibitor p27Kip1. 
Mol Cell. 2001;7:639-650.

 65.  Tetzlaff MT, Yu W, Li M, et  al. Defective cardiovascular development and 
elevated cyclin E and Notch proteins in mice lacking the Fbw7 F-box protein. 
Proc Natl Acad Sci U S A. 2004;101:3338-3345.

 66.  Barbash O, Lee EK, Diehl JA. Phosphorylation-dependent regulation of 
SCF(Fbx4) dimerization and activity involves a novel component, 14-3-3varep-
silon. Oncogene. 2011;30:1995-2002.

 67.  Barbash O, Zamfirova P, Lin DI, et al. Mutations in Fbx4 inhibit dimerization 
of the SCF(Fbx4) ligase and contribute to cyclin D1 overexpression in human 
cancer. Cancer Cell. 2008;14:68-78.

 68.  Kang G, Lee J, Jang KT, et al. Multiplex mutation screening by mass spectrom-
etry in gastrointestinal stromal tumours. Pathology. 2012;44:460-464.

 69.  Vaites LP, Lee EK, Lian Z, et al. The Fbx4 tumor suppressor regulates cyclin 
D1 accumulation and prevents neoplastic transformation. Mol Cell Biol. 
2011;31:4513-4523.

 70.  Nakayama KI, Nakayama K. Ubiquitin ligases: cell-cycle control and cancer. 
Nat Rev Cancer. 2006;6:369-381.

 71.  Wang XD, Lapi E, Sullivan A, et  al. SUMO-modified nuclear cyclin D1 
bypasses Ras-induced senescence. Cell Death Differ. 2006;18:304-314.

 72.  Filmus J, Robles AI, Shi W, et al. Induction of cyclin D1 overexpression by 
activated ras. Oncogene. 1994;9:3627-3633.

 73.  Shi Y, Sharma A, Wu H, et al. Cyclin D1 and c-myc internal ribosome entry 
site (IRES)-dependent translation is regulated by AKT activity and enhanced 
by rapamycin through a p38 MAPK- and ERK-dependent pathway. J Biol 
Chem. 2005;280:10964-10973.

 74.  Diehl JA, Cheng M, Roussel MF, et  al. Glycogen synthase kinase-3beta 
regulates cyclin D1 proteolysis and subcellular localization. Genes Dev. 
1998;12:3499-3511.

 75.  Steeg PS, Zhou Q. Cyclins and breast cancer. Breast Cancer Res Treat. 
1998;52:17-28.

 76.  Hall M, Peters G. Genetic alterations of cyclins, cyclin-dependent kinases, and 
Cdk inhibitors in human cancer. Adv Cancer Res. 1996;68:67-108.

 77.  Lin DI, Barbash O, Kumar KG, et  al. Phosphorylation-dependent ubiquiti-
nation of cyclin D1 by the SCF(FBX4-alphaB crystallin) complex. Mol Cell. 
2006;24:355-366.

 78.  Hu R, Aplin AE. AlphaB-crystallin is mutant B-RAF regulated and contrib-
utes to cyclin D1 turnover in melanocytic cells. Pigment Cell Melanoma Res. 
2011;23:201-209.

 79.  Chelouche-Lev D, Kluger HM, Berger AJ, et al. AlphaB-crystallin as a marker 
of lymph node involvement in breast carcinoma. Cancer. 2004;100:2543-2548.

 80.  Barbash O, Diehl JA. SCF(Fbx4/alphaB-crystallin) E3 ligase: when one is not 
enough. Cell Cycle. 2008;7:2983-2986.

 81.  Hanahan D, Weinberg RA. Hallmarks of cancer: the next generation. Cell. 
2011;144:646-674.

 82.  Schwartz GK, Shah MA. Targeting the cell cycle: a new approach to cancer 
therapy. J Clin Oncol. 2005;23:9408-9421.

 83.  Chen YN, Sharma SK, Ramsey TM, et al. Selective killing of transformed cells 
by cyclin/cyclin-dependent kinase 2 antagonists. Proc Natl Acad Sci U S A. 
1999;96:4325-4329.

 84.  Mahadevan D, Plummer R, Squires MS, et al. A phase I pharmacokinetic and 
pharmacodynamic study of AT7519, a cyclin-dependent kinase inhibitor in 
patients with refractory solid tumors. Ann Oncol. 2011;22:2137-2143.

 85.  Leonard JP, LaCasce AS, Smith MR, et al. Selective CDK4/6 inhibition with 
tumor responses by PD0332991 in patients with mantle cell lymphoma. Blood. 
2012;119:4597-4607.

 86.  Flaherty KT, Lorusso PM, Demichele A, et al. Phase I, dose-escalation trial 
of the oral cyclin-dependent kinase 4/6 inhibitor PD 0332991, administered 
using a 21-day schedule in patients with advanced cancer. Clin Cancer Res. 
2012;18:568-576.

 87.  Schwartz GK, LoRusso PM, Dickson MA, et al. Phase I study of PD 0332991, 
a cyclin-dependent kinase inhibitor, administered in 3-week cycles (Schedule 
2/1). Br J Cancer. 2011;104:1862-1868.

 88.  Vaughn DJ, Flaherty K, Lal P, et al. Treatment of growing teratoma syndrome. 
N Engl J Med. 2009;360:423-424.

 89.  Massague J. G1 cell-cycle control and cancer. Nature. 2004;432:298-306.
 90.  Curtin NJ. DNA repair dysregulation from cancer driver to therapeutic target. 

Nat Rev Cancer. 2012;12:801-817.
 91.  Li T, Christensen SD, Frankel PH, et al. A phase II study of cell cycle inhibitor 

UCN-01 in patients with metastatic melanoma: a California Cancer Consor-
tium trial. Invest New Drugs. 2012;30:741-748.

 92.  Fracasso PM, Williams KJ, Chen RC, et al. A Phase 1 study of UCN-01 in 
combination with irinotecan in patients with resistant solid tumor malignan-
cies. Cancer Chemother Pharmacol. 2011;67:1225-1237.

 93.  Kummar S, Gutierrez ME, Gardner ER, et al. A phase I trial of UCN-01 and 
prednisone in patients with refractory solid tumors and lymphomas. Cancer 
Chemother Pharmacol. 2010;65:383-389.

 94.  Garrett MD, Collins I. Anticancer therapy with checkpoint inhibitors: what, 
where and when? Trends Pharmacol Sci. 2011;32:308-316.

 95.  Cheung CH, Coumar MS, Chang JY, et  al. Aurora kinase inhibitor patents 
and agents in clinical testing: an update (2009-10). Expert Opin Ther Pat. 
2011;21:857-884.

 96.  Schoffski P. Polo-like kinase (PLK) inhibitors in preclinical and early clinical 
development in oncology. Oncologist. 2009;14:559-570.

 97.  Rath O, Kozielski F. Kinesins and cancer. Nat Rev Cancer. 2012;12:527-539.
 98.  Sherr CJ, Roberts JM. Living with or without cyclins and cyclin-dependent 

kinases. Genes Dev. 2004;18:2699-2711.

https://CafePezeshki.IR



179

What Is Cell Growth?

Cell growth is the process by which cells accumulate mass 
and increase in physical size. On average, dividing animal 
cells are approximately 10 to 20 μm in diameter. Terminally 
differentiated cells have a wide range of sizes, spanning from 
tiny red blood cells (∼5 μm in diameter) to motor neurons, 
which can grow to hundreds of micrometers in length.1 For 
a typical dividing cell, water accounts for about 70% of the 
weight of a cell, and macromolecules, such as nucleic acids, 
proteins, polysaccharides, and lipids constitute most of the 
remaining mass (∼25%—trace amounts of ions and small 
molecules make up the difference). The largest contribution 
to cellular dry mass is typically from proteins, which makes 
up about 18% of the total cell weight on average. There are 
many physical, chemical, and biological factors that affect the 
biosynthesis of macromolecules and therefore final cell size. 
Intracellular signaling networks that regulate metabolism 
and control macromolecule biosynthesis are particularly rel-
evant to cancer. As discussed later, deregulation of the cellu-
lar circuitry controlling biomass accumulation is associated 
with a wide spectrum of human cancers.

There are many different examples in nature of how 
cells can grow. In some cases, cell size is proportional to 
DNA content. For instance, continued DNA replication 
in the absence of cell division (called endoreplication) results 
in increased cell size. Megakaryoblasts, which mature into 
granular megakaryocytes, the platelet-producing cells of bone 
marrow, typically grow this way. These cells cease division and 
then undergo multiple rounds of DNA synthesis, increas-
ing from about 20 μm to approximately 100 μm in diam-
eter as a result of the increased DNA content. It is unclear 
whether increased DNA content simply leads to an increase 
in total cellular material or whether cells actively grow 
to cope with the larger genome size. This growth strategy 
is found throughout nature in animals, plants, and single-
celled organisms. By a different strategy, adipocytes can grow 

to approximately 85 to 120 μm by accumulating intracellular 
lipids. In contrast to endoreplication or lipid accumulation, 
some terminally differentiated cells, such as neurons and car-
diac muscle cells, cease dividing and grow without increas-
ing their DNA content. These cells proportionately increase 
their macromolecule content (largely protein) to a point nec-
essary to perform their specialized functions. This involves 
coordination between extracellular cues from nutrients and 
growth factors and intracellular signaling networks respon-
sible for controlling cellular energy availability and macro-
molecular synthesis.

Perhaps the most tightly regulated cell growth occurs 
in dividing cells, where cell growth and cell division are clearly 
separable processes. Dividing cells generally must increase in 
size with each passage through the cell division cycle to ensure 
that a consistent average cell size is maintained. (There are 
examples in the animal kingdom where cell division in the 
absence of growth serves an important evolutionary func-
tion, such as during the syncytial division stage of the early 
developing Drosophila embryo.) For a typical dividing mam-
malian cell, growth occurs in the G1 phase of the cell cycle and 
is tightly coordinated with S phase (DNA synthesis) and M 
phase (mitosis). The combined influence of growth factors, 
hormones, and nutrient availability provides the external cues 
for cells to grow. It is hypothesized that once dividing cells 
reach a threshold size, cells irreversibly commit to at least one 
round of division; achieving adequate size is thus a prerequi-
site for DNA synthesis and mitosis. Deprivation of nutrients 
and other growth signals, as might be the case in the nutri-
ent (and oxygen)-starved regions of a growing tumor, may 
encourage normal cells to exit the cell cycle into a resting or G0 
state. Therefore, mutations in signaling pathways that promote 
growth independently of growth factors and nutrient availabil-
ity may provide tumor cells with a selective growth advantage. 
Efforts to identify intracellular signaling networks that con-
trol growth are therefore a mainstay of many cancer-focused 
research programs.

12David A. Guertin and David M. Sabatini
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Biochemical Pathways That Control  
Cell Growth

The mTORC1 Pathway

Essential to connecting cell growth control with cancer 
pathogenesis was the identification of intracellular signaling 
molecules that coordinate signals from nutrient availability, 
growth factors, and hormones with autonomous cell growth. In  
cells, these inputs converge upon a Ser/Thr protein kinase called 
TOR (target of rapamycin), which has emerged as a central 
controller of eukaryotic cell growth.2 TOR was discovered in 
the 1970s to be the molecular target of an antifungal macrolide 
produced by a soil bacterium (Streptomyces hygroscopicus) that 
was isolated on Easter Island (Rapa Nui). Today rapamycin 
is recognized for its immunosuppressive function, ability to 
prevent restenosis after angioplasty, and limited anticancer 
properties. Mechanistically, rapamycin binds an intracellular  
protein called FKBP12 (an immunophilin), and the 
rapamycin-FKBP12 complex binds potently and specifically 
to TOR. Extensive studies across multiple eukaryotic model 
systems, all spawned by the identification of TOR as the target 
of rapamycin, have unveiled a complex TOR-centric signaling 
network responsible for integrating numerous growth signals 
into a metabolic program that drives biomass production 
(i.e., cell growth).

About a decade after the discovery of TOR, biochemical  
studies revealed that TOR (named mTOR in mammals in which  
the m now officially denotes “mechanistic” TOR) associates 
into at least two distinct multisubunit protein complexes called 
mTOR complex 1 (mTORC1) and mTORC2. Growth control 
by mTOR is largely attributed to the best understood mTOR 
complex—mTORC1. In addition to the catalytic mTOR sub-
unit, mTORC1 contains Raptor (regulatory associated protein 
of mammalian target of rapamycin), PRAS40 (proline-rich 
AKT substrate 40 kDa), mLST8 (mammalian lethal with sec-
13 protein), and DEPTOR (DEP domain containing mTOR 
interacting protein) (Figure 12-1). Of these interacting pro-
teins, Raptor and PRAS40 are unique to mTORC1, whereas 
mLST8 and DEPTOR are shared with mTORC2 (discussed 
later). Raptor is both a regulator of mTORC1 catalytic activ-
ity and a scaffold for recruiting mTORC1 substrates. PRAS40 
and DEPTOR inhibit mTORC1 activity by undefined mecha-
nisms. The function of mLST8 is unknown, but it does not 
appear to be required for mTORC1 activity. Rapamycin-
FKBP12 directly binds mTORC1 through a domain in the 
mTOR catalytic subunit called the FRB domain (FKBP12-
rapamycin-binding domain), and although the drug destabi-
lizes the association between mTOR and Raptor, it does not 
dissociate any components of the complex. In fact, rapamycin’s 
exact mechanism of action remains a mystery despite years of 
research.

It is now widely accepted that mTORC1 positively 
controls an array of cellular processes critical for growth, 
including protein synthesis, ribosome biogenesis, and 
metabolism, and negatively influences catabolic processes 
such as autophagy—all of which have roles in cancer 
pathogenesis. Elucidating the key downstream targets 
of mTORC1 driving these events is an intense area of 
research. Originally, much of the study of mTOR relied 
on experiments in which rapamycin was used acutely to 
inhibit mTOR (which we now know was mTORC1) in 
cultured cells. This led to extensive characterization of the 
best known mTORC1 substrates eiF-4E-binding protein 
1(4E-BP1) and S6 kinase 1 (S6K1), both of which regulate 
protein synthesis.3 In the unphosphorylated state, 4E-BP1 
binds and inhibits the cap-binding protein and transla-
tional regulator eIF4E. When phosphorylated by mTOR, 
4E-BP1 is relieved of its inhibitory duty, promoting eIF4E 
interaction with the eIF4F complex and the translation of 
capped nuclear transcribed mRNA. Following co-regula-
tory phosphorylation by mTORC1 and another kinase 
called phosphatidylinositol 3-dependent kinase 1 (PDK1), 
S6K1 positively affects mRNA synthesis at multiple steps 
including initiation and elongation by phosphorylating sev-
eral translational regulators. Although the preponderance 
of evidence indicates that S6K1 and 4E-BP1 are directly 
phosphorylated by mTOR, an unidentified phosphatase 
activity may also be involved in their regulation. For exam-
ple, the rapamycin-sensitive phosphorylation site on S6K1 
is rapidly dephosphorylated (i.e., within minutes) of exposure 
to the drug.

For many years studies using rapamycin were at 
odds with the model that mTOR is an essential controller  
of protein synthesis because rapamycin has only modest 
effects on translation in most mammalian cells. Rapamycin 
is an allosteric inhibitor that binds mTOR outside of the 
kinase domain; it was therefore suspected that rapamycin 
might incompletely inhibit mTORC1. In 2009, the first 
mTOR kinase inhibitors became available (discussed later), 
which, unlike rapamycin, are ATP-competitive inhibitors 
that target the ATP-binding pocket of mTOR.4,5 The first 
studies employing mTOR catalytic site inhibitors confirmed 
what had previously been suspected: that rapamycin only 
partially inhibits mTORC1 activity. The mTOR catalytic 
site inhibitors exposed rapamycin-resistant functions of 
mTORC1 in translational control, and consequently the 
mTOR ATP-competitive inhibitors have more profound 
effects on mRNA translation and cell proliferation than does 
rapamycin. Researchers are now using these new-generation 
mTOR inhibitors to identify novel mTORC1 substrates 
(many of which are rapamycin resistant) and beginning to 
fill in the gaps between mTOR and the myriad cellular 
processes it regulates.6,7
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Figure 12-1 A simplified model of mTOR signaling in the active (i.e., nutrient-replete) state mTOR is the catalytic subunit of two distinct  
multisubunit complexes called mTORC1 and mTORC2 (described in the text). In nutrient-replete cells, the RAG-GTPase and Ragulator recruit mTORC1  
to the lysosome, where it can be activated by the Rheb-GTPase. The RAG complex is active when RAGA or RABB (not shown) is in the GTP bound state 
and RAGC or RAGD (not shown) is bound to GDP. The active state is determined by an unknown amino acid- and glucose-sensing mechanism that  
exists inside the lysosome that signals through the v-ATPase to the Ragulator. The Ragulator possess guanine nucleotide exchange factor (GEF) activity 
toward RAGA/B and thereby triggers the switch that generates the mTORC1 lysosomal recruitment signal. The activation state of Rheb is controlled by 
the TSC complex, which senses energy availability (through AMPK) and growth factors (through AKT). In addition, AMPK can directly inhibit mTORC1 by 
phosphorylating Raptor, while AKT can activate mTORC1 by phosphorylating PRAS40 (not shown). When growth factors, energy, and nutrients are avail-
able, mTORC1 promotes anabolic processes such as protein, lipid, and nucleic acid biosynthesis and suppresses catabolic processes such as autoph-
agy. mTORC1 activation also promotes feedback inhibition of growth factor signaling to maintain cellular homeostasis. In contrast to mTORC1, mTORC2 
is poorly understood. The best-described mTORC2 function is to phosphorylate and fully activate AKT, suggesting that mTORC2 might also function 
upstream in controlling cell growth. However, AKT has many additional substrates that influence cell proliferation, cell survival, cell metabolism, and 
numerous other processes (not shown). Thus mTORC2 may have important roles in many other cancer-relevant pathways. Black lines represent positive 
regulatory signals; red lines are inhibitory signals. Dotted lines indicate undefined mechanisms.

In addition to synthesizing protein, growing and 
dividing cells need to synthesize lipids (to build the 
plasma membrane and the membranes of intracellular 
organelles) and nucleic acids (to make RNA and DNA). 
There is growing evidence that mTORC1 regulates  

lipid metabolism (and storage in the case of adipocytes) 
through SREBP1.8 SREBPs are transcription factors that 
facilitate the expression of lipid and sterol biosynthesis 
enzymes. Several recent studies suggest that mTORC1  
is an upstream regulator of SREBP1 activation. In addition 
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to driving lipid metabolism genes, SREBP1 can also 
increase the expression of genes involved in the pentose 
phosphate pathway, which produces important metabo-
lites needed for both lipogenesis and nucleotide biosyn-
thesis. How mTORC1 activates SREBP1 is still unclear, 
although it appears to function through multiple sub-
strates including S6K1 and another direct mTORC1 
substrate called Lipin1. In an mTORC1-dependent 
manner, S6K1 also controls pyrimidine biosynthesis 
by directly phosphorylating and regulating the activity 
of CAD (carbamoyl-phosphate synthetase 2, aspartate 
transcarbamoylase, dihydroorotase), which catalyzes 
the first three steps of de novo pyrimidine synthesis.9,10 
Thus, mTORC1 truly is a master controller of growth, as 
it significantly influences the intracellular synthesis of the 
major macromolecules required by growing (and dividing) 
cells: proteins, lipids, and nucleic acids.

Upstream Signaling to mTORC1

The connection between cell growth control by mTORC1  
and cancer solidified with the identification of upstream 
mTORC1 regulators.2,11,12 Building biomass requires ade-
quate building material, sufficient energy, and favorable envi-
ronmental conditions. Therefore, it is not surprising that 
mTORC1 activity is controlled by numerous factors such 
as amino acid and glucose availability, ATP level, mitochon-
drial activity, growth factor signaling, and oxygen levels, all 
of which affect cancer cell growth. The discovery that the 
TSC1 (hamartin) and TSC2 (tuberin) tumor suppres-
sors function together in a complex (the TSC complex) to 
negatively regulate mTORC1 provided a key first step in 
unraveling the biochemical mechanism of how upstream sig-
nals control mTORC1 activity. The TSC complex contains 
GTPase-activating protein (GAP) activity, which suppresses 
the activity of a small GTPase called Rheb. Rheb directly 
activates mTORC1 by an unknown mechanism, and there-
fore by promoting Rheb-GTP hydrolysis, the TSC complex 
suppresses mTORC1 (see Figure 12-1). Mutation in either 
the TSC1 or TSC2 gene results in aberrant upregulation 
of mTORC1 activity and causes a tumor-prone syndrome 
called tuberous sclerosis complex (described later).

The TSC complex integrates many positive and nega-
tive signals responsible for modulating mTORC1 activity. 
For example, extracellular growth factors such as insulin and 
insulin growth factor 1 (IGF-1) can activate an intracellular 
signaling pathway that inhibits TSC2. Through activation 
of receptor tyrosine kinases, growth factors stimulate PI3K 
to phosphorylate membrane-associated phosphatidylinositol 
4,5-bisphosphate (PtdIns(4,5)P2) to generate phosphatidy-
linositol 3,4,5-triphosphate PtdIns(3,4,5)P3. PtdIns(3,4,5)P3  

serves as a docking site for the membrane recruitment and 
activation of the AKT kinase, one of the most versatile kinases 
in the human kinome. Among its many functions, AKT 
phosphorylates and inhibits TSC2 and thereby potentiates 
mTORC1 signaling.13 AKT can also directly phosphorylate 
the PRAS40 subunit of mTORC1, which relieves a negative 
effect of this subunit on mTORC1 activity. The phosphatase 
and tumor suppressor PTEN, a major tumor suppressor in 
human cancer, balances PI3K activity by dephosphorylating 
PtdIns(3,4,5)P3 and thus negatively regulates AKT activ-
ity. Other growth factor pathways such as the MAPK/ERK 
pathway and WNT pathway can also activate mTORC1 by 
inhibiting TSC as can proinflammatory cytokines such as 
tumor necrosis factor-α (TNFα) through the IκB kinase β 
(IKKβ).

Although extracellular growth factors provide the exter-
nal (systemic) cues for growth, intracellular energy, oxygen, and 
nutrients must also be available.2,11,12 An intracellular ratio of 
ATP to ADP and AMP is sensed by the AMP-activated pro-
tein kinase (AMPK). Under conditions of energy stress, high 
levels of ADP/AMP bind and activate AMPK, which sup-
presses anabolic processes and stimulates catabolic reactions. 
Active AMPK directly phosphorylates and activates TSC2 
to suppress mTORC1 signaling when energy supplies drop. 
AMPK also directly inhibits mTORC1 by phosphorylating 
the Raptor subunit, emphasizing a theme that positive and 
negative regulators of growth often impinge on the mTORC1 
pathway at multiple steps. Oxygen stress (i.e., hypoxia) inacti-
vates mTORC1 through TSC, but by a different mechanism. 
In hypoxic conditions, hypoxia-inducible factor α (HIF1α) 
is stabilized, and its accumulation leads to a transcriptional 
response that promotes a metabolic shift away from oxida-
tive phosphorylation toward oxygen-independent glycolysis, 
increased vascularization, and decreased mTORC1 activity 
by inducing expression of REDD1 and REDD2. REDD1/2 
release TSC2 from an inhibitory interaction with 14-3-3 
proteins. Notably, mTORC1 can also potentiate HIF1α by 
increasing its transcription and translation, possibly func-
tioning as part of a feedback regulatory circuit. Finally, DNA 
damage can reduce mTORC1 activity in part by increasing 
expression of TSC2 and PTEN.

Nutrient Regulation of mTORC1

Amino acids signal mTORC1 activation independently of 
growth factors. In fact, amino acids may be the most critical 
activator of mTORC1, as their ability to stimulate TOR activ-
ity is conserved from yeast to human. However, elucidating the 
mechanism of amino acid regulation has lagged behind many 
of the other upstream signals because, unlike the other inputs, 
amino acids do not activate mTORC1 through the TSC-Rheb 
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axis. However, the mechanism behind amino acid regulation 
of mTORC1 is now beginning to be revealed.14,15 The first 
major leap forward in unraveling the mystery of how amino 
acids regulate mTORC1 was the discovery in mammals of 
four small GTPases called the RAG GTPases (i.e., RAGA, 
RAGB, RAGC, RAGD). RAGA or RAGB (which are struc-
turally similar to each other and functionally redundant) form 
heterodimers with RAGC and RAGD (which are also similar 
to each other and functionally redundant). In the presence of 
amino acids, RAGA/B are GTP bound, whereas RAGC/D 
are GDP bound. When starved of amino acids, the situa-
tion is reversed: RAGA/B are GDP bound and RAGC/D 
are bound to GTP. Active RAG heterodimers bind directly 
to mTORC1 through the Raptor subunit. Unexpectedly, the 
RAG GTPases do not directly activate mTORC1 activity, but 
rather redistribute mTORC1 from an unknown location in the 
cytoplasm to the lysosome. The RAGs are associated with the 
lysosome through interaction with a pentameric complex called 
the Ragulator (which contains the p18/LAMTOR1, p14/
LAMTOR2, MP1/LAMTOR3, C7orf59/LAMTOR4, and  
HBXIP/LAMTOR5 subunits). The Ragulator is tethered to 
the lysosome through the p18/LAMTOR1 subunit, which is 
both myristoylated and palmitoylated. In addition, the Ragula-
tor contains guanine nucleotide exchange factor (GEF) activ-
ity toward RAGA/B, indicating that it is also functionally 
involved in activating the RAG recruitment signal. Thus, when 
amino acids are present, the Ragulator loads RAGA/B with 
GTP, triggering mTORC1 recruitment to the lysosome, where 
it docks with the RAG/Ragulator. The mechanism that deliv-
ers mTORC1 to the lysosome remains unknown.

How amino acids signal to the Ragulator to activate 
the RAG recruitment signal is also unclear. Early work 
suggests that amino acids might actually signal mTORC1 
recruitment to the lysosome from within the lysosome by 
an “inside-out” mechanism. This mechanism involves the 
vacuolar H+-ATPase (v-ATPase), which senses intralyso-
somal amino acids by an unknown mechanism and relays 
that information to the Ragulator through an amino acid–
sensitive direct interaction. The v-ATPase is composed of 
many individual protein subunits and hydrolyzes ATP to 
pump protons into the lysosome to acidify the lumen. The 
v-ATPase is required for amino acids to trigger RAG-
dependent recruitment of mTORC1, but it is not required 
for the RAG GTPases to associate with the Ragulator. The 
exact pool of amino acids being delivered to the lysosome 
remains to be determined. Thus, the v-ATPase appears to 
function downstream of amino acids but upstream of the 
RAG GTPases by promoting Ragulator GEF activity and 
therefore RAGA/B GTP loading.

Why does mTORC1 need to localize to the lysosome? 
Because the RAG GTPases do not activate mTORC1, it 
is hypothesized that mTORC1 must be recruited to the 

lysosome to be activated. In line with this idea, Rheb is 
proposed to reside on endomembranes including the lyso-
some, and thus mTORC1 recruitment would bring the com-
plex in close proximity to its activator. This model explains 
why mTORC1 cannot be activated by growth factors in 
the absence of amino acids: that is, growth factors activate 
lysosomally tethered Rheb, but in order for Rheb to pro-
mote growth, mTORC1 must be delivered to the lysosome, 
which requires amino acids. In fact, forcing mTORC1 and 
Rheb to interact by overexpressing Rheb, artificially tether-
ing mTORC1 to the lysosome, or artificially tethering both 
mTORC1 and Rheb to the plasma membrane results in 
amino acid–independent mTORC1 activation. More recent 
work suggests glucose may also mediate RAG-dependent 
recruitment of mTORC1 to the lysosome.16 Like amino 
acids, glucose stimulates interaction between the v-ATPase 
and the Ragulator, suggesting that amino acids and glu-
cose availability may converge on a common mechanism of 
mTORC1 regulation inside the lysosome.

Whether additional amino acid–dependent mecha-
nisms of mTORC1 regulation exist is an open question. 
Although the Rag-Ragulator mechanism controls mTORC1 
localization and activation in response to general amino acid 
and glucose availability, there could be additional inputs 
from mechanisms in the cytoplasm that sense specific amino 
acids. For example, it has been proposed the leucyl-tRNA 
synthetase (which catalyzes the ligation of L-Leu to its cog-
nate tRNA) can act as a direct sensor of intracellular leucine 
and in turn promote mTORC1 activation. The exact mecha-
nism and significance of this input remain to be determined. 
Nevertheless, these emerging studies indicate that intricate 
mechanisms evolved to link mTORC1 growth signaling to 
nutrient availability—independently of growth factors—
ensuring that growth does not occur unless the building 
materials and energy supply are sufficient to meet the meta-
bolic demands of macromolecular biosynthesis.

PI3K-AKT Signaling, mTORC1, and Cancer

Conditions that inhibit growth, such as decreased energy, 
low oxygen, and insufficient nutrients, are associated with 
the harsh microenvironment of poorly vascularized tumor. The  
ability of cancer cells to overcome these adverse conditions 
would promote tumor growth, putting the desensitization  
of mTORC1 signaling in the spotlight as a potential  
mechanism cancer cells could exploit to enhance their via-
bility. Whether mutations in the amino acid– and glucose-
sensing pathway that activates mTORC1 exist in cancer 
is not known. Mutations in the growth factor inputs to 
mTORC1 are prominent in cancer. For example, mutations 
causing loss of PTEN function or oncogenic activation of 
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PI3K or AKT are associated with many aggressive human 
cancers (Table 12-1).17-20 The findings that AKT promotes 
mTORC1 activity through TSC and PRAS40 suggest that 
cancers with elevated PI3K-AKT signaling may in part 
thrive because of an mTORC1-driven growth advantage. 
Activation of PI3K-AKT signaling also facilitates nutrient 
uptake by cells, which indirectly contributes to mTORC1 
activity by localizing mTORC1 to lysosomes. Therefore, 
understanding the contribution and relevance of mTORC1 
signaling in the progression of cancers with aberrant PI3K-
AKT signaling is an important area of research.

Unlike tumor cells with PTEN loss, tumor cells that 
have lost TSC function are generally less belligerent. It is 
now accepted that this is due to negative feedback loops that 
suppress the PI3K-AKT pathway when mTORC1 activity 
is high.2,6,7 For example, the mTORC1 substrate S6K1 can 
directly phosphorylate and inactivate the IRS1 and IRS2 

proteins, two mediators of PI3K activation, which decreases 
PI3K-AKT activity. A second feedback mechanism occurs 
through the direct mTORC1 substrate Grb10, which is 
activated by mTORC1 and functions to inhibit both the 
insulin/IGF receptors and IRS proteins. Negative feedback 
mechanisms would normally keep cell growth and nutri-
ent uptake in balance, but in the absence of TSC, negative 
feedback squelches PI3K and AKT activity, which is impor-
tant for promoting cell survival and metastasis. This may be 
why tuberous sclerosis (discussed later), which is caused by 
mutations in TSC, generally does not develop into meta-
static cancer. Because PTEN and PI3K are downstream of 
the insulin/IGF receptors and IRS proteins, cancers driven 
by loss of PTEN or PI3K activation are uncoupled from 
these particular mTORC1-driven negative feedback loops, 
explaining why they are typically associated with more 
aggressive cancer.

Table 12-1 mTOR Signaling in Disease

Disease Linked Genetic Mutation and Clinical Pathology Predicted Functional Link to mTOR Signaling

Tumor-prone Syndromes

TSC (tuberous sclerosis complex) TSC1 or TSC2; hamartomas in multiple organs TSC1/2 negatively regulates Rheb

LAM (lymphangioleiomyomatosis) TSC2; abnormal proliferation of smooth-muscle–like cells 
in the lung

TSC1/2 negatively regulates Rheb

Cowden disease PTEN; hamartomatous tumor syndrome May promote AKT-dependent inhibition of TSC2 
and mTOR phosphorylation

Proteus syndrome PTEN; hamartomatous tumor syndrome May promote AKT-dependent inhibition of TSC2 
and mTOR phosphorylation

Lhermitte-Duclos disease PTEN; hamartomatous tumor syndrome May promote AKT-dependent inhibition of TSC2 
and mTOR phosphorylation

PJS (Peutz-Jeghers syndrome) STK11/LKB1; gastrointestinal hamartoma tumor syndrome STK11 activates AMPK, a positive regulator TSC2

HCM (familial hypertrophic 
cardiomyopathy)

AMPK; myocardial hypertrophy AMPK promotes TSC2 function

Cancer

Prostate PTEN PTEN loss promotes AKT activation

Breast PTEN; PI3K, AKT, or Her2/neu amplification/
hyperactivation

PTEN loss or gene amplifications promote AKT 
activation

Lung PTEN; HER amplification PTEN loss or gene amplifications promote AKT 
activation

Bladder PTEN Promotes AKT activation

Melanoma PTEN Promotes AKT activation

Renal-cell carcinoma PTEN Promotes AKT activation

Ovarian PTEN; PI3K, AKT, or Her2/neu amplification/
hyperactivation

PTEN loss or gene amplifications promote AKT 
activation

Endometrial PTEN Promotes AKT activation

Thyroid PTEN; PI3K, AKT, or Her2/neu amplification/
hyperactivation

PTEN loss or gene amplifications promote AKT 
activation

Brain (glioblastoma) PTEN Promotes AKT activation

CML (chronic myeloid leukemia) BCR/ABL translocation Promotes AKT activation
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mTORC1 and Autophagy

Macroautophagy, or simply autophagy, is a catabolic process 
induced on nutrient limitation or stress in which autophago-
somes form and fuse with the lysosome to create an autopha-
golysosome. The autophagolysosome is the final destination 
for proteins and organelles that are broken down into their 
basic components to be recycled as sources of cellular energy 
and metabolites during starvation. Autophagy has an impor-
tant role in cell survival during times of energy crisis. Under 
normal growth conditions, autophagy also salvages and 
recycles cellular junk such as excess or damaged organelles. 
Newborn mice require autophagy to survive a brief starvation 
period immediately after birth, and defects in autophagy are 
associated with cancer, degenerative disorders, and aging.21-23  
A connection between mTORC1 signaling at autophagy first  
became apparent in yeast and mammalian cells in studies 
where rapamycin was found to induce autophagy. Genetic 
inactivation of TOR in Drosophila also induces autophagy and 
confirmed that mTORC1 not only positively controls anabolic 
processes, but suppresses catabolic processes opposing growth.

Recent studies have revealed that the regulation of 
autophagy by mTORC1 is at least partly direct and occurs 
in coordination with AMPK.24,25 More than 30 autophagy 
(ATG) genes have been identified that control autophagy. 
In nutrient-rich conditions, mTORC1 associates with and 
directly phosphorylates ULK1/ATG1, the kinase subunit of 
a complex that is required for autophagy induction. Phos-
phorylation of ULK1 by mTORC1 inhibits its activity and 
reduces autophagic vesicle formation. In nutrient-deprived 
cells, AMPK not only inhibits mTORC1 by phosphorylat-
ing TSC2 and Raptor (as described earlier), but also directly 
activates ULK1 kinase activity. When mTORC1 activity 
decreases, ULK1 is dephosphorylated, allowing AMPK to 
now interact with, phosphorylate, and activate ULK1 to 
induce autophagy. This dual regulatory circuit emphasizes 
the tight balance between anabolic and catabolic processes.

Interestingly, prolonged autophagy, which delivers 
its cargo to the lysosome, eventually reactivates mTORC1. 
Thus, in nutrient-starved cells, autophagy may also be 
required to keep mTORC1 on in a minimally activated state 
to promote the synthesis of certain macromolecules essential 
for survival. The reactivation of mTORC1 also promotes the 
formation of nascent lysosomes that bud from the autopha-
gosome. In fact, recent studies further suggest that mTORC1 
may normally regulate lysosome formation through its abil-
ity to control that nuclear localization (and thus activity) 
of a transcription factor called TFEB. TFEB regulates the 
expression of many genes important for lysosome formation. 
Thus, the connections among nutrient and energy sensing, 
mTORC1 growth control, and protein/organelle turnover 
by autophagy and the lysosome are complex, and it will be 

interesting to determine if and how defects in these connec-
tions promote cancer.

Although the connections between mTORC1 and 
autophagy are being worked out, the strong connections 
between mTORC1 and cancer suggest that autophagy may 
have a role in tumorigenesis, and evidence supports this 
hypothesis.21 For example, mice deficient for a pro-autophagy 
gene, called beclin-1, have an increased frequency of spontane-
ous tumor formation, suggesting that beclin-1 is a tumor sup-
pressor gene. How could inactivation of autophagy promote 
tumorigenesis? It is difficult to speculate at this time because 
little is known about Beclin 1, but perhaps some transformed 
cells rely on autophagy to remove damaged organelles or for 
complete self-disposal. In this model, mutations that prevent 
autophagy would promote cell survival. Interestingly, the 
Bcl-2 pro-survival oncoprotein, which has long been thought 
to inhibit apoptosis, binds and inhibits Beclin 1–dependent 
autophagy.26 This suggests that the oncogenic activity of 
Bcl-2 might be linked to inhibiting nonapoptotic autopha-
gic cell death. Contrary to having tumor suppressor capac-
ity, autophagy could promote tumorigenesis in some cases. 
When cancer cells experience nutrient limitation, autophagy 
may provide the rations necessary to sustain the most essen-
tial bioenergetic cellular process. This may allow cancer cells 
to survive until angiogenesis is initiated or other deleterious 
mutations occur. Understanding the role of autophagy in 
different cancer cells will be important to designing mTOR-
focused treatment strategies.

mTORC1 and p53

Mutation of the p53 tumor suppressor is one of the most 
common genetic abnormalities associated with human can-
cer. DNA or spindle damage, telomere shortening, vari-
ous stresses, or oncogenic mutations will usually initiate a 
p53-dependent checkpoint that arrests cells in G1 or trigger 
apoptosis (depending on the cell type and signals present). 
This has led to speculation that such a checkpoint mecha-
nism involving p53 might communicate with the mTORC1 
pathway to discourage growth when conditions are unfa-
vorable. Early reports from work with cultured cells sug-
gest that AMPK and p53 may communicate in some type 
of checkpoint mechanism to restrict growth in low-glucose 
conditions or when DNA is damaged, although it is unclear 
from this early work if and how directly mTORC1 regula-
tion might be connected.27 Mounting evidence also indi-
cates that a communication link exists between p53 and 
the regulation of mitochondrial respiration, particularly in 
mediating a cellular switch to preferentially deriving energy 
from glycolysis rather than aerobic respiration—a hallmark 
characteristic of cancer cells.28 It is well known that p53 and 
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the mitochondria, and to some extent mTOR, have roles in 
apoptosis. Because signals from the mitochondria are also 
thought to control mTORC1’s ability to mediate growth, it 
seems likely that a complicated signaling circuitry involving 
both the p53- and mTOR-dependent pathway exists.

Beyond Cell Growth: Does mTOR Regulate 
Organ and Organism Growth?

The mTORC2 Pathway

The role of TOR in building cell mass is well documented 
and conserved in all eukaryotic organisms examined. How-
ever, extending a role for mTOR in controlling organ and 
organism growth is more complicated, because most tissues 
grow by mechanisms involving the collective coordination of 
cell growth, cell division, and cell death pathways. The find-
ing that mTOR exists in a second complex called mTORC2 
does suggest that mTOR may have broad influence over 
cell growth, cell division, cell death, metabolism, and many 
other processes essential for building tissues and organisms. 
Many of these additional targets of mTOR activity, although 
not completely worked out yet, are likely to be important in 
cancer progression, and thus emerging therapeutic strategies 
are now aiming to more broadly target mTOR signaling by 
inhibiting both mTORC1 and mTORC2.

The second mTOR complex also contains mLST8 and 
Deptor, but instead of Raptor and PRAS40, mTORC2 con-
tains the Rictor, mSin1, and PROTOR proteins (see Figure 
12-1).2 Understanding the function of mTORC2 initially 
eluded researchers because the complex is insensitive to acute 
rapamycin treatment, and thus rapamycin could not be used to 
probe for mTORC2 substrates. However, advances in RNA-
interference technology allowed the specific depletion of Rictor 
from cells, leading to the discovery that mTOR, when outfitted 
with mTORC2-specific regulatory proteins, phosphorylates 
and activates the AKT kinase. Current models suggest that on 
recruitment to the membrane after growth factor stimulation, 
AKT is phosphorylated by mTORC2 in conjunction with 
PDK1, and this co-regulation is presumed necessary for full 
AKT activation. How mTORC2 activity itself is controlled 
remains to be worked out, but initial experiments indicate 
that growth factors also modulate mTORC2 activity by an 
unknown mechanism.

AKT activity influences cell growth, cell proliferation, 
cell survival, metabolism, and many other processes.13 Thus, 
by coupling mTOR activity with proliferation and survival, 
the discovery of mTORC2, together with the well-known 
role of mTORC1 in controlling cell size, strengthens the 
argument that mTOR growth regulation extends beyond 
cell autonomous growth to organ and organism growth. 

Moreover, because of the widespread role of PI3K-AKT sig-
naling in cancer (see Table 12-1), the finding that mTORC2 
phosphorylates and activates AKT is a compelling additional 
link between mTOR and cancer. In fact, a number of stud-
ies now suggest that selectively targeting mTORC2 could also 
be a promising therapeutic strategy.29,30 What is interesting 
about potentially targeting mTORC2 is that in many cases, 
loss of mTORC2 function (by genetic approaches) is less toxic 
to normal cells than targeting mTORC1 function. In contrast, 
mTORC2 activity is required for transformation, particularly 
when transformation is driven by loss of PTEN.31 Thus, 
mTORC2 might be more essential to certain cancer cells than 
to many normal cells. The challenge of selectively targeting 
mTORC2 is that beyond the mTOR catalytic domain, the 
understanding of mTORC2 structure and regulation is only 
vague, and thus it is currently difficult to predict what type of 
targeting strategy might best achieve this goal.

In retrospect, it is not surprising that mTOR can also 
phosphorylate AKT, because the mTORC2 phosphorylation 
site on AKT (S473) is structurally similar to the mTORC1 site 
on S6K1 (T389), both of which are present in carboxy-termi-
nal hydrophobic motifs. In fact, both S6K and AKT belong to 
a larger family of structurally related kinases called the AGC 
kinases.32 The discovery of the mTORC2-AKT signaling 
module also sets up the peculiar situation whereby mTOR can 
regulate itself in a manner dependent on what proteins it inter-
acts with. For instance, mTORC2-mediated phosphorylation 
of AKT is proposed to promote subsequent phosphorylation 
and inactivation of TSC2 and PRAS40 (as described earlier), 
which would place mTORC2 upstream of mTORC1 regula-
tion. The extent to which normal and cancer cells rely on such 
regulation is under investigation. How other AKT substrates 
are regulated by mTORC2 is also largely unclear. In addition 
to AKT, mTORC2 can directly phosphorylate two additional 
AGC kinases called SGK and PKC. SGK is most similar to 
AKT, except that it lacks the membrane-targeting PH domain 
that brings AKT to its activation site at the cell membrane. 
SGK also has some overlapping functions with AKT, but cur-
rently the role of mTORC2-mediated SGK and PKC regula-
tion in cancer is unknown.

Controlling Body Size

It is a remarkable feat for mammals to coordinate the 
development of their organs to appropriate sizes that are 
proportional to overall body size. The endocrine system is 
responsible for conducting this massively orchestrated sys-
temic growth. The major hormone responsible for control-
ling postnatal growth is growth hormone (GH). GH is 
synthesized in the pituitary gland. After its release into the 
blood, circulating GH stimulates the release of insulin-like 
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growth factors (IGFs) from the liver. IGFs subsequently 
stimulate growth of bone and muscle, which are the two 
organs most relevant to determining body size.

The findings (1) that mTOR regulates cell growth, 
proliferation, and survival and (2) that both mTORC1 and 
mTORC2 are downstream of insulin/IGF signaling raise 
the question of whether mTOR is a master regulator of body 
size. The role of mTOR as a nutrient-sensitive regulator  
of eukaryotic cell growth (i.e., as part of mTORC1) is an 
ancient function conserved from yeast to humans. During  
the evolution of multicellular organisms, growth factor 
signaling was grafted onto the mTORC1 pathway, probably 
to modulate autonomous cell growth in conjunction with 
systemic nutrient availability and signals from other cells and 
tissues. The discovery that mTOR (as part of mTORC2) 
regulates AKT further suggests that additional pathways 
independent of mTORC1 may contribute to the regulation 
of cell growth, proliferation, survival, and metabolism. Many 
mTORC2 components are also conserved in yeast—although 
the protein sequences and downstream functions are more 
diverged compared to mTORC1, suggesting the cellular 
functions of mTORC2 may have also diverged. Because of 
mTOR’s remarkable ability to integrate numerous signals and 
control many aspects of cell growth, it seems poised to be a 
master regulator of organ and body size control. Studying this 
in mammals has been difficult, however, because mice null for 
mTOR and the essential mTORC1 and mTORC2 regula-
tory subunits are embryonic lethal. In Drosophila, the fat body 
(which may be equivalent to the vertebrate liver) functions as a 
nutrient-sensing organ that can control body growth through 
a TOR-dependent mechanism.33 Moreover, mice and flies 
deficient for S6K1 are viable but reduced in size because of 
smaller cells, implying a link between mTORC1 signaling and 
body size control.34 Thus, limited evidence in model organ-
isms suggests that mTOR could influence body size by sys-
temic as well as cell-autonomous mechanisms. Interestingly, 
in humans a rare mutation in the p14/LAMTOR2 subunit 
of the Ragulator delays growth and causes immunosuppres-
sion and hypopigmentation.35 As novel upstream regulators 
and substrates of mTOR are unveiled, it will be interesting to 
determine if genetic variation in components of the mTOR 
network has a role in determining organ and organism size.

Targeting mTOR Signaling as a Treatment 
for Cancer and Other Human Diseases  
of Cell Growth

With a role for mTOR signaling in cancer now firmly 
established, developing molecules that inhibit mTOR 
for therapeutic purposes is a significant focus of the 

pharmaceutical industry. As mentioned earlier, rapamycin 
(also known as sirolimus) is used clinically for immuno-
suppression (because of its ability to suppress T-cell pro-
liferation), to prevent restenosis (by preventing the growth 
of vascular smooth muscle cells), and to treat certain  
cancers.5,17,36 Analogs of rapamycin have also been devel-
oped for cancer therapy (CCI779/temsirolimus, AP23573, 
and RAD001/everolimus—collectively called rapalogues). 
Unfortunately, rapamycin as a broad anticancer drug has 
had limited success as a single-agent therapeutic, even 
against cancers with elevated PI3K-AKT signaling. The 
response to rapamycin is highly variable depending on 
the cancer, and only a few cancers, including mantle-cell 
lymphoma, renal-cell carcinoma, and endometrial cancers, 
have shown consistent positive responses. Temsirolimus 
was approved in 2007 to treat renal-cell carcinoma. Sev-
eral trials are ongoing, although there is no clear biomarker 
predictive of rapamycin sensitivity.

A number of reasons have been proposed to explain 
rapamycin’s general ineffectiveness as a cancer drug. One 
possibility (discussed earlier) is that inhibiting mTORC1 
relieves strong negative feedback loops that function to 
suppress receptor tyrosine kinase (RTK) signaling and 
downstream PI3K-AKT activation (Figure 12-2). There-
fore, treating cells with rapamycin boosts AKT signaling, 
which in turn could drive AKT-dependent cell prolif-
eration and survival pathways—clearly an undesirable 
response. The MAPK-ERK signaling pathway is also 
triggered by mTORC1-S6K1 inhibition. Using rapamy-
cin in combination with PI3K or MAPK pathway inhibi-
tors might prove to be a better strategy. Second, it is now 
clear that rapamycin only partially inhibits mTORC1. For 
example, although rapamycin results in rapid dephosphor-
ylation and sustained inactivation of S6K, phosphorylation 
of 4E-BP1 is only partially and transiently decreased.37 
Therefore, translation is largely insensitive to rapamycin. 
As more mTORC1 substrates are being discovered, it will 
be interesting to determine why substrates vary in their 
sensitivity to rapamycin.

It is often stated that rapamycin specifically targets 
mTORC1, implying that it does not inhibit mTORC2. 
However, the actual situation is more complex.2,38 In cultured 
cells, rapamycin acutely affects only mTORC1, but prolonged 
exposure disrupts mTORC2 integrity, likely by blocking the 
assembly of new mTORC2 complexes. In some cell types this 
results in decreased AKT phosphorylation, but often there 
is no apparent change or increased AKT phosphorylation. 
Notably, any mTORC2 complexes that remain intact following 
rapamycin treatment are still susceptible to losing feedback 
inhibition. This likely explains the cell-to-cell variability in 
AKT phosphorylation following prolonged rapamycin treat-
ment. For example, even if most mTORC2 complexes are 

https://CafePezeshki.IR



II. Cancer Biology188

disrupted by rapamycin, what remains intact is hyperactive, 
and consequently AKT phosphorylation can appear insen-
sitive to rapamycin or increase. Exactly what determines 
whether AKT phosphorylation in a particular cancer cell 
will show increased, decreased, or no sensitivity to rapamy-
cin remains a mystery. Nevertheless, inhibition of mTORC2 
following chronic exposure to rapamycin could explain the 
drug’s effectiveness in certain cancers as well as some of its 
side effects. Dissecting the molecular mechanisms by which 
rapamycin functions and identifying biomarkers predictive of 
rapamycin sensitivity remains an important area of research.

Next-generation mTOR inhibitors are ATP competi-
tive inhibitors (discussed earlier). Therefore, unlike the rapa-
logues (which are allosteric inhibitors), these drugs directly 
target mTOR kinase activity.2,5 Consequently, the ATP 
competitive inhibitors more completely inhibit mTORC1 
and also inhibit mTORC2. The mTOR ATP-competitive 
inhibitors are having a major impact in basic research, and 

several versions are being evaluated in clinical trials as anti-
cancer drugs with the hope that they will outperform the 
rapalogues. Their tolerability remains to be seen, but early 
data are encouraging. Notably, losing feedback inhibition 
remains a challenge with these inhibitors because, despite 
the fact that they inhibit mTORC2 as well, the mTORC2 
substrate AKT is also regulated by the PDK1 kinase, which 
increases activity following mTORC1 inhibition because the 
negative feedback is lost (see Figure 12-2). A related class  
of inhibitors is called the dual-specificity inhibitors, which 
target mTORC1, mTORC2, and PI3K. Dual inhibition is 
possible because the kinase domains of mTOR and PI3K 
are structurally similar, even though mTOR phosphory-
lates proteins and PI3K phosphorylates lipids. The dual-
specificity inhibitors could have an advantage because by 
also inhibiting PI3K, they can mitigate the effects of los-
ing the mTORC1-dependent negative feedback inhibition 
of PI3K-AKT signaling (see Figure 12-2). Because many 
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inhibitors (A) Simplified depiction of how the mTOR signaling circuitry is wired (described in the text). Note that PI3K is shown here activating 
mTORC2; however, exactly how growth factors activate mTORC2 is unknown. (B) Rapamycin (or the rapalogues) only partially inhibits mTORC1 and 
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research studies and clinical trials are ongoing with both 
ATP-competitive and dual-specificity mTOR inhibitors, it 
should soon become clear to what extent they will be useful 
clinically.

Beyond the obvious rationale for targeting mTOR 
in human cancer, a variety of tumor-prone syndromes are 
also linked to mutations that impinge on mTOR (see Table 
12-1).18,39-42 These include tuberous sclerosis complex 
(caused by mutations in the TSC1 or TSC2 genes, a related 
disease called lymphangioleiomyomatosis or LAM (TSC1 
and TSC2), Cowden disease (PTEN), Bannayan-Riley-
Ruvalcaba syndrome (PTEN), Proteus and Proteus-like 
syndrome (PTEN), Peutz-Jeghers syndrome (LKB1—
an upstream activator of AMPK), and neurofibromatosis 
(NF1—a negative regulator of Ras-PI3K activity). Patients 
suffering from these syndromes are candidates for therapeu-
tic intervention with mTOR inhibitors.

Tuberous sclerosis complex is characterized by benign 
tumors that can grow in the brain, kidney, heart, eyes, lungs, 
and skin and can be devastating and fatal depending on the 
degree of penetrance and location of the tumors. LAM usu-
ally affects women and results in abnormal growth of smooth 
muscle cells in the lungs that severely compromises respira-
tion. The discovery that TSC negatively regulates mTORC1 
propelled rapamycin into clinical trials to treat patients suf-
fering from these diseases. Some features of tuberous scle-
rosis complex, such as the appearance of abnormally large 
astrocytomas in the brain, are reduced in size following 
rapamycin treatment, and everolimus is now FDA approved 
for treating this disease. Notably, the TSC complex may also 
have mTORC1-independent functions, and some studies 
have concluded that not all cellular phenotypes associated 
with losing TSC function are mTOR dependent. Although 
the rationale to use mTOR inhibitors to treat tuberous scle-
rosis complex and LAM is compelling, it will be important 
to consider the mTOR-independent roles of TSC when 
evaluating trial results.

Inactivation of PTEN can cause Cowden disease 
in addition to cancer. Cowden disease is characterized by 
hamartomas present in the skin, mucosa, gastrointestinal 
tract, bones, central nervous system, eyes, and genitouri-
nary tract. Patients are at a high risk for breast and thy-
roid carcinoma. As described earlier, PTEN negatively 
regulates the PI3K-AKT signaling pathway, which can 
subsequently inactivate the TSC complex. Peutz-Jeghers 
syndrome is caused by inactivation of the LKB1 tumor 
suppressor and results in intestinal hamartomatous pol-
yps and increased risk of intestinal cancer. LKB1 is a 
protein kinase that phosphorylates and activates AMPK. 
As discussed earlier, AMPK inactivates mTORC1 fol-
lowing energy depletion by promoting TSC function and 

by phosphorylating Raptor. Neurofibromatosis primar-
ily results in tumors growing on nerve tissue but can also 
cause skin and bone abnormalities. The disease results 
from inactivation of NF1, a Ras-GTPase activating pro-
tein that, when absent, renders phosphorylation of TSC2 
and S6K1 by AKT and mTORC1, respectively, resistant 
to growth factor (but not nutrient) withdrawal. Loss of 
NF1 leads to accumulation of Ras in the active GTP-
bound state, suggesting that Ras, a well-known oncogene, 
also affects mTORC1 activity.

The links between signaling networks that control cell, 
organ, and organism growth through mTOR and the onset 
of human cancer suggest that therapeutic interventions tar-
geting this pathway and its regulators could have promise. 
The potential for rapamycin and its analogs in treating can-
cer and other growth diseases captivated the pharmaceuti-
cal industry, and substantial investments in its development 
have led to extensive and ongoing clinical assessment. Despite 
years of research, rapamycin’s mechanism of action remains 
enigmatic, and it is now clear that rapamycin only partially 
inhibits mTORC1. Effective use of the drug as an anticancer 
agent will require a deeper understanding of why only subsets 
of cancer cells are sensitive and whether there are efficacious 
combination therapies that can be exploited. Discovering that 
mTOR exists in at least two distinct complexes with differ-
ing sensitivity to rapamycin provided a strong rationale for 
developing novel inhibitors that target both complexes. Pre-
clinical and clinical trials should soon inform the community 
of how efficacious these drugs will be. Other new potential 
avenues for developing mTORC1 pathway inhibitors include 
targeting the amino acid– and glucose-sensing pathway that 
delivers mTORC1 to the lysosome. However, it is possible 
that mTORC1 is so essential for maintaining normal cellular 
homeostasis that inhibiting it systemically will be too toxic 
to normal cells. Selectively inhibiting mTORC2 is an alter-
native strategy, at least in PI3K-driven cancers, as this could 
be less toxic to normal cells and leave mTORC1-dependent 
negative feedback loops largely intact. This, however, may 
prove to be a daunting task, as there is currently no obvious 
mTORC2 functional domain (outside the mTOR kinase 
domain) or essential upstream kinase that can be targeted. 
Because unique interacting proteins define the mTOR com-
plexes, potential exists for developing mTORC2-selective 
inhibitors that might disrupt complex integrity or localiza-
tion. Obtaining greater knowledge of the structure and func-
tion of the individual mTORC2 subunits will be essential for 
this endeavor. The discovery that prominent cancer pathways 
impinge on mTOR signaling has provided many new poten-
tial avenues for drug development, and ongoing efforts to 
develop mTOR inhibitors will undoubtedly affect the care of 
cancer patients.
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Why Is Metabolism Important to an 
Understanding of Cancer?

At its heart, cancer is a disease of abnormal proliferation. 
Proliferation represents a distinct metabolic challenge: cells 
must replicate all of their proteins, lipids, and nucleic acids 
to generate a daughter cell. This process requires vast inputs 
of energy and raw materials. As a result, proliferating cells 
take up large quantities of nutrients in order to engage the 
biosynthetic reactions that support cell growth. Unsurpris-
ingly, cancer cells exhibit many of the metabolic features that 
are characteristic of proliferating cells.1 Given the logical 
association between metabolism and proliferation, it is not 
surprising that the study of cancer metabolism could yield 
diagnostic and therapeutic opportunities. Indeed, the pro-
pensity of cancer cells to take up high levels of glucose has 
been exploited clinically. For example, uptake of radioactive 
glucose analogs, measured by positron emission tomography, 
can be used to diagnose and monitor glucose-avid tumors.

Over the past decade, the study of cancer has become 
increasingly entwined with the study of cellular metabolism. 
Altered metabolism is a common feature of cancer cells, and 
most oncogene and tumor suppressor pathways directly regu-
late cellular metabolic pathways.2 Moreover, cancer-associated 
metabolic alterations can in turn signal to alter the expression 
or activity of oncogenic pathways.3 This chapter provides an 
overview of the metabolic changes associated with cancer cells, 
the genetic mechanisms that regulate tumor metabolism, and 
the clinical implications of altered cancer metabolism.

The Metabolic Requirements  
of Cell Proliferation

Proliferating and nonproliferating cells have very differ-
ent metabolic requirements. Nonproliferating cells must 
maintain an ample supply of energy to fuel basic cellular 

processes, such as maintaining ion gradients and support-
ing transcription and translation, in addition to fulfilling 
their tissue-specific biological roles. This energy, usually 
in the form of adenosine triphosphate (ATP), is generated 
primarily in the mitochondrion. The basic building blocks 
of carbohydrates, lipids, and proteins (glucose, fatty acids, 
and amino acids, respectively) can be broken down in the 
tricarboxylic acid (TCA) cycle and the NADH generated 
by their oxidation used to produce ATP using oxidative 
phosphorylation (OXPHOS) (Figure 13-1).4 This effi-
cient conversion of nutrients into energy permits relatively 
low levels of nutrients to support the metabolic demands of 
quiescent cells.

In contrast, proliferating cells face the challenge of dou-
bling all of the macromolecules in the cell in order to divide 
into two daughter cells. Cells must produce abundant nucleic 
acids, amino acids, and fatty acids in order to synthesize the 
DNA, proteins, and membranes that are necessary to repli-
cate themselves. The process of synthesizing macromolecules, 
known as anabolism or anabolic metabolism, requires three 
main inputs that are critical for the process of cell growth:
  
 1.  Substrates. Extensive intracellular metabolic networks 

ensure that mammalian cells can generate many of the 
metabolic building blocks required for growth from rel-
atively few inputs. For example, humans can synthesize 
11 amino acids (which are consequently known as the 
nonessential amino acids) by rearranging the nitrogen 
and carbon backbones of other dietary inputs. (The other 
9 amino acids are considered “essential” amino acids, as 
they cannot be synthesized in human cells.) In most cell 
types, glucose is the most important substrate for anabolic 
metabolism, because by-products of glucose breakdown 
(or catabolism) can contribute to the production of non-
essential amino acids as well as nucleic acids and lipids. 
Most reduced nitrogen utilized for cell growth is taken 
into cells as glutamine. Glutamine plays a critical role 
providing nitrogen for nucleotide and nonessential amino 
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acid synthesis.5 Like glucose, glutamine can also provide 
carbon units for fatty acid synthesis. Given their impor-
tance as central metabolites bridging both anabolic and 
catabolic pathways, glucose and glutamine are major fuels 
for cell proliferation and are discussed in detail later in 
this chapter. Cell proliferation requires numerous other 
substrates, including essential amino acids and a variety 
of vitamins and minerals, which will not be discussed (for 
more reading, see Ref. 6).

 2.  Chemical energy. Intramolecular bonds store large amounts 
of energy. Consequently, catabolism of macromolecules 
releases energy, which is harnessed either directly by driv-
ing the production of ATP or indirectly by reducing the 
electron carrier NAD+ to NADH, which in turn fuels 
ATP production via OXPHOS. Conversely, macromo-
lecular synthesis requires extensive energy input. Sepa-
rately, protein translation and DNA replication consume 
significant amounts of ATP. In contrast to nonprolifer-
ating cells, a significant portion of the ATP required to 

sustain cell proliferation is produced by glycolysis, which 
is upregulated in rapidly dividing cells.

 3.  Reducing equivalents. Just as many catabolic reactions involve 
the oxidation, or removal of electrons from metabolites to 
electron carriers such as NADP+ or NAD+, several anabolic 
reactions require the input of electrons as reducing agents to 
forge intramolecular bonds. Reducing equivalents, primar-
ily in the form of NADPH, carry these electrons for use in 
anabolic pathways. Fatty acid, nucleic acid, and nonessential 
amino acid synthesis consume large amounts of NADPH. 
The relative levels of NADPH/NADP+ and NADH/
NAD+ often reflect the “redox” status of the cell—the extent 
to which the cell has more reduced electron carriers (higher 
NAD(P)H/NAD(P)+ ratio) or more oxidized electron 
carriers (lower NAD(P)H/NAD(P)+ ratio). Cellular redox 
balance is tightly controlled by many factors and can contrib-
ute to cancer growth, proliferation, and survival in numerous 
ways.7 For proliferating cells, a large fraction of NADPH 
and NADH may be generated by glucose catabolism.8
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Figure 13-1 Mitochondria efficiently degrade metabolic fuels to generate ATP Metabolic fuels—carbohydrates, fats, and proteins—are broken 
down into their constituent units: glucose, fatty acids, and amino acids. These molecules are further degraded into metabolic intermediates that enter 
the tricarboxylic acid (TCA) cycle. Glucose-derived pyruvate, fatty acids, and many amino acids enter the TCA as acetyl-CoA, which condenses with oxa-
loacetate to form citrate. A series of biochemical reactions oxidize citrate back to oxaloacetate, while using the high-energy electrons released by these 
oxidation reactions to reduce the electron carriers NAD+ and FAD to NADH and FADH2, respectively. NADH and FADH2 carry these electrons to complex I 
and complex II of the electron transport chain, regenerating NAD+ and FAD. The high-energy electrons are passed through the electron transport chain 
(complex I-III-IV or complex II-III-IV), and their energy is used to pump protons from the mitochondrial matrix into the inner membrane space, generat-
ing an electrochemical gradient known as the mitochondrial membrane potential. Ultimately, the electrons reduce molecular oxygen to form water. The 
energy released by protons flowing down their electrochemical gradient through complex V/ATP synthase is harnessed to synthesize ATP from ADP 
and Pi. Reactive oxygen species (ROS) are formed when electrons leak out of the electron transport chain prematurely, combining with oxygen to form 
the superoxide radical (O2

.−). Although ROS is an inevitable by-product of oxidative phosphorylation, its production can be increased whenever flow 
through the electron transport chain is slowed, whether by heightened membrane potential or reduced oxygen concentrations. Metabolites are shown 
in blue. Electron carriers are shown in green.
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Regulation of Cell Metabolism

During conditions of nutrient scarcity, anabolic programs are 
suppressed in favor of energy-generating catabolic pathways. 
Conversely, multiple cellular metabolic pathways must be 
coordinately rewired to support cell proliferation. Elevated 
nutrient uptake—particularly of glucose and glutamine—
provides the substrates for cell growth. Rapid catabolism of 
glucose via glycolysis produces sufficient ATP and NADPH 
to support energy-dependent anabolic reactions while gener-
ating the metabolic intermediates that will be critical for mac-
romolecular biosynthesis. Similarly, catabolism of glutamine 
will help maintain bioenergetics while ensuring adequate 
substrates for cell growth. Multiple regulatory mechanisms 
ensure that energy production and macromolecular biosyn-
thesis are appropriately balanced with the metabolic needs 
of the cell.

Unicellular organisms are directly exposed to the 
environment and any fluctuations in nutrient availability 
that may occur. Consequently, these organisms have elegant 
mechanisms to sense the available nutrients and rewire their 
metabolism accordingly. Thus, for unicellular organisms, 
nutrient availability directly controls the signals that regulate 
growth and proliferation. If a unicellular organism is in an 
environment with abundant nutrients, these nutrients will 
directly activate signaling pathways that instruct the cell to 
engage anabolic metabolic pathways and to undergo cell 
division. Conversely, conditions of low nutrient availability 
will halt cell growth and division. Cells will engage catabolic 
pathways in order to produce energy to survive through the 
period of scarcity (Figure 13-2).

In contrast, metazoans have complex organ systems that 
maintain a relatively constant level of extracellular nutrients 
throughout the body. Cell-autonomous metabolic regulation 
would be catastrophic, as well-fed cells might undergo aber-
rant growth and proliferation. Thus, nutrient availability alone 
cannot determine whether cells engage anabolic or catabolic 
pathways; the metabolism of individual cells must be aligned 
with the needs of the organism as a whole. This coordination 
is largely achieved through extracellular growth factors that 
regulate nutrient uptake and utilization. Binding to recep-
tors on the cell surface, growth factors stimulate intracellu-
lar signal-transduction cascades that regulate many facets of 
nutrient uptake and metabolism. In particular, growth factor 
signaling enables cells to take up high levels of nutrients such 
as glucose and glutamine and to engage in anabolic pathways 
supporting cell growth (see Figure 13-2).9 In this manner, sys-
temic signals can target individual cells (expressing the proper 
growth factor receptor) to induce specific activities, thereby 
ensuring that the behavior of individual cells is tailored to the 
needs of the entire organism. In the absence of growth fac-
tor signaling, metazoan cells are largely quiescent, maintaining 
homeostasis by the efficient degradation of the limited nutri-
ents they are directed to take up. By engaging oxidative, cata-
bolic pathways that preserve intracellular energy levels, these 
cells are able to survive and fulfill their allotted functions.

Most cells have the capacity to engage both anabolic 
and catabolic pathways, and the balance between the two—
the balance that guards against inappropriate cell prolifera-
tion while maintaining cell survival—is carefully regulated 
by a number of factors. External signals such as growth fac-
tors instruct the cell to grow, activating anabolic reactions 
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Figure 13-2 Proliferative metabolism is differentially regulated in single-cellular and multicellular organisms Quiescent cells in both 
single-cellular organisms and multicellular organisms engage in oxidative metabolism, efficiently converting available nutrients to ATP and carbon 
dioxide. In the presence of abundant nutrients, single-cellular organisms will engage in proliferative metabolism, consuming high levels of nutrients 
to produce biomass while excreting large amounts of lactate or other anaerobic fermentation products, such as ethanol. In contrast, the presence of 
abundant nutrients is insufficient to trigger proliferative metabolism in multicellular organisms, which require additional growth factor signals in order 
to engage proliferative metabolism. Once stimulated, these cells will undergo high rates of glycolysis to fuel cell growth.
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and driving nutrient uptake accordingly. The activities of 
key metabolic enzymes that determine whether metabolites 
enter anabolic or catabolic pathways are regulated by post-
translational modifications, most commonly phosphory-
lation triggered by growth factor signaling. Metabolites 
themselves function as critical allosteric regulators of meta-
bolic enzyme activity, increasing or inhibiting flux through 
metabolic pathways according to the needs of the cell. For 
example, signals of abundant energy stores such as ATP and 
NADH can allosterically inhibit multiple enzymes that oth-
erwise promote the channeling of metabolites into catabolic, 
energy-producing pathways. This allows for the diversion of 
metabolites toward anabolic processes when energy supply 
is plentiful. Similarly, both metabolic cues and growth fac-
tor signaling pathways can regulate the expression levels of 
metabolic enzymes. Through these mechanisms, cells care-
fully control the activation of anabolic or catabolic metabolic 
programs and ensure that during cell proliferation, metabolic 
pathways are coordinately rewired to support cell growth.

A major hallmark of cancer is the development of cell-
autonomous regulation of cell growth.10 Through multiple 
genetic events, including activation of growth factor signal 
transduction pathways (oncogenes) and loss of inhibitory 
signals (tumor suppressors), cancer cells circumvent depen-
dence on external growth factor signaling. Constitutive 
activation of growth factor signaling pathways ensures that 
cancer cells are not subject to the normal regulation of meta-
zoan cells. Consequently, cancer cells exhibit metabolic trans-
formation, taking up high levels of nutrients and engaging in 
proliferative metabolism to support unchecked cell growth.

The Metabolic Profile of Cancer Cells

It is increasingly clear that cancer cells exhibit metabolic pheno-
types that are similar to rapidly proliferating normal cells, with 
the major difference that the metabolic alterations in cancer 
cells stem from oncogenic cell-autonomous signaling, rather 
than the appropriate result of specific growth signals originat-
ing outside the cell. The characteristic metabolic features of 
rapidly proliferating tumor cells include elevated glucose uptake 
and glycolysis, increased glutamine uptake and utilization, and 
enhanced lipid and nucleotide biosynthesis. This section dis-
cusses the common metabolic signatures of tumor cells and 
how these metabolic alterations may support tumor growth.

Aerobic Glycolysis: The Warburg Effect

The most well-known and prevalent metabolic change 
associated with cancer cells is the enhanced uptake and 

metabolism of glucose, often referred to as the Warburg effect. 
In 1926, Otto Warburg noted that rapidly proliferating asci-
tes cancer cells take up high levels of glucose and produce 
large amounts of lactate, even in the presence of oxygen. 
This finding was not intuitive: Work begun by Louis Pas-
teur had shown a clear inverse relationship between oxygen 
availability and the rate of glucose fermentation to lactate. 
The ability of eukaryotic cells to switch between anaerobic 
energy production through fermentation to aerobic energy 
production through oxidative phosphorylation depend-
ing on the presence of oxygen is known as the Pasteur effect 
(Figure 13-3). In cancer cells in the presence of oxygen, one 
might expect glucose to be metabolized to pyruvate, which 
would then be completely oxidized in the mitochondrion 
to produce ATP through the oxygen-dependent process of 
oxidative phosphorylation (see Figure 13-1). The surprising 
observation that cancer cells converted pyruvate to lactate 
despite abundant oxygen availability—the process of aero-
bic glycolysis—led Warburg to speculate that mitochondrial 
function is impaired in tumor cells, forcing a reliance on gly-
colytic metabolism.11

We now know that most cancers do not exhibit 
impaired mitochondrial energy production.12 Moreover, 
research increasingly suggests that mitochondrial metabolic 
pathways are not simply catabolic and energy-producing; 
they may also play a critical role supporting anabolic bio-
synthetic pathways, as discussed later. These findings indi-
cate that high aerobic glycolysis is not the secondary result 
of a metabolic failure, but rather a specific adaptation that 
promotes cell growth. Despite the centrality of the Warburg 
effect to cancer cell metabolism, there is still some debate as 

High glucose Low glucose
Crabtree effect

Pasteur effect
0% O2 21% O2

OXIDATIVE PHOSPHORYLATION
1 glucose      38 ATP

GLYCOLYSIS
1 glucose      2 ATP + 2 NADH

Figure 13-3 Normal, nonproliferating cells coordinate the bal-
ance between glycolysis and oxidative phosphorylation based 
on oxygen and glucose availability The Crabtree effect describes 
the inverse relationship between glucose availability and oxidative 
phosphorylation. In normal cells, abundant glucose promotes glyco-
lytic metabolism and inhibits oxidative metabolism; conversely, low 
glucose availability stimulates mitochondrial oxidative phosphorylation 
to maximize ATP production from the available glucose. Similarly, the 
Pasteur effect summarizes the influence of oxygen tension on cellular 
metabolism: as cells adapt to low oxygen, they reduce their reliance on 
oxygen-dependent oxidative phosphorylation and increase their glyco-
lytic rate to compensate. The Warburg effect appears to contradict these 
relationships, as highly proliferative cells undergo glycolytic metabolism 
even in the presence of abundant oxygen.
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to how aerobic glycolysis confers a proliferative advantage to 
tumor cells.

The Paradox of the Warburg Effect

Glycolysis comprises a series of reactions that convert 1 mol-
ecule of glucose to 2 molecules of pyruvate, generating 2 mol-
ecules each of ATP and NADH (Figure 13-4). If oxygen 
is present, pyruvate is converted to acetyl-CoA in the mito-
chondrion, and acetyl-CoA is oxidized by the TCA cycle, 
producing 1 molecule of GTP and four pairs of high-energy 
electrons that will be used to fuel OXPHOS (3 molecules 
of NADH and 1 molecule of FADH2). As the glycolytic 
reactions occur in the cytosol, the reducing equivalents of 
the NADH generated by glyceraldehyde-3-phosphate dehy-
drogenase (GAPDH) must be transferred to the mitochon-
drion in order for their energy to be harnessed into ATP. 
The malate-aspartate shuttle and the glycerol-3-phosphate 
shuttle transfer the electrons into the mitochondrion for 
oxidation by the electron transport chain. All together, this 

process of complete glucose oxidation produces 38 mol-
ecules of ATP. Thus, when oxygen is present, glucose can be 
efficiently converted to ATP while regenerating the NAD+ 
required to maintain glycolysis.

If NADH is not oxidized to NAD+, the subsequent 
depletion of NAD+ will inhibit GAPDH and block glycoly-
sis. To avoid this, under anaerobic conditions lactate dehy-
drogenase (LDH) reduces pyruvate to lactate, consuming 
NADH and producing NAD+. In total, therefore, anaerobic 
glycolysis yields two molecules of ATP and two molecules of 
lactate that are secreted from the cell.

The paradox of the Warburg effect is that cells convert 
pyruvate to lactate even in the presence of oxygen. If glu-
cose oxidation produces 19 times more ATP than anaerobic 
glycolysis, what benefit could a cell gain from choosing the 
less efficient route? And why would a cell that is growing 
rapidly throw away valuable carbon units in the form of lac-
tate? Warburg’s studies described an astonishing rate of lac-
tate production in ascites tumor cells—cells produced up to 

Figure 13-4 Glycolysis produces 2 ATP and 
2 NADH for each molecule of glucose Glu-
cose is metabolized to pyruvate through a 
series of biochemical reactions in the cytosol of 
the cell. This process yields a net of 2 ATP and 
2 NADH molecules for each molecule of glu-
cose. Pyruvate can be converted to lactate to 
regenerate the NAD+ required to maintain flux 
through glycolysis, transaminated to alanine, 
or transported to the mitochondrion for further 
oxidation. Circles represent the number of car-
bons in each metabolite. Enzymes are shown 
in blue; reduced NADH is shown in green; 
ATP is shown in orange. ALDO, aldolase; ALT, 
alanine transaminase; ENO, enolase; GAPDH, 
glyceraldehyde-3-phosphate dehydrogenase; 
HK, hexokinase; LDHA, lactate dehydrogenase; 
PFK, phosphofructokinase; PGAM, phos-
phoglycerate mutase; PGI, phosphoglucose 
isomerase; PGK, phosphoglycerate kinase; 
PK, pyruvate kinase; TPI, triosephosphate 
isomerase.
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30% of their dry weight in lactic acid per hour.13 Although it 
is now known that this is a much higher rate than for most 
tumors, it is clear that aerobic glycolysis occurs at a high rate 
in many tumor cells. There are several potential explana-
tions for how tumors could sustain such apparently waste-
ful metabolism and the benefits that rapid aerobic glycolysis 
might bestow:
  
 1.  Aerobic glycolysis is a source of rapid ATP generation. According 

to Warburg’s calculations, the high rate of glucose consump-
tion enabled cells to produce approximately the same amount 
of ATP through fermentation as through respiration.11 Sim-
ilarly, a series of studies demonstrated that stimulating cells 
to proliferate increased ATP turnover, as expected; however, 
the increased ATP demand was met entirely by increased 
glycolytic flux and not by any increase in ATP production by 
oxidative phosphorylation.14 Thus, the relative inefficiency of 
ATP production may be counterbalanced by the high rate of 
glucose consumption. Furthermore, tumor cells may extract 
more than two molecules of ATP per molecule of glucose: 
Several studies demonstrate that cytosolic-mitochondrial 
NADH shuttles are active in tumor cells, indicating that 
tumors can oxidize GAPDH-derived NADH in the mito-
chondrion to produce ATP.15-18 In addition, glycolysis gener-
ates cytosolic ATP very rapidly: The conversion of glucose to 
lactate can take mere seconds. This could benefit tumor cells 
undergoing high rates of protein, lipid, and nucleotide bio-
synthesis. Thus, as long as glucose supplies are not limited, 
high levels of glycolysis may provide an advantageously rapid 
and plentiful source of ATP.

 2.  Adaptation to hypoxia. Cells in solid tumors experience 
notoriously harsh and varied metabolic conditions as 
tumor growth disrupts the normal tissue architecture. 
Blood vessels inside the tumors are often dysfunctional 
or nonexistent. Consequently, tumor cells commonly 
experience periods of intermittent hypoxia. Survival 
in hypoxia requires metabolic adaptations, including 
increasing glycolysis and downregulating mitochondrial 
fuel oxidation.19 A cell already primed with these meta-
bolic adaptations would be more likely to survive inside 
a solid tumor. Indeed, cells cultured ex vivo from solid 
tumors often display high lactate production even when 
well oxygenated, suggesting that elevated glycolysis is a 
fundamental feature that either predisposes cells toward 
tumor formation or is selected for early in tumor devel-
opment. It is worth noting that because hypoxia typi-
cally results from inadequate blood supply, cells rarely 
experience hypoxia without concomitant deprivation 
of nutrients such as glucose that are also provided by 
the vasculature. Thus, although glycolytic metabolism 
may increase the likelihood of survival during periods 
of intermittent hypoxia, sustained hypoxia will likely 

negatively influence cell growth regardless of metabolic 
adaptations.

 3.  Acidification of microenvironment. There is some evidence 
that the apparently wasteful secretion of lactate may itself 
confer a selective advantage to tumor development. Cells 
export lactate through the family of H+-linked monocar-
boxylate transporters. By acidifying the microenviron-
ment, lactate export may promote the death of normal 
cells and extracellular matrix degradation to enhance 
tumor invasion.20 In support of this model, studies sug-
gest that acidic conditions can stimulate tumor cell inva-
sion in  vitro, and in  vivo interventions to increase pH 
can reduce spontaneous metastases.21 Intriguingly, some 
studies suggest that lactate may also be used as a fuel 
source. Lactate exported from hypoxic cells can be used 
as a substrate for oxidative metabolism in normoxic cells 
within the same tumor, preserving glucose for the hypoxic 
cells while providing fuel for the normoxic cells.22 Thus, 
lactate production may not be an unfortunately costly 
by-product of glycolytic metabolism, but may also serve 
pro-tumorigenic roles. Indeed, blocking conversion of 
pyruvate to lactate by suppressing LDH expression can 
impair tumorigenesis.23 Clearly, the production of lactate 
is critical for cancer cell growth, whether by maintaining 
oxidized NAD+ to promote glycolysis, acidifying tumor 
surroundings to promote cancer cell survival, or providing 
a means for efficient substrate allocation in a metabolically 
diverse microenvironment.

Glycolysis Provides Key Intermediates  
to Support Cell Growth

The preceding examples provide clues for how rapid aerobic 
glycolysis might provide a growth or survival advantage to 
tumor cells. However, we now know that aerobic glycoly-
sis as Warburg described it—the conversion of glucose to 
lactate—is not the exclusive fate of glucose in cancer cells. 
Glucose is a major source of many of the building blocks of 
macromolecular biosynthesis, and it is clear that these vari-
ous anabolic fates of glucose are an important component of 
the elevated glycolysis in cancer cells.

Glucose-Derived Metabolites Contribute to All 
Classes of Macromolecules

Glycolytic flux provides substrates for biosynthetic reac-
tions that are required for the synthesis of lipids, nucleotides, 
and proteins (Figure 13-5). Glycolytic intermediates can be 
diverted to the pentose phosphate pathway to produce ribose 
5-phosphate, which serves as the foundation for the de novo 
synthesis of purines and pyrimidines. The oxidative arm of 
the pentose phosphate pathway also generates NADPH, 
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which can provide reducing equivalents for nucleotide and 
fatty acid synthesis. Similarly, the glycerol required for phos-
pholipid synthesis is derived from the glycolytic intermedi-
ate dihydroxyacetone phosphate. As the major component 
of mammalian cell membranes, phospholipid synthesis is 
critical for cell growth. Glycolytic intermediates can also con-
tribute to amino acid synthesis: 3-Phosphoglycerate can be 
converted to serine and ultimately glycine.

A series of recent studies documenting tumors whose 
growth depends on diversion of glycolytic flux to anabolic 
pathways lends support to the hypothesis that glycolytic 
intermediates play a key role fueling tumor growth. Phos-
phoglycerate dehydrogenase (PHGDH), the enzyme that 
catalyzes the first step of the serine synthesis pathway that 
branches from glycolysis, is frequently amplified in mela-
noma and breast cancers, and flux into the serine synthesis 
pathway can support tumor cell growth.24,25 Similarly, mul-
tiple tumor types display high levels of glycine decarboxylase 
(GLDC), which generates methylene tetrahydrofolate nec-
essary for pyrimidine synthesis, and GLDC expression can 
promote cellular transformation and tumorigenesis.26

Macromolecular Synthesis, Not ATP, May Be  
the Major Purpose of Elevated Glycolysis in  
Cancer Cells

The importance of glycolytic intermediates as biosynthetic 
building blocks supporting cell proliferation was under-
scored by the observation that most proliferating cells 
express the M2 isoform of pyruvate kinase (PK), whereas 
quiescent cells express the PKM1 isoform.27 Pyruvate 
kinase catalyzes the final ATP-producing step of glycolysis, 
converting phosphoenolpyruvate to pyruvate. Perhaps coun-
terintuitively, PKM2 has less intrinsic activity than PKM1; 
PKM2 is also inhibited by growth factor signaling. These 
observations suggest that inhibiting the final step of glycolysis 
can be beneficial for cell growth. By slowing the final step 
of glycolysis, PKM2 enables accumulation of upstream gly-
colytic intermediates that can then be diverted into biosyn-
thetic pathways. These findings indicate that proliferating 
cells do not undergo glycolysis for the sole purpose of ATP 
production; rather, they appear to selectively slow pyruvate 
production in order to maximize the flow of glucose carbons 
into anabolic pathways.
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Figure 13-5 Glucose metabolism provides critical intermediates for cell growth Glycolytic intermediates provide the substrates for the 
pentose phosphate pathway (PPP) that generates the ribose 5-phosphate that is critical for nucleotide biosynthesis. The oxidative arm of the 
PPP, which utilizes glucose 6-phosphate, additionally generates NADPH. Glycerol 3-phosphate, which contributes the glycerol head groups for 
phospholipid biosynthesis, is formed from the intermediate dihydroxyacetone phosphate. 3-Phosphoglycerate provides the foundation for the 
serine synthesis pathway, which can further fuel glycine production for protein synthesis. This pathway also contributes to the pool of one-carbon 
units (CH2-THF) that are used in nucleotide biosynthesis. Glucose-derived citrate provides the acetyl-CoA that represents the fundamental building 
block for the synthesis of the fatty acids that comprise cellular lipids. Key metabolic enzymes are shown in blue; NADPH required for biosynthetic 
reactions is shown in green. CH2-THF, methylene tetrahydrofolate; GLDC, glycine decarboxylase; PHGDH, phosphoglycerate dehydrogenase; PKM2, 
pyruvate kinase M2 isoform; PPP, pentose phosphate pathway; THF, tetrahydrofolate.
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Expression of PKM2 may have the added benefit of 
reducing ATP production. Although ATP is required for 
anabolic reactions, NADPH is quantitatively more impor-
tant. Biosynthesis of many macromolecules requires more 
reducing equivalents than energy from ATP.1 Consequently, 
if all glucose were oxidized completely, ATP production 
would far outstrip NADPH production, thus greatly cir-
cumscribing potential cell growth. Furthermore, ATP is a 
potent inhibitor of phosphofructokinase-1, a key enzyme in 
the regulation of glycolysis, and so ATP produced in excess 
of biosynthetic demands would have the adverse effect of 
blocking glycolysis, further reducing NADPH production.

Although cancer cells preferentially reduce pyruvate 
kinase activity, the final step in glycolysis cannot be abrogated 
completely, as pyruvate fulfills many important metabolic roles. 
The pyruvate produced at this step has three fates: It can be 
transaminated to alanine, reduced to lactate to regenerate 
NAD+, or imported to the mitochondrion, where it is converted 
to acetyl-CoA that can enter the TCA cycle. In many tumors, 
glucose consumption is high enough to support anabolic path-
ways while also maintaining pyruvate flux into the mitochon-
dria and still resulting in high amounts of lactate secretion. It is 

likely that reducing pyruvate kinase activity slows glucose flux 
through glycolysis in order to increase the likelihood that glu-
cose can be diverted into anabolic pathways rather than being 
completely and rapidly exported as lactate or oxidized in the 
mitochondria. Given the high rates of lactate produced from 
glucose (as much as 90% of glucose is converted to lactate and 
alanine in glioblastoma cells),28 cancer cells still have appreciable 
pyruvate consumption. It is likely that despite the high percent-
age of pyruvate that is secreted as lactate, the rate of glycolysis is 
so high that sufficient pyruvate remains to fuel the TCA cycle.

The TCA Cycle as a Biosynthetic Hub

Just as glycolytic intermediates are harnessed to support ana-
bolic pathways, proliferating cells rewire the TCA cycle to 
prioritize cell growth over ATP generation. In its traditional 
form, the TCA cycle begins with the condensation of pyru-
vate-derived acetyl-CoA with oxaloacetate to form citrate 
(Figure 13-6). A series of reactions in the mitochondrial 
matrix convert citrate back to oxaloacetate, releasing two car-
bons as two molecules of carbon dioxide and producing three 
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molecules of NADH and one molecule of FADH2. NAD+ 
and FAD are regenerated when NADH and FADH2 donate 
their electrons to support oxidative phosphorylation. The 
cycle can continue by combining the recycled oxaloacetate 
with a new molecule of acetyl-CoA. In this manner, the oxi-
dation of acetyl-CoA is used to maximize ATP production.

TCA Cycle Metabolites Are Required for 
Macromolecular Biosynthesis

In proliferating cells, citrate is not only oxidized in the TCA 
cycle but also can be exported to the cytosol where it is con-
verted back to oxaloacetate and acetyl-CoA by the enzyme ATP 
citrate lyase (ACL). Cytosolic acetyl-CoA provides the substrate 
for the synthesis of fatty acids, cholesterol, and prostaglandins 

(Figure 13-7). Through this pathway, glucose acts as the major 
substrate for de novo lipogenesis; consequently, ACL inhibition 
blocks cell proliferation and inhibits tumor growth.28-30

Citrate is not the only TCA cycle metabolite that has an 
important biosynthetic role. Oxaloacetate and α-ketoglutarate 
can provide the carbon backbone for nonessential amino 
acids, which are used for protein and nucleic acid synthesis 
(see Figure 13-6). In this manner, multiple TCA cycle metab-
olites are diverted to other pathways that support cell growth.

Glutamine Plays Several Roles Supporting the TCA 
Cycle and Anabolic Metabolism

Although efflux of TCA cycle metabolites supports ana-
bolic reactions, this results in depletion of TCA cycle 
intermediates from the mitochondrial matrix. Growing 
cells must draw on alternative sources to maintain the 

Figure 13-7 Glucose-derived acetyl-CoA 
fuels lipid and sterol synthesis Pyruvate 
derived from glycolysis can generate citrate 
in the mitochondrion. This citrate can be 
exported to the cytosol to provide acetyl-CoA 
for the synthesis of fatty acids, phospholipids, 
cholesterol, and isoprenoids, all of which 
are critical for membrane biogenesis and 
function. Metabolites are in black; enzymes 
are in blue. ACC, Acetyl-CoA carboxylase; 
Ac-CoA, acetyl-CoA; ACL, ATP-citrate lyase; 
CDP, cytidine diphosphate; CoA-SH, coenzyme 
A; CTP, cytidine triphosphate; FAS, fatty acid 
synthetase; glycerol-3-P, glycerol 3-phos-
phate; HCS, HMG-CoA synthetase; HMG-CoA, 
3-hydroxy-3-methylglutaryl CoA; lyso PA, 
lysophosphatidic acid; Mal-CoA, malonyl-CoA; 
OAA, oxaloacetate; Pi, inorganic phosphate; 
R, acyl group on a lipid molecule.
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oxaloacetate required for citrate synthesis. Replenishment 
of TCA cycle intermediates, a process known as anaplero-
sis, is thus critical to maintain both a constant supply of 
metabolites for synthesis and appropriate ATP produc-
tion through oxidative phosphorylation. Most proliferat-
ing cancer cells meet their anaplerotic needs through the 
catabolism of glutamine (see Figure 13-6). Glutamine is 
converted to the TCA cycle intermediate α-ketoglutarate 
through a metabolic pathway known as glutaminolysis. 
Tumor cells take up high levels of glutamine, often in great 
excess of any other amino acid, and studies using carbon 
labeling techniques have demonstrated that glutamine is 
the major source of carbon for the cellular oxaloacetate 
pool in cancer cell lines.28

By maintaining flux through the TCA cycle—and there-
fore delivery of electrons to the electron transport chain—
glutamine plays a critical role maintaining mitochondrial 
bioenergetics in many cancer cells. Consequently, many cancer 
cell lines are absolutely dependent on glutamine for survival. 
Addition of cell-permeable TCA cycle analogs can rescue death 
of glutamine-deprived cells, highlighting the importance of glu-
tamine as an anaplerotic substrate in cancer cells.31,32

Proliferating cells rely on glutamine to fulfill additional 
biosynthetic roles. First, glutamine provides an important 
source of nitrogen for synthesis of nonessential amino acids 
and nucleotides. Glutamine is required for two independent 
steps in purine nucleotide synthesis, and oxaloacetate-derived 
aspartate is required for a third (Figure 13-8). Similarly, two 

Figure 13-8 Nucleotide biosynthesis 
requires multiple metabolic inputs Nucleo-
tide biosynthesis requires inputs from several 
metabolic pathways, highlighting why cells 
must coordinately regulate multiple metabolic 
pathways during proliferation. The de novo 
synthesis of purines (shown) and pyrimidines 
requires glucose, several amino acids, and 
one-carbon groups from folate metabolism. The 
origin of individual carbons and nitrogens on 
inosine monophosphate (IMP), the precursor to 
GTP and ATP, are color-coded in the purple box. 
α-KG, α-ketoglutarate; N10 formyl THF, N10 formyl 
tetrahydrofolate; 3-PG, 3-phosphoglycerate; β 
5-P-ribosylamine, β 5-phosphate-ribosylamine; 
PRPP, 5-phosphoribosyl pyrophosphate; ribose 
5-P, ribose 5-phosphate; P, phosphate group.
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steps of pyrimidine synthesis require glutamine. In all cases, 
glutamine donates nitrogen in the form of an amide group and 
is converted to glutamic acid, which provides a major source of 
nitrogen for amino acid synthesis. Transaminases can transfer 
the amine group from glutamic acid to α-ketoacids, which are 
themselves derived from the catabolism of glucose or gluta-
mine, producing alanine, serine, aspartate, and ornithine. In 
turn, these amino acids act as precursors for the synthesis of 
glycine, cysteine, arginine, and asparagine. Likewise, two enzy-
matic reactions directly convert glutamate to proline. In this 
manner, glucose and glutamine contribute to the synthesis of 
every nonessential amino acid except for tyrosine, which is 
directly produced from the essential amino acid phenylalanine.

Intriguingly, cancer cells may convert up to 60% of glu-
tamine carbon into lactic acid, an ostensibly wasteful secretion 
analogous to the Warburg effect.28 One possible explana-
tion for this behavior is that the conversion of glutamine 
to lactate produces NADPH, which is absolutely required 
for many anabolic reactions. NADPH is produced when 
malic enzyme converts glutamine-derived malate to pyru-
vate, which is subsequently reduced to lactate and secreted. 
In this manner, glutamine may contribute to all three needs 
of proliferating cells: Glutamine can provide the carbon and 
nitrogen for most metabolic building blocks, maintain ATP 
production to support bioenergetics, and generate reducing 
equivalents required for many anabolic reactions.

TCA Cycle Rearrangements Highlight the Role of 
TCA Cycle Metabolites as Biosynthetic Precursors

In proliferating cancer cells, the TCA cycle can behave more as 
a source of anabolic substrates rather than a bona fide cycle. A 
prime example of how the TCA cycle prioritizes biosynthetic 

reactions is the reductive carboxylation of α-ketoglutarate to 
isocitrate. During conditions of hypoxia or mitochondrial 
dysfunction, NADH accumulates from a combination of 
increased glycolysis and reduced oxidation of NADH by the 
electron transport chain. Depletion of oxidized NAD+ poses 
a bioenergetic challenge for the cell: Both the conversion of 
glucose-derived pyruvate to acetyl-CoA and the production 
of oxaloacetate through the enzymes of the TCA cycle require 
NAD+. Furthermore, during periods of acute hypoxia, pyru-
vate is converted to lactate at the expense of acetyl-CoA. Both 
of these events would strongly impair citrate production and 
thus cell growth. How, then, do hypoxic cells proliferate?

Several groups have demonstrated that under these con-
ditions, the TCA cycle can partially function in reverse (for 
examples, see Refs. 33-35). Normally, isocitrate dehydrogenase 
(IDH) catalyzes the oxidative decarboxylation of isocitrate to 
α-ketoglutarate, consuming NAD+ and producing NADH. 
When NAD+ is limiting, both the mitochondrial and cyto-
solic isoforms of IDH can function in reverse, carboxylating 
α-ketoglutarate to isocitrate and producing oxidized NADP+ 
(Figure 13-9). In this manner, cells can use glutamine-derived 
α-ketoglutarate to generate citrate, providing a mechanism to 
maintain anabolic reactions even under hypoxic conditions 
that characterize the tumor microenvironment.

Genetic Mechanisms Driving Cancer  
Cell Metabolism

Metabolic transformation is a common feature of tumorigene-
sis, occurring in many tumor types in diverse tissues. It is logical 
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that metabolic transformation and oncogenic transformation 
would go hand in hand: As cancer cells acquire mutations that 
enable pathological proliferation, they must also acquire the 
means to support cell growth. Thus, many of the mutations that 
promote cancer growth also trigger metabolic reprogramming. 
This section discusses several common genetic oncogenic events 
that reprogram metabolism to support tumor growth.

Activation of the PI3K Pathway Promotes 
Metabolic Transformation

In normal cells, extracellular cues regulate the intracellular 
signaling pathways that tightly coordinate metabolism and 
proliferation. In many cells, this coordination is accom-
plished by the phosphatidylinositol-3-kinase (PI3K) path-
way, a highly conserved signaling pathway that responds to 
a variety of extracellular cues. When growth factors bind to 
their cell surface receptors, receptor tyrosine kinases (RTKs) 
activate PI3K, which phosphorylates phosphatidylinositol 
lipids at the plasma membrane. These phosphorylated lip-
ids recruit and activate downstream effectors of the PI3K 
pathway, triggering an intracellular signaling cascade that 
promotes cell growth, survival, and metabolism.

Constitutive activation of PI3K provides a growth stim-
ulus and is therefore a major mechanism of tumorigenesis. In 
normal cells, PI3K activity is tightly guarded by a number of fac-
tors, ensuring that pathway activity is set at appropriate levels. 
RTK activity is strictly controlled by growth factor availability. 
In addition, negative feedback loops prevent prolonged path-
way activation: The lipid phosphatase PTEN dephosphory-
lates phosphatidylinositol species to dampen PI3K signaling.

Cancers exhibit a variety of mutations to circumvent 
this regulation and gain cell-autonomous activation of the 
PI3K pathway.36 Amplifications or mutations of growth fac-
tor receptors occur in a variety of cancers. Common exam-
ples are the amplification of the Her2/Neu receptor in breast 
cancer and epithelial growth factor receptor (EGFR) in lung 
cancer. Similarly, deletion, downregulation, or loss of func-
tion of PTEN increases cancer susceptibility and promotes 
tumor progression. Several tumor types display activating 
mutations in the catalytic PI3K subunit, PIK3CA; likewise, 
amplification of PIK3CA and the major PI3K effector, Akt, 
are common oncogenic events. All together, genetic activa-
tion of the PI3K pathway is one of the most prevalent classes 
of tumorigenic mutations.

Whereas PI3K signaling influences numerous cellu-
lar functions, the serine/threonine kinase Akt and its effector, 
mechanistic target of rapamycin (mTOR), are the PI3K effectors 
most commonly implicated in tumorigenesis. Akt coordinates cell 
growth and survival in a large part by rewiring metabolism to pro-
mote nutrient uptake and biosynthetic activities. Certainly, with 

regard to the regulation of cell metabolism, Akt activation is likely 
the most important consequence of PI3K pathway activation.

Akt induces many phenotypes consistent with the War-
burg effect. Akt promotes the expression and membrane local-
ization of glucose transporters, driving increased glucose uptake. 
Akt concurrently increases the expression of hexokinase, the 
enzyme that phosphorylates glucose so that it is retained in the 
cell and can undergo glycolysis. Akt regulates multiple steps 
of glycolysis through both gene expression and modulation 
of enzyme activity. Together, these activities result in a large 
increase in glycolytic flux in cells with active Akt. Similarly, both 
Akt and mTOR can trigger expression of lipogenic genes and 
lipid synthesis.7,37 mTOR additionally promotes biosynthetic 
pathways by directly stimulating mRNA translation and ribo-
some biogenesis.38 Thus, PI3K signaling is often sufficient to 
enhance the metabolic activities that support cell growth.

LKB1 and AMPK Are Metabolic Brakes That 
Circumvent Tumor Growth

While growth factor–stimulated signaling cascades promote 
cell growth under favorable conditions, cells have sophisti-
cated nutrient sensing systems that serve to block growth 
when the internal energy supply is limiting. These regulators 
ensure that, during periods of intracellular nutrient deple-
tion, metabolites are redirected from anabolic pathways and 
instead used to fuel catabolic pathways that will provide the 
energy required to survive the period of nutrient limitation. 
The AMP-activated protein kinase (AMPK) plays a major 
role coordinating cellular energy status with appropriate 
metabolic responses.

AMPK directly senses cellular energy levels in the 
form of the AMP/ATP ratio (Figure 13-10). Falling 
energy levels increase the cellular AMP/ATP ratio, prim-
ing AMPK for activation by the liver kinase B1 (LKB1). 
AMPK phosphorylates multiple targets with the cumula-
tive effect of blocking anabolic reactions and stimulating 
energy-generating catabolic pathways. For example, AMPK 
phosphorylates and inhibits acetyl-CoA carboxylase (ACC), 
with the dual effect of blocking fatty acid synthesis and acti-
vating fatty acid oxidation. AMPK also directly inhibits cell 
growth, both by inducing a p53-dependent cell cycle arrest 
and by blocking mTOR activity at multiple levels (see Figure 
13-10). Through these diverse activities, AMPK functions 
as a metabolic checkpoint, ensuring that cell growth is halted 
until bioenergetic conditions are favorable for growth.

This is particularly relevant in the tumor microenvi-
ronment, when varied nutrient delivery could occasionally 
activate such metabolic checkpoints and block growth. Sug-
gestively, LKB1 is classified as a tumor suppressor. Inacti-
vating mutations in LKB1 cause Peutz-Jeghers syndrome, a 
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syndrome characterized by benign gastrointestinal and oral 
lesions and heightened susceptibility to a variety of cancers. 
Similarly, inactivating mutations in LKB1 are frequent in 
lung and ovarian carcinomas.39 The pathogenic mechanisms 
of LKB1 loss of function are unclear, as LKB1 targets pro-
teins involved in apoptosis, cell polarity, and cell cycle control 
in addition to activating AMPK. However, it is possible that 
failure to curtail cell growth in response to normal environ-
mental cues contributes to the oncogenic potential of LKB1 
inhibition. In line with this hypothesis, there is great interest 
in determining whether activating AMPK through agonists 
such as metformin could activate metabolic checkpoints to 
block tumor growth. Given the role of AMPK antagoniz-
ing many of the pro-growth functions of the PI3K pathway, 
such strategies may provide an effective way to harness our 
normal homeostatic mechanisms to slow cancer growth.

The Transcription Factor HIF1 Controls 
Glycolytic Metabolism

Conditions of low oxygen availability pose a threat to cell sur-
vival. Oxygen serves as the terminal electron acceptor of the 
electron transport chain; as a result, when oxygen is limiting, 

ATP production through oxidative phosphorylation can be 
compromised. Excess electrons leak out of the electron trans-
port chain inappropriately, forming reactive oxygen species 
than can, in high doses, cause great cellular damage. Conse-
quently, cells must rapidly sense and respond to conditions 
of low oxygen. The cellular response to low oxygen is coor-
dinated by the hypoxia inducible factors (HIF1 and HIF2), 
transcription factors that are rapidly stabilized and activated 
during hypoxia. HIF1 and HIF2 promote survival in hypoxia 
through two mechanisms. First, they induce expression of 
angiogenic genes, such as vascular endothelial growth factor 
(VEGF), in order to increase the blood supply to reoxygenate 
the tissue. Second, they promote metabolic reprogramming in 
order to maintain ATP supplies while limiting damaging elec-
tron loss from the electron transport chain.40

Many of the activities of HIF1 and HIF2 would ben-
efit tumor cell survival. As discussed earlier, tumors have fre-
quent variations in oxygenation, often resulting in regions of 
hypoxia. Expression of HIF1 or HIF2 would help a tumor 
cell adapt and survive in a hypoxic microenvironment. In 
particular, HIF1 induces multiple metabolic changes that 
characterize cancer cells. HIF1 increases expression of glu-
cose transporters and glycolytic enzymes, thereby elevating 
glucose consumption and glycolytic flux.

Many tumors display aberrant HIF1 expression. 
Most famously, von Hippel–Lindau disease, character-
ized by hemangioblastomas of the central nervous system, 
pheochromocytoma, and renal cell carcinomas, is caused 
by loss-of-function mutations of the von Hippel–Lindau 
(VHL) ubiquitin ligase that negatively regulates the stabil-
ity of HIF1 and HIF2. Tumors exhibit high levels of HIF1, 
even under normoxia, and constitutively high levels of HIF1 
targets. Elevated HIF1 is observed in several solid tumors 
outside of VHL disease, including breast, ovarian, colon, 
pancreas, and prostate.41 In several cases, levels of HIF1 
correlate with tumor aggressiveness and poor prognosis. 
Multiple mechanisms result in increased HIF1 expression: 
Variable oxygenation, ROS production, oncogene activation, 
and growth factor signaling (including PI3K and mTOR 
signaling) can all contribute to heightened HIF1 activity.

Although HIF1 increases glycolysis and lactate pro-
duction, its effects on metabolism are not uniformly pro-
tumorigenic. First, hypoxia causes a decrease in protein 
synthesis rates—up to 50% of the rates in normal cells—and 
this decline in protein synthesis is mediated at least in part 
by repression of mTOR by HIF1.42 Second, while HIF1 
promotes glycolysis, it blocks the mitochondrial oxidation 
of glucose-derived pyruvate. HIF1 induces pyruvate dehy-
drogenase kinase (PDK), which inhibits PDH, the enzyme 
responsible for converting pyruvate to acetyl-CoA. HIF1 
therefore reduces the amount of acetyl-CoA that is avail-
able for lipid synthesis, instead diverting pyruvate to lactate 
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Figure 13-10 The LKB1/AMPK pathway coordinates the metabolic 
response to nutrient deprivation. A fall in cellular energy status, 
triggered by nutrient deprivation or other stressors, may increase the 
adenosine monophosphate (AMP):adenosine triphosphate (ATP) ratio. 
This activates the kinase KLB1 and its target, the AMP-activated protein 
kinase (AMPK). AMPK phosphorylates a number of targets to coordi-
nately inhibit anabolic processes and activate catabolic, energy-gen-
erating pathways to restore cellular energy levels. In particular, AMPK 
triggers the phosphorylation and activation of p53, inducing cell cycle 
arrest; phosphorylation and inactivation of acetyl-CoA carboxylase (ACC), 
which suppresses fatty acid synthesis and promotes fatty acid oxidation, 
and direct and indirect inhibition of the mechanistic target of rapamycin 
(mTOR), thereby inhibiting protein synthesis and inducing autophagy. 
Suppression of growth and proliferation preserve existing energy stores, 
while fatty acid oxidation and autophagy generate ATP.
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for secretion.43 Although HIF1 expression is sufficient to 
drive citrate production through reductive carboxylation of 
glutamine-derived α-ketoglutarate, it is not clear whether 
this citrate can fully compensate for reduced conversion 
of pyruvate to acetyl-CoA.33 Thus, the effects of HIF1 on 
tumor metabolism are complex. During conditions of true 
hypoxia, HIF1 expression promotes metabolic adaptations 
that support tumor survival and increases angiogenesis to 
support tumor growth. However, during conditions of ade-
quate oxygenation, persistent HIF1 expression would serve 
to reduce protein and lipid synthesis and hamper cell pro-
liferation. These disparate effects of HIF1 on tumor growth 
could explain why HIF1 expression is associated with a 
tumor-suppressive function under certain circumstances.44

c-Myc Coordinates Cellular Proliferation  
and Metabolism

The Myc family of transcription factors (c-Myc, L-Myc, and 
N-Myc) both stimulates and represses transcription to regu-
late a vast array of cellular processes, including cell growth 
and cell cycle progression, and contributes to a variety of 
human tumors. Myc regulates the expression of an enormous 
number of genes and consequently can influence processes as 
diverse as differentiation, vasculogenesis, cell adhesion, cell 
growth, apoptosis, and DNA damage responses.45 Although 
all of these outcomes could contribute significantly to the 
oncogenic effects of Myc expression, this section focuses on 
the potential role of Myc in coordinating cell metabolism to 
support cell proliferation.

Myc heterodimerizes with its binding partner Max to 
regulate expression of a large number of genes. In particu-
lar, c-Myc promotes expression of several cyclins and CDK4 
while repressing the cyclin-dependent kinase inhibitors p21 
and p27, thus promoting entry into S phase.45 At the same 
time, Myc directly reprograms metabolism by increasing 
expression of genes involved in glycolysis, glutamine metab-
olism, and mitochondrial biogenesis.46 c-Myc also targets a 
number of genes involved in nucleotide biosynthesis, ensur-
ing that cells have the raw material to successfully complete S 
phase.47 An extensive survey of Myc targets in a variety of cell 
lines revealed that genes involved in ribosome biogenesis form 
a large component of the core Myc signature, further high-
lighting Myc’s function in regulating biomass accumulation.48 
Together, these findings demonstrate that c-Myc functions to 
upregulate energy production and biosynthetic processes that 
are required for successful cell replication, thus directly coor-
dinating proliferative metabolism and cell cycle progression.

Myc is a powerful oncogene whose activity is patho-
logically enhanced in many human cancers; indeed, MYC is 
one of the most highly amplified oncogenes across all types of 

human cancers.49 In other cases, chromosomal translocations 
or increased transcription downstream of hyperactive Wnt 
signaling contribute to oncogenic activation of Myc.50 Myc 
has many activities that could contribute to its ability to pro-
mote tumor establishment and maintenance. In some cases, 
the metabolic reprogramming driven by Myc expression pro-
vides critical support for tumor growth. Myc-overexpressing 
cells are extremely sensitive to nutrient depletion. In par-
ticular, cells with high levels of Myc are glutamine addicted, 
using glutamine as a critical source of TCA cycle metabolites 
to support rapid cell growth. Consequently, removal of glu-
tamine from the extracellular medium triggers apoptosis in 
Myc-overexpressing cells. Likewise, blocking conversion of 
glutamine to α-ketoglutarate through inhibition of glutamin-
ase can block cellular transformation and tumor growth.51,52

Mutations in Metabolic Enzymes Can  
Influence Tumorigenesis

Although the bulk of cancer-associated metabolic rearrange-
ments are directed by signaling events, cellular signaling path-
ways are not unidirectional. Metabolites themselves can serve 
as intracellular cues to regulate signaling proteins and influ-
ence gene expression. Activation of AMPK by AMP/ATP 
and mTOR by amino acid levels are common examples of how 
metabolites can inform signaling pathways. As with canonical 
signaling pathways, dysregulated activation of these metabolic 
signaling pathways can influence cancer susceptibility and 
tumor growth. Mutations in three TCA-cycle enzymes pro-
vide major examples of how inappropriate metabolite accu-
mulation can trigger oncogenic signaling events.

Loss-of-function mutations in two consecutive enzymes 
of the TCA cycle, succinate dehydrogenase (SDH) and fuma-
rate hydratase (FH), predispose patients to tumor formation. 
In both cases, the genes behave as classic tumor suppressors, in 
which mutation in one allele causes a dominant risk of tumor 
formation, followed by loss of function of the second, wild-
type allele, in the tumor itself. SDH has four subunits and an 
assembly factor, and mutation in any of these five genes pre-
disposes individuals to a variety of paragangliomas and pheo-
chromocytomas, and in some cases, renal cell carcinomas or 
gastrointestinal stromal tumors.53 In all cases, the pathogenic 
mechanisms linking SDH deficiency to tumor formation are 
attributed to elevated succinate levels, triggering a pseudohy-
poxic cellular state. In normoxia, HIF1 activity is repressed 
by the action of a family of prolyl hydroxylases (PHDs) that 
target the labile subunit of HIF1 (HIF1α) for ubiquitina-
tion and degradation by the proteasome. PHDs use oxygen, 
α-ketoglutarate, and ferrous iron to hydroxylate HIF1α, releas-
ing carbon dioxide, succinate, and ferric iron. Consequently, 
accumulation of succinate blocks PHD activity, resulting in 
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aberrant stabilization of HIF1α.54 Enhanced HIF1 activity is 
likely an important mechanism driving SDH-deficient tumor 
growth, as the clinical presentations of patients with dominant 
SDH mutations are similar to several hypoxia syndromes.53

Fumarate, likewise, is a potent inhibitor of the 
PHDs.55,56 However, FH defects are associated with a pre-
disposition to hereditary leiomyomatosis and renal cell car-
cinoma.57 Although elevated HIF1 may contribute to the 
pathogenic mechanism of FH mutations, several additional 
consequences of elevated intracellular fumarate provide alter-
native avenues through which FH mutations may increase 
cancer susceptibility. First, fumarate can directly modify 
specific cysteine residues in Kelch-like ECH-associated pro-
tein 1 (KEAP1), thereby blocking its ability to suppress the 
Nrf2-mediated antioxidant response pathway.58 Enhanced 
antioxidant defenses may, in some contexts, help guard can-
cer cell survival in the face of high proliferation-induced 
ROS production. Other studies have demonstrated that 
FH deficiency triggers a shift toward glycolytic metabolism, 
accompanied by reduced AMPK activity, lower intracellular 
iron, and elevated HIF1.59 Regardless of the mechanism of 
tumorigenesis, both SDH- and FH-deficient tumors have 
the striking phenotype of interrupted TCA cycle function. 
Elevated aerobic glycolysis can increase glucose consump-
tion and alleviate the bioenergetic constraints. In some cases, 
mitochondria may be able to funnel accumulated metabo-
lites into alternate metabolic pathways, enabling partial 
mitochondrial NADH generation.60 Similarly, glutamine-
dependent reductive carboxylation can maintain citrate pools 
in cells with defective oxidative phosphorylation.35 Given the 
critical role of the TCA cycle in supporting anaplerotic reac-
tions, it will be important for future studies to clarify how 
cells with impaired TCA cycle activities can proliferate at 
pathological rates.

More recently, the discovery of mutations in the cyto-
solic and mitochondrial forms of isocitrate dehydrogenase 
(IDH) has provided the strongest evidence that altered 
metabolism can drive tumorigenesis. Somatic mutations at 
a defined number of residues on IDH occur at a high fre-
quency in a variety of malignancies, most notably glioblas-
toma and acute myeloid leukemia. Oncogenic mutations in 
IDH confer a neomorphic activity: Rather than oxidizing 
isocitrate to α-ketoglutarate, mutant IDH isoforms reduce 
α-ketoglutarate, forming 2-hydroxyglutarate (2-HG).61,62 A 
series of studies demonstrated that 2-HG, by virtue of its 
structural similarity to α-ketoglutarate, can act as an inhibi-
tor of multiple α-ketoglutarate–dependent dioxygenases. In 
particular, 2-HG can inhibit the TET family of enzymes 
that convert 5-methylcytosine to 5-hydroxymethylcytosine,  
an intermediate step in the process of DNA demethyl-
ation.63-65 Likewise, 2-HG can inhibit various histone 
demethylases in vitro, and mutant IDH expression correlates 

with increased H3K9 histone methylation in  vivo.65-67  
In both cases, hypermethylation profiles (of DNA and/
or histones) contribute to the silencing of differentiation-
related genes, promoting the accumulation of cells arrested 
in the course of their differentiation, capable of self-renewal 
and prone to tumorigenesis.68

Together, these studies underscore the complex interplay 
between cellular signaling networks and metabolic pathways. 
In all cases, oncogenic activity is attributed to altered levels of 
particular metabolites (fumarate, succinate, or 2-HG), indicat-
ing that cells are highly responsive to alterations in metabolic 
enzymes and highlighting the possibility that metabolites 
themselves can function as potent signaling molecules.

Clinical Implications of  
Metabolic Transformation

The ultimate goal of cancer research is to improve can-
cer detection and treatment. Elucidating the differences 
between cancer and normal cells will provide a means to 
identify and attack cancer cells specifically. In this regard, 
the distinctive metabolic phenotype of cancer cells may pro-
vide a key therapeutic window to distinguish pathological 
proliferation.

The propensity of tumors to take up high levels of 
glucose is already extensively exploited in the clinic. Posi-
tron emission tomography (PET) enables in vivo visualiza-
tion of radioactive tracers such as [18F]fluorodeoxyglucose 
(FDG), a glucose analog that can be taken up by cells and 
phosphorylated by hexokinase but not further metabolized. 
Cellular accumulation of FDG therefore provides a reliable 
readout of the glycolytic activity of a cell, and whole-body 
scanning by PET can reveal regions of abnormally high glu-
cose uptake and retention. Because cancer cells often take up 
high levels of glucose, FDG-PET provides a robust tool for 
detecting a variety of tumors, including breast, colorectal, 
lung, brain, and lymphoma. FDG-PET can also be used to 
monitor tumor growth and metastases. Importantly, FDG-
PET provides a rapid readout of tumor response to therapy. 
Most therapies that effectively impair tumor growth or sur-
vival trigger a rapid decrease in FDG-PET signal, a change 
that can be observed within a few days after therapy initia-
tion.69,70 Because cancer cells often have aberrant nutrient 
uptake, future studies may reveal other radioactive metabolic 
tracers with tumor-specific uptake.

Tumor dependence on glycolysis provides additional 
therapeutic avenues. Promising preclinical data exist for the 
inhibition of multiple steps of glucose uptake and catabo-
lism through glycolysis. One large caveat in the targeting of 
metabolic enzymes is that cancer cells often have a metabolic 
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profile very similar to rapidly proliferating normal cells. 
Consequently, blocking enzymes that promote proliferative 
metabolism may have adverse effects on multiple cell types 
in vivo, including the rapidly proliferating cells in the intes-
tinal epithelium and bone marrow. Nevertheless, it may be 
possible to safely target glucose metabolism in patients. As 
discussed earlier, the rate of entry of pyruvate into the TCA 
cycle is determined by pyruvate dehydrogenase, which is 
inhibited by the PDKs. Dichloroacetate (DCA) inhibits the 
PDKs, thus increasing pyruvate flux into the TCA cycle and 
reducing lactate production. Although the therapeutic bene-
fit of increasing glucose oxidation is not yet demonstrated in 
tumors in vivo, DCA is well tolerated in patients, suggesting 
that it may be possible to target aberrant glucose metabolism 
in cancer patients.71

The therapeutic potential of many of the pathways 
discussed in this chapter are targets of ongoing studies. In 
animal studies, inhibitors of several steps of glycolysis (phos-
phofructokinase,72 lactate dehydrogenase23,73), glutamine 

anaplerosis (glutaminase,51 glutamate dehydrogenase74), 
and fatty acid synthesis (ATP citrate lyase,29 fatty acid syn-
thase75,76) can inhibit tumor growth. These data suggest 
that carefully targeted administration of agents that block 
key nodes of proliferative metabolism may hold therapeutic 
promise.

Suggestively, some of the oldest and most effective 
cancer treatments target aspects of cell metabolism. For 
example, antifolates interfere with folate metabolism and 
thus disrupt nucleotide biosynthesis and other reactions 
that require one-carbon units, such as protein methylation. 
5-Fluorouracil, a nucleoside analog, inhibits thymidylate 
synthase and blocks DNA synthesis. These antimetabo-
lites are still effective therapies today, reinforcing the critical 
role of altered metabolism in the support of tumor growth. 
Further research into the specific metabolic abnormalities 
of cancer cells, and how these perturbations foster tumor 
growth, may uncover pharmacologic targets that will be 
effective and well tolerated.
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In the simple arithmetic of life, a tissue grows if cells divide 
more frequently than they die, whereas one in which cell 
death is more frequent than cell division shrinks. This arith-
metic, trivial as it seems, is at the heart of the understand-
ing of cancer and the efforts to effectively treat it. However, 
the mechanisms that control this relationship are far from 
trivial.

One theory of cancer, in fact, suggests that an evolu-
tionary “hard-wiring” of the machineries of tissue expansion 
and cell death is fundamental to tumor suppression. This 
concept, called antagonistic pleiotropy (Figure 14-1),1 states 
that any molecular event in a multicellular organism that 
directs a cell to divide also instructs it to die, and that the 
latter will occur unless additional signals (either exogenous 
or endogenous) promote cell survival.

It is critical to note that this idea is fundamentally dif-
ferent from the prevalent (and incorrect) notion that “cancer 
cells are resistant to cell death,” which as we will see is not 
only inaccurate, but patently untrue. Antagonistic pleiotropy 
only demands that the specific cell death pathways engaged 
by signals promoting clonal expansion be sufficiently muted 
that the rate of division exceeds the rate of cell death. Other 
pathways of cell death not only remain available, but may be 
sensitized in the process, providing us with the opportunity 
to shift the balance by therapies.

The Ways Cells Die

There are different ways in which cells die, and these are 
grouped on the basis of the morphologies of the dying cells 
(Figure 14-2)2 and more recently by the mechanisms of cell 
death as we understand them.3 By general agreement, there 
are three modalities of cell death: apoptosis (type I), autoph-
agic cell death (type II), and necrosis (type III). Within each 
of these modes there are additional varieties of morphologies 
and/or pathways that engage death.

Apoptosis is characterized by condensed chromatin, 
membrane blebbing, and cell shrinkage, and the cell often 
breaks into smaller, membrane-bound bodies (see Figure 
14-2). The DNA within chromatin is cleaved by the action 
of a nuclease that cuts the DNA between nucleosomes, pro-
ducing the degraded DNA hallmark of apoptosis. Before 
the loss of plasma membrane integrity, the lipids of the 
membrane “scramble,” resulting in the appearance of phos-
pholipids on the surface, which are normally preferentially 
associated with the inner leaflet. All of these events are due 
to the action of caspase proteases that are activated during 
apoptosis. Usually, apoptotic cells are effectively cleared by 
phagocytosis (“cell eating”) by macrophages and other cell 
types, before the contents of the dying cell can be released. 
This involves the recognition of a phospholipid, phosphati-
dylserine, which appears on the outer leaflet as a consequence 
of the scrambling event just noted. As a result, apoptotic cell 
death does not usually engage an inflammatory response and 
is sometimes described as being immunologically “silent.”

Necrosis, in contrast, involves swelling of the cell and 
organelles. As plasma membrane integrity is disrupted and 
the contents of the cell spill out, some components act as 
signals to other cells that damage has occurred (see Figure 
14-2). These signals, called damage-associated molecular pat-
terns (DAMPs), can trigger inflammatory responses.

The third mode of cell death, autophagic cell death, 
is problematic. It is characterized by the formation of large 
vacuoles (often enlarged lysosomes) and the activation of 
autophagy (see Figure 14-2). As with necrosis, caspases are 
not activated. However, there is considerable disagreement 
regarding the role of autophagy in the cell death itself. In 
most cases, disruption of the autophagy machinery acceler-
ates the cell death, and therefore this is viewed as “cell death 
accompanied by autophagy.”2 There are examples in Drosoph-
ila, however, in which the autophagic machinery is funda-
mentally involved in the cell death process itself,4 although it 
is unclear to what extent such bona fide autophagic cell death 
occurs in mammals.
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In thinking about the different modes of cell death, 
a useful distinction can be made between cell death that is 
“passive,” meaning that the cell is killed, and that which is 
“active,” that is, the cell participates in its own demise. In 
the first case, cell death can only be prevented by removing 
or blocking the toxic insult, or by repairing damage more 
quickly than it occurs. In cases of active cell death, this qui-
etus may also be blocked if the cellular pathways involved are 
inhibited or disrupted.

It is important to note, however, that just because a cell 
death process is active, this does not mean that it represents 
a specialized cell death mechanism that was evolutionarily 
selected as a physiological pathway of cell death. Much as 
a running but not a motionless train can be destroyed by 
derailing, a cellular activity can be “sabotaged” to inflict lethal 
damage on the cell. In contrast, there are specialized cell 
death pathways that are indeed mechanisms of physiologi-
cal cell death, and thus can be regarded as cellular “suicide.” 

Figure 14-3 illustrates these distinctions, although in many 
cases we can only speculate as to whether a process is sabo-
tage versus suicide.5

From the perspective of cancer biology, however, the 
distinction is particularly useful. When cell death is engaged 
as a mechanism of tumor suppression, it may be regarded as 
suicide, whereas the effects of therapeutic intervention may 
manifest either by recruiting such a suicide pathway or by 
effectively sabotaging a process in the cancer cell to result in 
its death.

The best example of active cell suicide is apoptosis, 
although there may be others (as we note in Figure 14-3 and 
in the following discussion). In contrast, the lethal overpro-
duction of reactive oxygen species (ROS) by disruption of 
the mitochondrial electron transport chain, the engagement 
of membrane NADH oxidases, or the loss of ROS scaveng-
ing mechanisms may be regarded as cellular sabotage (see 
Figure 14-3, and other examples discussed later).

This distinction blurs when we consider the evolu-
tion of cell death. Any mechanism of cellular sabotage could 
well be selected to become a process of cellular suicide, and 
indeed, many scenarios for the evolution of apoptosis begin 
with this premise. At this point, it may be best to remind the 

Figure 14-2 Types of cell 
death Electron micrographs of cell 
death showing features of each. See 
text for explanation. NOTE: All figures 
except as noted are from DRG. Credits: Liv-
ing and apoptotic cells, DRG and Yufang Shi; 
necrotic cells, DRG and Nigel Waterhouse; 
and autophagic cell death, from Maclean 
KH, Dorsey FC, Cleveland JL, Kastan MB. 
Targeting lysosomal degradation induces 
p53-dependent cell death and prevents can-
cer in mouse models of lymphomagenesis. J 
Clin Invest. 2008;118:79-88.
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Figure 14-3 Active and passive cell death See text for explanation. 
PARP, polyADP-ribose polymerase; ROS, reactive oxygen species.
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Cell division
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Figure 14-1 Antagonistic pleiotropy This concept states that signals 
that engage the cell cycle also engage cell death, and tissues therefore 
expand only if cell death is blocked. Note that this does not mean that 
the cell cycle, or any component of its machinery, is responsible for 
cell death. Survival signals can either be cell intrinsic or extrinsic and 
need only be specific for the death mechanism engaged by the original 
growth-promoting signal. The term antagonistic pleiotropy is borrowed 
from a theory of aging of the same name, which on the surface is very 
different from the concept of tumor suppression as used here. There are, 
however, interesting parallels. In the aging theory, genes that are benefi-
cial early in the life of an animal will be selected, even if their activities 
are detrimental later in life. The reader might wish to consider how this 
concept may apply to aging and cancer and how these ideas relate to the 
use of the term here.
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reader that these distinctions are, like many classifications, 
merely a starting point for understanding the intricacies of 
the processes. Nevertheless, it might be interesting to think 
about why, of all the possible cell suicide mechanisms that 
might have evolved, apoptosis has emerged as the predomi-
nant form of active cell death in the animal kingdom.

Apoptosis

Caspase Activation

Apoptosis is orchestrated by the actions of caspases, which 
are cysteine proteases (that is, they have a cysteine at the 
active sites). There are at least 17 caspases that have been 
described in mammals, and we understand the functions of 
only a few of them. The process of apoptosis occurs through 
the activation of a subset of these, called the executioner cas-
pases (caspase-3, caspase-6, and caspase-7 in mammals), and 
once activated, these cut up to a thousand different cellular 
substrates in the cell to precipitate the changes associated 
with this form of cell death. The “cuts” are at specific sites 
in the substrates and occur at aspartate residues. This is the 
origin of “caspase,” a cysteine protease with Asp-ase activity.

The executioner caspases are present in cells in an inac-
tive, dimeric form, which becomes activated when cut at spe-
cific aspartate residues, resulting in a conformational change 
that forms the active enzyme. The active enzyme now cuts 
its substrates, some of which are responsible for the changes 
associated with apoptosis.6

In general, this activating cleavage is mediated by other 
caspases, called initiator caspases. Unlike the executioner cas-
pases, the inactive forms of the initiator caspases present 
in cells are monomeric and contain large prodomains that 
include sites for protein-protein interaction. Adapter mol-
ecules, which form “caspase activation platforms,” bind to the 
prodomains of initiator caspases, forcing them into contact, 
and the latter then fold into active enzymes. These can then 
process the executioner caspases, thereby activating them to 
cleave their substrates and precipitate apoptosis.

The formation of caspase activation platforms and the 
caspases they activate define the apoptotic pathways. Here 
we consider in detail only two major pathways of apoptosis, 
the mitochondrial pathway and the death receptor pathway. 
It should be noted, however, that there are others, reviewed 
elsewhere.7 One of these involves the formation of caspase 
activation platforms for the engagement and activation 
of caspase-1, which is critically involved in inflammatory 
responses by processing specific cytokines and promoting 
their release. The activation of caspase-1 can also kill cells by 
a process resembling apoptosis (often called pyroptosis). The 
activation of caspase-1 occurs in response to many infectious 

agents and has been implicated in promoting forms of cancer 
that are associated with inflammatory conditions. Caspases 
can directly signal apoptosis or can use mitochondria as an 
intermediate, and additional point of regulation, in signaling 
of apoptosis.

The Mitochondrial Pathway of Apoptosis

Starting in the 1980s, the intracellular molecules that con-
trolled the morphology referred to as apoptosis began to 
be identified.8,9 Cell death had previously been thought of 
as a passive event (as noted earlier): a universally negative 
occurrence that cells were constructed to avoid at all costs. 
Careful observations in human pathological samples as 
well as in model systems revealed that instead, cell death 
in multicellular organisms was often a carefully controlled 
event with stereotypical morphologic and temporal patterns. 
Moreover, when it was observed that altering the function 
of certain genes could alter the commitment, phenotype, 
and progression to cell death, it became clear that cells con-
tained within them genetic programs to perform a function 
of choosing death as a cell fate, and then committing cell sui-
cide. Although several different forms of programmed cell 
death have been identified, the first to be characterized was 
apoptosis.

The mitochondrial (sometimes called intrinsic) path-
way of apoptosis responds to a diverse group of initiating 
events, including treatment with a wide variety of cytotoxic 
drugs, growth factor withdrawal, and oncogene activation. 
The mitochondrial pathway of apoptosis get its name because 
of the centrality of this organelle in coordinating both cell 
fate decision making as well as execution. Key features of 
apoptosis via the mitochondrial pathway include mitochon-
drial outer membrane permeabilization (MOMP), followed 
by release to the cytosol of molecules that facilitate execu-
tion of the death program, including cytochrome c, SMAC, 
and Omi. Cytochrome c is essential to the formation of one 
of the caspase activation platforms, the apoptosome, which 
is formed when cytochrome c activates APAF-1 to oligo-
merize, and the latter then binds and activates caspase-9.10 
Although caspases may perform normal physiological func-
tions, they are best known for cleavage of proteins during 
apoptosis important for cell integrity, including cytoskeletal 
proteins and PARP-1. Among the caspase-dependent phe-
nomena commonly observed in association with apoptosis 
are extracellular exposure of the phosphatidylserine that is 
usually found only on the inner leaflet of the plasma mem-
brane (which results in recognition by Annexin V) and inter-
nucleosomal cleavage of chromosomal DNA (which results 
in laddering of DNA on electrophoresis and nuclear con-
densation). In vivo in a multicellular organism, an important 
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consequence of these changes is recognition and clearance of 
the apoptotic cell by phagocytic cells. It may well be that com-
mitment to cell death is already made at the point of MOMP, 
whereas many of the downstream morphologies we associate 
with apoptosis might be most important mainly in facilitat-
ing the clearance of apoptotic cells, minimizing inflammation, 
and optimizing cannibalization of their macromolecules.11-13

The BCL-2 Protein Family

The B cell leukemia/lymphoma 2 (BCL-2) family of pro-
teins controls commitment to apoptotic cell death via the 
mitochondrial pathway.9 The discovery and characterization 
of this important family is intimately linked to cancer, as 
BCL-2 was initially cloned from the t(14;18) chromosomal 
translocation that is present in nearly all cases of follicular 
lymphoma.14-16 The translocation places the bcl-2 gene on 
chromosome 18 under the control of regulatory elements 
of immunoglobulin genes, yielding overexpression of the 
BCL-2 protein in cells of the B-lineage.

The key step in apoptosis commitment that is con-
trolled by the BCL-2 family is MOMP.17-19 In simplest 
terms, there are pro- and anti-apoptotic members of the 
BCL-2 family. When the pro-apoptotic proteins overwhelm 
the anti-apoptotic ones, MOMP occurs, and the cell is irre-
versibly committed to apoptosis. The details of this commit-
ment involve complicated interactions among the BCL-2 
family proteins that number greater than a dozen. BAX 
and BAK are obligate pro-apoptotic “effectors,” proteins that 
homo-oligomerize to form the pores that cause MOMP.20 In 
order to form the oligomers required to cause MOMP, BAX 
and BAK must be activated.21,22 Proteins of the pro-apop-
totic “activator” BH3-only protein subfamily, which include 
BIM, BID, and perhaps PUMA, can directly interact with 
BAX and BAK to cause an allosteric change that function-
ally corresponds to activation. There may also be other ways 
that BAX and BAK are activated, perhaps even independent 
of interaction with other proteins.23

Anti-apoptotic BCL-2 family proteins include BCL-2,  
BCL-XL, BCL-w, MCL-1, and BFL-1 (A1). These pro-
teins inhibit apoptosis by binding and sequestering activa-
tor proteins or monomeric “activator” BAX or BAK proteins 
before they can oligomerize.24,25 Another subfamily, the 
pro-apoptotic “sensitizer” BH3-only proteins, lack the abil-
ity to directly activate BAX and BAK with high efficiency, 
but promote apoptosis by competitively inhibiting the ability 
of anti-apoptotic proteins to bind activators, BAX, or BAK 
(Figure 14-4).21

BH3-only proteins get their name from their posses-
sion of the BCL-2 homology 3 (BH3) region, but of no other 
BCL-2 homology region.26 The BH3 domain is essential for 

the pro-death activity of all of the pro-apoptotic BCL-2 fam-
ily proteins. It is a roughly 20 amino acid amphipathic α-helix 
that binds into a hydrophobic BH3 binding cleft present in 
all of the anti-apoptotic proteins. There is a selective pattern 
of interaction of BH3-only proteins with anti-apoptotic 
proteins.24,27-29 For instance, the BAD BH3 domain inter-
acts selectively with BCL-2, BCL-XL, and BCL-w, whereas 
the NOXA BH3 peptide interacts selectively with MCL-1.  
Small-molecule BH3 domain mimetics that compete for 
these interactions, effectively inhibiting anti-apoptotic pro-
tein function, are being tested in cancer clinical trials (see 
later discussion).30

Mitochondrial Priming and  
Chemotherapy Response

The concept has emerged from many studies, especially in 
murine models of cancer, that apoptosis serves as a natu-
ral barrier to carcinogenesis.31,32 In several murine models, 
defects in apoptosis facilitate carcinogenesis, supporting this 
concept.33-35 Many of the changes that commonly occur in 
oncogenesis, including genomic instability and oncogene 
activation, contribute to pro-apoptotic signaling, which may 
well result in deletion of nascent malignant clones. Malig-
nant clones that do survive must therefore have selected for 
mechanisms of evading apoptotic death provoked by this 
pro-apoptotic signaling by some combination of foster-
ing anti-apoptotic signaling and attenuating pro-apoptotic 
signaling.

However, as it is commonly used, the oft-made asser-
tion that resistance to apoptosis is a fundamental property 
of all cancer begs the question, “Compared to what?” It is dif-
ficult to find experimental or clinical evidence that cancers 
generally are more resistant to apoptosis than the normal 
nonmalignant cells in the human body. The fact that cancer 
cells have successfully buffered prior pro-apoptotic signal-
ing does not necessarily mean that they are well prepared to 
evade subsequent pro-apoptotic signaling.

In fact, many conventional chemotherapies used in the 
clinic kill cells via apoptosis. The specific mechanisms may 
vary widely. Taxanes may increase levels of BIM, alter subcel-
lular localization of BH3-only proteins, and decrease levels 
of MCL-1.36-38 Cytotoxic agents can induce a decrease in 
MCL-1 levels, though whether this is a necessary and suf-
ficient step for commitment to apoptosis in these cases is 
less clear.39 DNA-damaging agents, by activating p53, can 
activate transcription of pro-apoptotic PUMA, NOXA, and 
BAX (see also Chapters 3 and 15).40-43 In addition, p53 may 
promote apoptosis via direct interaction with BCL-2 family 
proteins.44,45 Space does not permit detailing all of the rela-
tionships that have been discovered between conventional 
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Figure 14-4 Control of MOMP by the BCL-2 family of proteins MOMP occurs following homo-oligomerization of activated BAX and/or BAK into 
a pore (right), permitting release of proteins such as cytochrome c that facilitate caspase activation. BAX or BAK pore formation can be caused by the 
displacement of monomeric BAX or BAK that is already activated from anti-apoptotic proteins. This displacement can be effected by BH3-only proteins 
or BH3 mimetics (bottom). Alternatively, in response to a variety of stimuli, an increase in activator proteins such as BIM or BID can activate BAX or BAK, 
which can then homo-oligomerize (top). Sensitizer BH3 proteins or mimetics can also displace activators from anti-apoptotic proteins to effect BAX or 
BAK activation (left).

chemotherapy agents and the BCL-2 family. Although there 
are sometimes attempts to identify the key BCL-2 family 
dictating response to a particular agent, it is likely that fol-
lowing most chemotherapies, more than one BCL-2 family 
protein takes part in determining the cell fate decision.

The ability of chemotherapy to selectively kill cancer 
cells makes it likely that in many cancer cells the apoptotic 
pathway is not only intact, but even more sensitive to pro-
apoptotic signaling than in normal cells. This hypothesis 
has been directly tested using a mitochondrial assay called 
BH3 profiling, an assay that systematically compares mito-
chondrial response to a standardized panel of synthetic 
BH3 domain peptides.46,47 These studies have shown that 
chemosensitive cancer cells are indeed more sensitive to pro-
apoptotic signals than normal cells, suggesting mitochondrial 

apoptotic priming as an important determinant of the thera-
peutic index in vivo and in vitro. Normal hematopoietic cells 
are the most primed of normal tissues, consistent with their 
perennial role as the site of dose-limiting toxicity for most 
cytotoxic regimens. Measuring pretreatment mitochon-
drial priming may even be useful as a predictive biomarker, 
because it correlates well with clinical response.46,47

From a perspective of protein biochemistry, cells that 
are highly primed have little anti-apoptotic reserve to buf-
fer subsequent pro-apoptotic signaling. Very often, a highly 
primed cell will express abundant anti-apoptotic BCL-2 
family proteins, but these will already be occupied by pro-
apoptotic activators such as BIM.24,48,49 In these cases, the 
cells are dependent on the continuous function of the anti-
apoptotic protein(s) for survival. Inhibition of one or more of 
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these can result in MOMP and apoptosis in highly primed 
cells (Figure 14-5).

It is worth considering the distinction between expres-
sion of an anti-apoptotic protein, and dependence on that 
anti-apoptotic protein. If one enforces BCL-2 overexpres-
sion via transfection of a plasmid vector in a healthy cell line 
already well established in culture, one will not necessarily 
obtain a BCL-2–dependent cell line, because there is likely 
no dependence on the additional BCL-2. The cell line was 
doing fine without it before transfection, and inhibition of 
BCL-2 would just restore the status quo ante. In oncogen-
esis, however, increased expression of BCL-2 is selected for, 
not extrinsically induced. This implies that the increased 
BCL-2 that was selected for is required for the continuous 
buffering of pro-apoptotic signals. In biochemical terms, that 
means that BCL-2 is largely already in complex with pro-
apoptotic BCL-2 family members such as BIM or BAX. In 
the instance of the transfected cell line, however, BCL-2 is 
mainly empty and ready to buffer subsequent pro-apoptotic 
signaling. In the case where BCL-2 expression has been posi-
tively selected in the face of extant pro-apoptotic signaling,  
the BCL-2 is mainly full. Rather than providing anti-apoptotic 
reserve, the BCL-2 in the latter case is actually storing pro-
apoptotic proteins at the mitochondrion, priming it for sen-
sitivity to apoptosis.24 The cancer cell just discussed is thus 
dependent on continuous BCL-2 function for survival. In 
other cancer cells, similar to the transfected cell line, BCL-2 
expression may be incidental, rather than selected for, and 
the BCL-2 not required tonically. Protein and transcript lev-
els of multiple BCL-2 family members, as well as functional 
assays such as BH3 profiling, have been used to identify cells 
that are dependent on BCL-2 and hence likely to be sensitive 
to antagonists of BCL-2 (see later discussion).48,50,51

Targeted Therapies and Apoptosis

In the past decade, modern “targeted” therapies have occu-
pied the lion’s share of attention in preclinical development, 
with several achieving approval for clinical use in cancer. 
Most of these agents also kill by inducing signaling via the 
mitochondrial apoptotic pathway. However, in this case, 
selective killing of cancer cells depends less on differences 
in pretreatment mitochondrial priming and more on selec-
tive dependencies of cancer cells. For instance, imatinib, the 
first small-molecule kinase inhibitor to be approved for use 
in cancer, inhibits activity of the Abl kinase, an activity that 
is enhanced by the BCR/ABL fusion protein created by 
the t(9;22) chromosomal translocation present in chronic 
myelogenous leukemia (CML). The selective killing of 
malignant CML cells over normal cells depends on the selec-
tive dependence of CML cells on activity of the BCR/ABL 

kinase.52 Another family of tyrosine kinase inhibitors, those 
directed against epidermal growth factor receptor (EGFR), 
are selectively effective in lung cancers with activating muta-
tions in EGFR.53-55

A general property of kinase inhibitors in cancer, 
whether tyrosine kinase or serine/threonine kinase inhibi-
tors, is their utilization of the mitochondrial apoptotic path-
way to kill cancer cells. Interestingly, although doubtless 
other BCL-2 family members also contribute, BIM, a pro-
apoptotic activator BH3-only protein, is regulated by many 
different kinase inhibitors. In turn, lethality of kinase inhibi-
tion depends on the upregulation of BIM. BIM upregula-
tion is required for killing by imatinib whether in CML or in 
gastrointestinal stromal tumors (GIST) where the constitu-
tively active c-KIT kinase is the relevant target.56,57 Similar 
observations have been made for inhibitors of EGFR, MEK, 
ALK, and b-RAF.37,58-61 A fascinating human genetic study 
found that a germline polymorphism of BIM that removes 
the BH3 domain that is required for pro-apoptotic function 
is common in an Asian population.62 Intriguingly, this poly-
morphism conferred inferior clinical response to inhibitors 
of both BCR-ABL in CML and of EGFR in non–small-cell 
lung cancer, apparently confirming its importance in cancer 
cell–fate decision making in clinical use of kinase inhibitors.

Proteasome inhibitors such as bortezomib have 
become a mainstay of multiple myeloma therapy and have 
found application in other diseases such as mantle-cell lym-
phoma. These also apparently kill via the mitochondrial 
apoptotic pathway. In this case, the most often cited mecha-
nism of response is the pro-apoptotic BH3-only family 
protein NOXA, which can selectively bind and inactivate 
MCL-1, an anti-apoptotic protein also in the BCL-2 fam-
ily.63 Of course, proteasome inhibitors alter the levels of 
thousands of proteins, so that there may be several proteins 
that are affected that are important for cell-fate decision after 
proteasome inhibitors.

Directly Targeting the BCL-2 Family  
in Cancer Treatment

Given the centrality of the BCL-2 family of proteins in 
determining cell fate in cancer, considerable effort has been 
expended on inhibition of anti-apoptotic BCL-2 family pro-
teins to induce cancer cell death.30

These efforts are in their infancy, and important ques-
tions need to be resolved. For example, should the agent have 
a narrow or broad spectrum of inhibition of anti-apoptotic 
BCL-2 family proteins? Broad-spectrum agents will likely be 
more toxic to more kinds of cancers; however, there is the 
possibility of a narrowed therapeutic index that could limit 
clinical utility. Will these agents be best used as single agents 
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or in combination with others? Although some diseases may 
demonstrate clinical sensitivity to single agents, it may well 
be that combination with the powerful, albeit less selec-
tive, pro-death signaling induced by conventional cytotoxic 
agents will be necessary to provide the significant benefit in 
long-term clinical outcomes that is so badly needed in many 
cancers. In addition, combinations with targeted agents such 
as kinase inhibitors have proved promising in vitro.

The Death Receptor Pathway of Apoptosis

The death receptors are a subset of cell surface receptors that 
are members of the tumor necrosis factor (TNF) receptor 
(TNFR) superfamily. These receptors can be activated by 
ligands, which are themselves a subset of the TNF super-
family. The death receptors include one of the receptors for 
TNF, TNFR1, the TRAIL receptors, and CD95 (also called 
Fas or APO1).

When a death receptor is engaged by its ligand, this 
can result in apoptosis. In this death receptor pathway of 
apoptosis, the initiator caspase is caspase-8, and its activa-
tion platform involves the adapter protein, FADD, which 
binds to the prodomain of the caspase, allowing it to form 
its active dimer.

The simplest form of this process is seen in the ligation 
of CD95 (this may apply to the TRAIL receptors as well). 
Ligation of CD95 causes the exposure of a protein interaction 
region in the intracellular part of the receptor, which rapidly 
binds to FADD. Several receptors and the associated FADD 
form the caspase activation platform, and caspase-8 is recruited 
to FADD for its activation. The proteolytic activity of the 
bound caspase-8 now cuts the caspase, removing the prodo-
main and releasing the now-stabilized dimer (Figure 14-6, A).

In the case of TNFR1, the process is much more com-
plex. Binding of ligand to TNFR1 induces exposure of the 
intracellular region of the receptor, but this does not bind 
FADD. Instead, another adapter, called TRADD, is bound, 
as well as a number of other signaling proteins, some of 
which modify the associated proteins with ubiquitin. Among 
these is RIPK1, a protein kinase, discussed further later. 
Also among these are proteins involved in the activation of 
a transcription factor, nuclear factor-κB (NFκB). The initial 
complex (complex I) is then released from the receptor, and 
its subsequent signaling outcome depends on additional pro-
tein interactions. Among these is a protein called c-FLIPL 
(also called CFLAR).

c-FLIPL closely resembles caspase-8 but lacks a cata-
lytic cysteine. When complex I is released, TRADD binds to 
FADD in the cytosol, and this recruits caspase-8. However, 

Figure 14-5 Primed versus unprimed mitochondria  
Functionally, primed mitochondria can be defined as  
those that are most sensitive to BH3 peptides. Unprimed 
mitochondria (left) have a relative excess of “empty” anti-
apoptotic proteins, affording anti-apoptotic reserve that can 
buffer subsequent death signaling. Primed mitochondria 
(right) may have abundant anti-apoptotic proteins, but these 
are relatively “full,” occupied by pro-apoptotic proteins. 
Primed mitochondria have little anti-apoptotic reserve and are 
relatively sensitive to subsequent death signaling.
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if c-FLIPL is present, the complex that forms (complex IIa) 
contains heterodimers of caspase-8 and c-FLIPL, and this 
does not promote apoptosis (discussed later). However, if 
the activity of NFκB is blocked or disrupted, or if the expres-
sion of c-FLIPL is otherwise blocked, complex IIa activates 
caspase-8 (see Figure 14-6, B). Another complex that forms 
in cells exposed to TNF involves the kinase RIPK1 (com-
plex IIb). Like TRADD, RIPK1 can bind to FADD and 
form a caspase-activation platform. Again, if c-FLIPL is pres-
ent, caspase-8–c-FLIPL heterodimers form, and apoptosis 
does not proceed. However, if c-FLIPL is absent, this can 
also result in caspase-8 activation (see Figure 14-6, C).

The formation of the RIPK1-FADD complex is not 
restricted to the death receptor pathway. It can form as a 
consequence of DNA damage, although the precise signal-
ing mechanisms are not fully elucidated.64 Another way in 
which this forms is as a result of ligation of some Toll-like 
receptors (TLRs), molecules that recognize components of 
infectious organisms, such as bacteria. Some TLRs recruit a 
signaling molecule, called TRIF, and this can engage RIPK1 
to form a complex with FADD.65 As with the other cases, 
the subsequent activation of caspase-8 to promote apoptosis 
depends on the presence of c-FLIPL. Efforts to therapeuti-
cally activate death receptor pathways for cancer therapy are 
in development.66

Mitochondrial Pathway Activation  
by Caspase-8

When we discussed caspase activation, we noted that initia-
tor caspases, such as caspase-8, can cleave and thereby acti-
vate executioner caspases to promote apoptosis. However, in 
most cell types, the activated executioner caspases are bound 
by an inhibitor, X-linked inhibitor of apoptosis protein 
(XIAP), which then ubiquitinates the caspase and promotes 
its degradation. This prevents apoptosis from proceeding. 
However, caspase-8 has another substrate in the cell that 
indirectly overcomes this inhibition. This protein is BID, 
one of the BH3-only proteins discussed in the last section. 
When caspase-8 cleaves BID, this BH3-only protein trans-
locates to the mitochondria to promote MOMP.

Although MOMP and the release of cytochrome c can 
then lead to activation of caspase-9, as we have noted pre-
viously, this event is not necessary in this case. Instead, the 
release of other proteins, such as Smac and Omi, is required, 
as these bind to and neutralize XIAP. As a result, the exe-
cutioner caspases cleaved by caspase-8 can now precipitate 
apoptosis in the cell. This is illustrated in Figure 14-6, D. 
This explains the otherwise apparently paradoxical obser-
vation that anti-apoptotic Bcl-2 proteins can often inhibit 
apoptosis engaged by the death receptor pathway.

Necrosis

Passive and Active Necrosis

Necrosis (type III cell death) is distinct from apoptosis and 
autophagic cell death in terms of both morphology and 
mechanisms. Cells that die by necrosis generally have diffuse 
nuclei and a loss of organellar structures, as entry of water 
into the cell causes swelling and often rupture of membrane 
compartments.

Understanding necrosis is important in cancer biology 
for several reasons. Most importantly, cancers that contain 
high levels of necrosis often have a poor prognosis. This may 
be because such cancers grow so quickly that they outstrip 
their blood supply. Another important aspect of necrosis is 
that it is inflammatory: That is, the contents of the dying 
cells release mediators (DAMPs, see earlier discussion) that 
trigger inflammatory responses. Inflammation itself damages 
tissues and can cause cycles of repair and proliferation involv-
ing growth factors that can promote oncogenesis and tumor 
expansion. In many adult cancers, inflammation may be a 
major component of the process that promotes tumorigenesis.

As we noted earlier, it is useful to distinguish between 
cell death that is passive versus active, and this applies to necro-
sis. Passive necrosis occurs when cells are irreparably dam-
aged by external forces, or when processes that are essential 
for sustaining cellular homeostasis are blocked or disrupted. 
This can occur as a consequence of mechanical stress or toxic 
chemicals or as a result of specialized pore-forming peptides 
or proteins (e.g., some venoms and bacterial toxins, comple-
ment, perforin). Because such processes are intuitively fairly 
obvious, our focus here is on forms of necrosis that are active, 
that is, depend on cellular processes and events that, if inhib-
ited, preserve the survival of the cell. For the most part, these 
all correspond to forms of cellular “sabotage,” although as we 
will see, there is one form of necrosis that might be “suicide.”

Necrosis as an Adjunct to Other  
Cell Death Modalities

Before embarking on a survey of the mechanisms of active 
necrosis, we must note that there are processes that can con-
fuse the distinctions between necrosis and other forms of cell 
death. These are secondary necrosis and caspase-indepen-
dent cell death, both related to apoptosis, and many forms of 
autophagic cell death.

As we mentioned, when a cell dies by apoptosis, it is 
rapidly engulfed by other cells and removed from the system 
before any loss of plasma membrane integrity. However, if 
such engulfment does not occur, the dying cells will take on 
some features of necrosis as plasma membrane integrity is 
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lost. This is called secondary necrosis and can often be dis-
tinguished from other forms of necrosis by some features of 
apoptosis, such as chromatin condensation. Whether or not 
secondary necrosis is inflammatory, and thus may contrib-
ute to some disease states, remains controversial, but there 
is accumulating evidence that defects in the engulfment and 
clearance of apoptotic cells can cause pathology arising from 
the effects of secondary necrosis.

A second form of necrosis that is related to apoptosis is 
caspase-independent cell death (CICD).67 This occurs when a 
cell undergoes MOMP in the mitochondrial pathway of apop-
tosis, but caspase activation is blocked or disrupted. Although 
several mechanisms have been suggested for why CICD 
occurs, an emerging consensus suggests that this is mainly 
due to energetic consequences of the “mitochondrial catastro-
phe” produced by MOMP.68 Notably, regulatory events that 
control MOMP, such as expression of anti-apoptotic BCL-2 
proteins, effectively block CICD and thus distinguish this 
form of necrosis. Although cells that undergo MOMP but do 
not engage caspases often die by CICD, cells can survive this 
event,69,70 and it is possible that such survival contributes to 
cancer and/or chemotherapeutic resistance in some cases.

As mentioned earlier, passive necrosis occurs when 
essential cellular processes are disrupted, but repair mech-
anisms can insulate a cell from such insults. One major 
repair mechanism is autophagy (discussed in much more 
detail later), and therefore a cell that dies as a consequence 

of such damage may show extensive evidence of autoph-
agy. As a result, we may categorize cells dying in this way 
as so-called autophagic (type II) cell death. In such cases, 
however, inhibition or disruption of autophagy will ren-
der the cell more susceptible to necrosis, and therefore it 
may be more appropriate to regard this process as one of 
necrosis.

Ischemia and Necrosis

Probably the most common cause of necrosis in cancer is as a 
result of ischemic injury, the loss of blood supply to the tumor. 
There are two major ways ischemia causes necrosis; the first 
is via the deprivation of oxygen and nutrients. This occurs 
in tumors as regions of the mass are deprived of blood sup-
ply and can be regarded as passive necrosis. A second, more 
complex way occurs when blood supply is restricted and then 
regained, a condition referred to as ischemia/ reperfusion injury. 
Paradoxically, reperfusion of a deprived tissue often results in 
massive necrosis, and this is a major clinical problem.

Ischemia/reperfusion injury is a complex process we 
can regard as a form of cell sabotage and thus active cell 
death, although it is not fully understood. There are three 
components of ischemia/reperfusion injury that are generally 
agreed on: a rise in intracellular calcium, the production of 
reactive oxygen species, and disruption of the mitochondria.
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On reperfusion, potassium channels in the plasma 
membrane open, releasing potassium from the cytosol, and 
this in turn causes the opening of plasma membrane cal-
cium channels and a rise in intracellular calcium (Ca2+). The 
increase in Ca2+ has several effects. First, it can activate the 
protease calpain, which can inflict proteolytic damage to the 
cell. Pharmacologic inhibitors of calpain have some protec-
tive effects in ischemia/reperfusion injury. Second, Ca2+ acti-
vates NADPH-oxidases, causing the production of ROS, 
which can also damage the cell by targeting lipids and DNA. 
Damage to the DNA elicits activation of polyADP-ribose 
polymerase (PARP), and extensive activation of PARP can 
deplete stores of NADH, accelerating death. Scavenging 
ROS or inhibition of PARP can also produce some protec-
tion against this form of injury.

Both Ca2+ and ROS may precipitate necrosis in large 
part by affecting the mitochondria through a process called 
the mitochondrial permeability transition. The inner mito-
chondrial membrane is critical for mitochondrial function, 
as the control of the distribution of protons and other ions 
across this membrane drives ATP production and other 
activities of the organelle. High levels of Ca2+ and/or ROS 
cause the opening of a “pore” in the membrane that dissipates 
these critical gradients, and the matrix swells, ultimately 
destroying the organelle. The components of the permeabil-
ity transition pore are largely unknown, with one exception: 
a protein of the mitochondrial matrix, cyclophilin D, has 
a major role in the process. Animals lacking cyclophilin D 
display no developmental abnormalities, but are resistant to 
ischemia/reperfusion injury. Whatever the function of the 
mitochondrial permeability transition might be, it may be 
safe to conclude that necrosis induced by ischemia/reperfu-
sion that engages this mechanism represents a form of cel-
lular sabotage. Whether this process can be used to promote 
cancer cell death therapeutically is not known.

Necroptosis Is a Form of Active Necrosis

In the discussion of the death receptor pathway of apoptosis, 
a kinase, RIPK1, was introduced, which participates in one 
of the TNFR complexes and can also function in complexes 
induced by other means (DNA damage, TLR-TRIF sig-
naling). RIPK1 can also promote a form of necrosis, called 
necroptosis (to distinguish it from other forms, such as those 
discussed earlier).

Necroptosis involves the activation of another kinase, 
RIPK3, which binds to RIPK1 but can also be engaged by 
other proteins (a putative sensor of viral DNA, called DAI-1,  
activates RIPK3 and causes necroptosis independently of 
RIPK1). The activation of RIPK3 rapidly induces cell death 
with the features of necrosis.

How cell death occurs on activation of RIPK3 is largely 
unknown and is an area of intense research. One other player 
in the process is another protein, MLKL, which may itself be 
a kinase or may act as an adapter to bring specific substrates 
to RIPK3. Although a number of effector mechanisms have 
been proposed, including mitochondrial ROS and other 
mediators, at this point we simply do not know how this 
form of necrosis occurs.

As discussed in the consideration of death receptor sig-
naling, RIPK1 can recruit the adapter, FADD, into a caspase 
activation platform that engages caspase-8 and the caspase-
like molecule, c-FLIPL. Although the caspase-8–c-FLIPL 
heterodimer is an enzymatically active protease, it does not 
promote apoptosis (for reasons that we still do not under-
stand). However, it has now become clear that this activity 
serves an important function in cells: It blocks the activation 
of RIPK3 (Figure 14-7).

Ligation of TNFR1, or other ways in which RIPK1 
is engaged and activated, generally does not cause necropto-
sis, unless the formation of the FADD–caspase-8–c-FLIPL 
complex is blocked or disrupted.71,72 Mice in which the genes 
for FADD or caspase-8 are deleted die early in embryogen-
esis, but development is fully rescued by ablation of RIPK3. 
The effect of ablating c-FLIP is the same, but its rescue is 
more complex: In this case death occurs only if both RIPK3 
and FADD are deleted, most likely because activity of FADD 
to activate caspase-8 promotes death in cells lacking c-FLIP.

How, exactly, the caspase-8–c-FLIPL heterodimer blocks 
necroptosis is not fully known. One simple possibility is that 
it cuts RIPK1 (and perhaps RIPK3), rendering it inactive. 
However, other possibilities exist, either upstream of RIPK1 or 
downstream of RIPK3. For example, an enzyme, CYLD, that 
removes ubiquitin from RIPK1 (required for its necroptotic 
function) is targeted by caspase-873 and therefore may also play 
a role in the protective function of caspase-8–c-FLIPL.

Why is the system “built” this way? One possibility is 
that many viruses have evolved mechanisms to inhibit the 
activation of caspase-8 as a way to avoid immune attack, 
and therefore, linking RIPK3-induced necroptosis to the 
pathway ensures that cells infected by such viruses still 
die. Another, similar argument relates to c-FLIPL, which 
is rapidly turned over in cells: When intracellular parasites 
(including viruses) disrupt the translation of cellular pro-
teins, levels of c-FLIPL decline, thereby sensitizing the cell 
to necroptosis. The destruction of the cell not only limits the 
replication of the parasite, but also engages the inflammatory 
response elicited by the necrotic cells.

Because necroptosis appears to be a bona fide form of 
cellular suicide, it is possible that this cell death process can 
function in tumor suppression. As more is learned about this 
phenomenon, cancers may be found in which oncogenesis is 
offset by engagement of necroptosis. Alternatively, there may 
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be ways to exploit the process for tumor cell destruction in 
some forms of cancers.

Necroptosis, RIP Kinases, and Cancer Therapy

One area of cancer therapy involves a class of compounds 
called Smac mimetics, as they were originally designed to 
mimic the effects of the IAP antagonists (such as Smac) 
released upon MOMP. In fact, we now know that these 
agents work through targeting the cellular IAP molecules, 
c-IAP1 and c-IAP2.

The c-IAP molecules are E3 ligases that have, among 
their targets, the kinases RIPK1 and RIPK3. In healthy cells, 
the c-IAPs restrict the accumulation of these kinases and 
therefore prevent their activation. When cells are exposed to 
the Smac mimetics, the kinases accumulate, but if c-FLIPL 
is present, the action of FADD-caspase-8–c-FLIPL prevents 
death. However, if c-FLIPL is absent, the cells will die by 
caspase-8–mediated apoptosis or via necroptosis.

Autophagy

Autophagy, or cellular self-eating, is a process cells use to 
collect intracellular proteins, cytoplasm and organelles, 

and deliver them to lysosomes where they are degraded 
and recycled.74 There are multiple forms of autophagy that 
use different routes to deliver cargo to lysosomes for deg-
radation.74 We focus here on macroautophagy (autoph-
agy hereafter), where double membrane vesicles called 
autophagosomes capture cargo and then fuse with lysosomes. 
Autophagy has a dual role in cancer: It can be tumor sup-
pressive by preserving cellular and tissue health and can be 
tumor promoting by supporting mitochondrial metabolism 
and survival in stress. We discuss the contexts in which 
autophagy influences cancer development, progression, and 
response to therapy.

Autophagy was discovered more than 50 years ago 
and was found to be activated by starvation in yeast, 
which enabled identification and characterization of many 
of what would become known as the approximately 30 
autophagy-related (atg) genes.75,76 This helped establish 
the framework for autophagy regulation, autophagosome 
formation, and the capture, delivery, and degradation of 
cargo in lysosomes. Discovery of orthologs of atg genes 
in other model organisms and in humans broadened our 
understanding of the role of autophagy in health and in 
disease.

There are two major functions of autophagy. The first 
is to eliminate damaged or superfluous proteins and organ-
elles, commonly referred to as the protein and organelle qual-
ity control function of autophagy. The second is to degrade 
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and recycle intracellular components to sustain metabolism 
and homeostasis in the absence of external nutrients, com-
monly referred to as the catabolic function of autophagy. 
Autophagy occurs at a low basal level in normal cells and tis-
sues and is dramatically upregulated by stress and starvation, 
which is critical for cellular and mammalian survival and 
homeostasis.77 Variations of autophagy can also remodel 
tissues in development or capture and degrade intracellular 
pathogens and contribute to host defense.74 Autophagy has 
been paradoxically referred to as type II programmed cell 
death, where instead autophagy is predominantly a survival 
mechanism. The long-ago observations of autophagosomes 
in dying cells that led to this designation are instead likely 
a result of cells attempting to save themselves by activating 
autophagy.78

Protein and Organelle Quality Control

A common feature of cells and tissues with defective 
autophagy is the accumulation of aggregated proteins and 
dysfunctional mitochondria and other organelles, which 
can be toxic.79,80 Autophagy is specifically critical to purge 
bad mitochondria on a regular basis; otherwise cells fill 
up with these defective organelles. Cells can degrade indi-
vidual soluble proteins via the ubiquitin-proteasome path-
way; however, autophagy is the only mechanism cells have 
for large-scale bulk degradation and for degrading large 
structures such as protein aggregates and entire organelles. 
Autophagy is thereby a nonredundant process critical for 
cellular physiology. Tissues from mice deficient for essen-
tial autophagy (atg) genes accumulate autophagy substrates 
including lipids, aggregated proteins, and abnormal organ-
elles, particularly mitochondria. Autophagy deficiency 
causes neurodegeneration,81,82 liver damage and inflam-
mation,83-86 muscle cell deterioration,87 degeneration 
of pancreatic islets,88,89 and impairment of lymphocyte 
homeostasis.90 Liver and brain appear to require autophagy 
more than other tissues.

Cell Catabolism

A common function of autophagy that is conserved from 
yeast to mammals is to provide survival in starvation through 
intracellular recycling.91-94 This is dramatically demon-
strated by the observation that mice deficient for the essential 
autophagy gene atg5 are born but fail to survive the neonatal 
starvation period, and their tissues display signs of energy 
impairment.92 In the absence of external nutrients, catabolic 
recycling of proteins and organelles by autophagy is essential 
to sustain mammalian metabolism and survival.

Quality Control and Catabolism Overlap

Mitochondria are the nexus of functional overlap between 
the quality control and catabolic functions of autophagy. 
On the one hand, the quality control activity of autophagy 
is required to preserve the functioning pool of mitochon-
dria to sustain their metabolic activity and cell survival. On 
the other hand, the catabolic activity of autophagy supplies 
substrates to mitochondria for them to metabolize. Thus, a 
major role for autophagy is in the regulation of mitochon-
drial metabolism, which affects cellular energy status, oxida-
tive stress, signaling, and anabolism.

Dual and Context-Specific Role for Autophagy 
in Cancer

Both the quality control and catabolic functions of autoph-
agy promote cell, tissue, and organismal homeostasis and 
survival, and in most circumstances this suppresses or delays 
cell death mechanisms of apoptosis and necrosis by promot-
ing cellular health.95,96 Autophagy has a dual and context-
specific role in cancer.97,98 By preserving cell and tissue health 
in some circumstances, autophagy can be tumor suppressive. 
Autophagy, however, can enable survival of cancer cells (and 
normal cells) in stress and in response to activation of some 
oncogenic pathways, and in this context autophagy can be 
tumor promoting.

Process of Autophagy

The central functions of autophagy have at their core the 
ability to identify and capture cargo and deliver it to the lyso-
somal compartment where it is degraded.74 The breakdown 
products of intracellular proteins and organelles are then 
released from lysosomes into the cytoplasm, where they can 
be reutilized.93 These amino acids, nucleosides, sugars, and 
fatty acids are used either as substrates to drive metabolic 
pathways or as building blocks for generation of new bio-
mass. Regulators of autophagy ensure that the right cargo is 
degraded at the right time in the right cells.

In normal conditions, autophagy functions at low 
basal levels to ensure the occasional, selective, and necessary 
turnover of proteins and organelles due to aging and nor-
mal wear and tear. Damaged proteins and organelles display 
the “eat me” signal, the addition of polyubiquitin chains to 
proteins, which are recognized by autophagy receptors that 
recruit autophagosomes. In response to stress and starva-
tion, autophagy is robustly induced. This ensures the elimi-
nation of damaged proteins and organelles that are induced 
by stressful conditions and also provides an alternate source 
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of bulk metabolic substrates through intracellular recycling 
when external nutrient sources are limiting.

There are many growth regulatory and stress pathways 
that control the switch from basal to induced autophagy. 
Many of these pathways converge on the major nutrient-
sensing and cell growth–promoting mammalian target of 
rapamycin (mTOR). Nutrients activate mTOR, which shuts 
off initiation of autophagosome formation by directly phos-
phorylating components of the atg1/unc-51–like kinase 1 
(ULK1) complex (see Figure 14-8).99 Starvation suppresses 
mTOR activity, de-repressing autophagy and providing a 
direct link between nutrient availability, cell growth, and 
catabolism (Figure 14-8). Simply put, cells have no need to 
eat themselves when there is plenty of food, and regulation of 
autophagy by mTOR integrates that important relationship.

mTOR is not the only way to regulate autophagy. For 
instance, cells regulate autophagy induction by monitoring 
their energy status. AMP-activated protein kinase (AMPK) 
is activated by interaction with AMP that accumulates when 
cells are energy deprived. In turn, AMPK potently activates 
autophagy by directly phosphorylating and activating the 
ULK1 complex to initiate autophagosome formation.100,101 
Stress also activates autophagy. For instance, low oxygen 
induces hypoxia-inducible transcription factors that turn 
on the expression of atg genes to stimulate autophagy.102 
Ammonia, a waste product of amino acid and nucleic acid 
metabolism, induces autophagy, linking autophagy to meta-
bolic stress.103,104 Activation of cancer pathways such as 
those controlled by oncogenic Ras,105,106 p53 loss,107 and 
activation of NFκB108 activate autophagy, and the functional 
consequences are under active investigation.

The ULK1 complex activates autophagy by associating 
with membranes, often those of the endoplasmic reticulum, and 
recruiting the class III phosphatidylinositol (PtdIns) 3-kinase 
Vps34, Beclin1/Atg6 complex, and Atg9-containing vesicles. 
PtdIns production recruits double FYVE-containing protein 
1 (DFCP1), which initiates autophagosome formation. Two 

ubiquitin-like conjugation systems governed by Atg7 form the 
Atg12-5-16L1 complex and process LC3/Atg8 to the cleaved, 
lipidated, and mature autophagosome-associated form LC3-II. 
The Atg5-12-16L1 complex and LC3-II function to elongate 
and close the autophagosome membrane. Autophagy recep-
tors such as p62 bind cargo by interacting with their ubiquitin 
modifications and bind autophagosomes by interacting with 
LC3-II, thereby capturing the cargo in the forming autopha-
gosome (see Figure 14-8). Autophagy can cause nonselective 
bulk degradation or can be highly selective, as is the case for 
mitophagy, which specifically targets depolarized mitochon-
dria to the autophagy pathway for degradation.80

Autophagy-Mediated Tumor Suppression

The protein and organelle quality control function of autoph-
agy plays an important role in maintaining tissue health that 
suppresses cancer. There are sweeping deleterious conse-
quences to this failure to take out the “cellular garbage” that can 
ultimately render some tissues tumor prone. The mechanism 
of tumor suppression by autophagy is linked to degradation 
of oncogenic proteins, suppression of cell death, inflamma-
tion and chronic tissue damage, and ultimately to prevention 
of mutations and genetic instability (Figure 14-9).97

The essential autophagy gene beclin1 was identified 
as a potential tumor suppressor gene when it was found to 
be monoallelically lost in a small cohort of human breast, 
ovarian, and prostate cancers and when its overexpression 
reduced the tumorigenicity of human cancer cell lines.109,110 
Knockout of beclin1 in mice causes embryonic lethality; 
however, mice heterozygous for beclin1 are prone to hepato-
cellular carcinoma, lung tumors, lymphomas, and mammary 
hyperplasia.111,112 This suggested that beclin1 is a haploinsuf-
ficient tumor suppressor. However, because it also functions 
in vesicle trafficking, it is not clear if this is due to its essential 
role in autophagy.
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Mosaic knockout of the essential autophagy gene atg5 
in approximately 30% of cells throughout the mouse causes 
benign hepatoma (liver tumor) development without pro-
gression to hepatocellular carcinoma, and with no tumors 
in other tissues.86 This suggests that autophagy deficiency 
promotes the initiation of cancer specifically in the liver, 
but because the neoplasms remain benign, autophagy may 
be required for progression to more aggressive cancers. It 
also suggests that tissues other than liver are less suscep-
tible to tumor promotion caused by autophagy deficiency. 
Perhaps loss of other non–autophagy-related functions 
of beclin1 are involved, or alternatively, partial autophagy 
deficiency due to allelic loss of beclin1 may promote tumor 
initiation.

How autophagy defects promote cancer initiation in 
the liver is gradually emerging. Deficiency in atg5 or atg7 
or allelic loss of beclin1 in the liver causes fatty liver disease, 
and accumulation of abnormal mitochondria, the autophagy 
substrate p62, and p62- and ubiquitin-modified protein 
aggregates.84-86 These p62 aggregates are also known as 
Mallory-Denk bodies, which are a hallmark of human liver 
disease and hepatocellular carcinoma. How these multiple 
aspects of autophagy deficiency may predispose to liver 
tumor promotion is then the question.

It is clear that degradation of the autophagy substrate 
p62 contributes to tumor suppression in the liver. p62 is a 
signaling adaptor protein that regulates cancer-promoting 
pathways, for instance, that of Nrf2 and NFκB.113 This 
raised the possibility that deregulated levels of p62 result-
ing from impaired autophagy could promote the activation 
of pro-oncogenic pathways. p62 binds Keap1, the negative 
regulator of Nrf2, resulting in Nrf2 activation and upregula-
tion of transcription of antioxidant defense genes that pro-
mote survival to oxidative stress.83,114 Loss of autophagy and 
the resulting p62 accumulation activates Nrf2. Concurrent 

deficiency in atg7 and p62 prevents liver tumor initiation 
and enforced p62 accumulation in autophagy-deficient can-
cer cell lines accelerates tumorigenesis.84-86,115 These find-
ings demonstrate that p62 accumulation that results from 
autophagy defects promotes tumor initiation in the liver and 
can accelerate tumor progression.

p62 also interacts with TRAF6 and promotes NFκB 
activation. Autophagy defects and aberrant p62 accumula-
tion and altered NFκB regulation may also contribute to the 
development of liver tumors.85 Accumulation of p62 in aggre-
gates blocks NFκB activation in hepatocytes, promoting cell 
death and triggering chronic inflammation that is known to 
cause liver cancer.85,116 Suppression of inflammation may be 
another important tumor suppression mechanism mediated 
by autophagy independent of Nrf2 inhibition. In support of 
this concept, partial loss of atg16L1, which has been linked 
to the cancer-prone inflammatory condition Crohn disease, 
or deficiency in atg5, promotes Paneth cell dysfunction and 
inflammation of intestinal epithelium.117

Cancer development and progression can be facili-
tated by upregulation of Nrf2 and inflammation but ulti-
mately requires acquisition of genetic changes. Autophagy 
defects activate the DNA damage response, suggesting that 
chronic tissue damage and ROS production can potentially 
generate cancer-causing genome mutations.86,118-120 Indeed, 
autophagy-deficient tumor cells display an increased 
mutation rate, chromosome copy number variations, and 
genome instability compared to autophagy-functional 
tumor cells.118,120 Thus, suppression of genetic instability 
by autophagy is likely the ultimate mechanism by which 
tumor suppression occurs. These and other findings have 
collectively suggested that autophagy stimulation may be 
beneficial for cancer prevention and the mechanism behind 
the health benefits of caloric restriction, fasting, and exercise 
that promote autophagy.97
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Tumor Promotion by Autophagy

Normal cells, tissues, and mammals require autophagy to 
sustain metabolism in starvation. Tumor cells also require 
autophagy for survival, but because tumor cells often reside 
in a metabolically stressed environment, their requirement 
for autophagy is often increased compared to normal cells. 
For instance, autophagy is upregulated in, and required for 
survival of, tumor cells that reside in hypoxic tumor regions, 
typically in the tumor center.96,118,120 This is why tumor cells 
deficient for autophagy have a pronounced survival disadvan-
tage in response to metabolic stress in vitro and form hollow 
tumors in comparison to autophagy-proficient tumor cells 
(Figure 14-10). Stressed, autophagy-deficient tumor cells 
die by necrosis or apoptosis, indicating that metabolic insuf-
ficiency is incompatible with survival and is independent of a 
specific cell death mechanism.

Activation of oncogenic pathways rewires metabolism 
to promote cell growth and elevate metabolic demand.121 
This suggests that tumor cells may have an intrinsic require-
ment for elevated autophagy to help meet this increased met-
abolic demand. Indeed, high basal autophagy is a common 
characteristic of human and mouse cancer cell lines bear-
ing activated oncogenic H-ras or K-ras oncogenes.105,106,122 
These include human pancreatic cancer cell lines and tumors 
that have a high prevalence of activating K-ras mutations.106 
Moreover, introduction of activated Ras that confers tumor-
igenicity is sufficient to cause high basal autophagy.105 
Whether other oncogenic events also upregulate basal 

autophagy is not known; however, high levels of autophago-
somes correlating with aggressive disease have been reported 
in some human tumors.123

High basal autophagy in Ras-driven cancers is required 
for survival in stress and for tumorigenesis. For instance, mouse 
cancer cell lines with activated Ras are highly tumorigenic, 
whereas those deficient for atg genes are defective for tumor 
growth.105 Stable knockdown of essential autophagy genes in 
human cancer cell lines also compromises growth and survival 
in vitro and impairs tumor growth in vivo.105,106 Human pan-
creatic cancer cell line xenographs were also highly sensitive to 
autophagy inhibition with hydroxychloroquine (HCQ),106 
which interferes with lysosome function and blocks the degra-
dation of autophagy cargo delivered to the lysosomal compart-
ment for degradation.124 These findings suggest that cancer 
cells can be addicted to autophagy to survive stress and sus-
tain tumor growth. This has stimulated interest in inhibiting 
autophagy in established tumors to improve cancer therapy.

Analysis of cancer cells and tumors with and without 
autophagy is beginning to reveal the possible mechanism of 
autophagy addiction. In contrast to tumor cell lines with 
functional autophagy, those that are autophagy deficient 
accumulate defective mitochondria.105,106 The mitochondria 
from autophagy-deficient tumor cells are morphologically 
abnormal and display aberrant ROS production, reduced 
respiration, and depletion of key tricarboxylic acid (TCA) 
cycle metabolites in starvation.105,106 Thus, tumor cells need 
autophagy to maintain the functional pool of mitochon-
dria required for efficient tumor growth. Although tumors 
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upregulate glycolytic metabolism, they still require mito-
chondria for anabolic purposes such as citrate production for 
lipid and new membrane synthesis and to produce signaling 
levels of ROS essential for tumor growth.125,126

Role of Autophagy in Cancer Therapy

The survival-promoting function of autophagy in stressed 
tumor cells and the autophagy addiction of Ras-driven can-
cers support the concept that autophagy inhibition may be a 
useful approach to enhance cancer therapy.97,98,127 Moreover, 

most anticancer therapeutics induce autophagy, either indi-
rectly because they are cytotoxic, or directly because they block 
pathways that inhibit autophagy, such as those upstream of 
mTOR, and even mTOR itself.128 This has suggested that 
therapeutic autophagy induction may be a resistance mecha-
nism and that combination with autophagy inhibition may 
enhance efficacy.97,98,127 Clinical trials are under way to test 
this hypothesis using HCQ, more potent analogs of HCQ 
are being assessed,129 and new autophagy inhibitors target-
ing different points in the autophagy pathway are in devel-
opment. Combining autophagy inhibition with nutritional 
stress130 or targeted metabolic inhibitors is also promising.
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The term senescence was coined more than 50 years ago to 
describe the loss of replicative capacity of normal human 
diploid cells in culture.1 At that time, senescence was pro-
posed to generally reflect the process of cellular aging.2,3 
Early studies also noted differences between the propensity 
of normal and malignant cells to senesce, with malignant 
cells being frequently “immortalized” or capable of unlimited 
subcultivation in vitro. These observations were some of the 
first conceptual links between the bypass of replicative senes-
cence and tumorigenesis.

Cellular senescence is now appreciated to be much 
more than a passive cell-autonomous antiproliferative 
program reflecting the normal aging process. In fact, 
senescence is a key cellular program that can be induced 
and plays an important role in permanently restricting 
the propagation of damaged and defective cells. Hence, 
senescence responses can be induced prematurely in 
actively dividing cells both in  vitro and in  vivo through 
the application of endogenous and exogenous stimuli 
that are associated with proliferative stress and/or evoke 
DNA damage. Such stimuli include the aberrant expres-
sion and/or activation of oncogenes, direct DNA damage 
caused by exposure to ionizing radiation, reactive oxygen 
species, and chemotherapeutic drugs. Consequently, the 
integrity of the senescence program can have an active 
impact on cellular stress responses, cancer development 
and treatment outcome.

Although the process of cellular senescence is not a pre-
cise cellular counterpart of normal organismal aging, genes 
important for the execution of senescence have been linked 
to longevity, and it is clear that senescent cells accumulate in 
tissues with age. Interestingly, beyond the cell-autonomous 
control of the cell cycle arrest program, senescent cells actively 
secrete molecules that influence the behavior of neighbor-
ing cells, resulting in the paracrine induction of senescence, 
tissue remodeling, and recruitment of immune cells. Thus 
senescent cells may contribute to the etiology of age-related 
disease by restricting the proliferation of neighboring stem-
cell populations needed for ongoing tissue rejuvenation, and 

through its secretory program modulate tissue remodeling 
and inflammation.

Still, the most exciting recent developments in the 
senescence field relate to the biology of cancer, with ramifica-
tions for understanding of the tumorigenic process, therapy 
responses, and new approaches to treat the disease. This 
chapter outlines the molecular basis of senescence and high-
lights the importance of this permanent cytostatic program 
as a protective mechanism against the propagation of dam-
aged/defective cells. We discuss the physiological roles of 
senescence in vivo, focusing on its contributions as a barrier 
to cellular transformation.

Biochemical and Morphological 
Characteristics of Senescent Cells

To date, most studies describing the senescence phenotype 
have been performed in fibroblasts, although at least some 
senescence characteristics occur in epithelial and hemato-
poietic tissues as well. Despite induction of replicative and 
premature senescence by diverse stimuli, the biochemical 
and morphological characteristics of senescent cells are simi-
lar (Figure 15-1). In vitro, senescent cells can be identified 
on the basis of their large flattened morphology, a lack of 
DNA replication (detected by the reduced incorporation of 
5-bromodeoxyuridine or 3H-thymidine), increased expres-
sion of proteins associated with cell cycle arrest and tumor 
suppression (such as the tumor suppressor p53 and cyclin- 
dependent kinase inhibitors [CDKi] p16INK4A, p21CIP1/WAF1, 
and p15INK4B), and the presence of senescence- associated 
β-galactosidase activity, which is attributed to the high lyso-
somal content of senescent cells. Senescent cells undergo 
marked changes in chromatin structure, as characterized 
by the presence of densely staining senescence-associated 
heterochromatic foci (SAHF), and also display altered his-
tone modification profiles. Finally, senescent cells secrete a 
diverse array of proinflammatory and extracellular matrix 
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remodeling factors, collectively referred to as the senescence-
associated secretory phenotype (SASP).

The challenges associated with studying senescence 
in  vivo have been a roadblock in the advancement of the 
senescence field. In contrast to apoptosis, another program 
that restricts proliferation and tumorigenesis, the morpho-
logical changes associated with senescence are difficult to 
visualize in whole tissues, and there are no simple assays 
(analogous to assessing DNA fragmentation or caspase acti-
vation during apoptosis) for definitively identifying senescent 
cells histologically. Thus senescent cells are predominantly 
identified in vivo by the presence of a collection of biochemi-
cal marks. Unfortunately, many “senescence markers” are not 
unique to the program; for example, upregulation of certain 
CDKi also occurs in quiescent cells. Moreover, the combi-
nation of biochemical marks expressed by given senescent 
cells can be cell-type and stimulus dependent. Despite these 
limitations, cells with combinations of senescent markers 
have been observed in aged, damaged and fibrotic tissues, 
in premalignant lesions, and in malignant tumors following 

chemotherapy, suggesting key processes in which the pro-
gram might participate.

Replicative Senescence and  
the Hayflick Limit

Studies by Hayflick and colleagues1-3 demonstrated that 
most normal human diploid cells could not be subcultured 
beyond about 50 passages in vitro—the so-called Hayflick 
limit. On reaching this limit, cells remained irreversibly 
arrested with a senescent morphology, even when presented 
with growth factors in an optimal proliferative environment. 
Although later reports demonstrated that the cellular life-
span of clones within a bulk population is more variable than 
originally proposed,3 the original concept that normal cells 
invariably stop dividing in culture, even in optimal growth 
conditions, holds true.

Over the ensuing decades, the Hayflick limit was 
shown to occur as a consequence of accumulated telomere 
erosion and dysfunction.4 Telomeres are complex structures 
consisting of repetitive DNA sequences ([TTAGGG]n in 
vertebrates) and specialized proteins that form protective 
caps on the ends of linear chromosomes to prevent their rec-
ognition as a DNA break.5 The “directional” nature of DNA 
replication prevents the replication of the extreme ends of 
telomeres (the “end replication problem”); thus telomeric 
DNA shortens with every cell division.5 With repeated 
divisions, telomeres can become critically short and fail to 
form the protective cap, resulting in activation of DNA 
damage signaling and the onset of replicative senescence6-8 
and thereby preventing cellular immortalization. Even when 
senescence is prevented through a variety of genetic pertur-
bations in the program, ongoing telomere dysfunction cre-
ates a state of chromosomal instability called crisis that limits 
proliferation.9

In order for cancer cells to bypass senescence and 
become immortal, they must acquire an ability to regu-
late telomere length and/or integrity. The addition of 
telomeric DNA repeats can be catalyzed by the enzyme 
telomerase.10 On rare occasions cells can aberrantly upreg-
ulate the expression of telomerase (or elongate telomeres 
through alternative pathways), enabling bypass of repli-
cative senescence and crisis. This effectively facilitates the 
unlimited propagation of cells with chromosomal fusions 
and genomic instability, a critical step preceding cellular 
transformation.9 Indeed, expression of telomerase alone 
is sufficient to delay or completely abrogate the onset of 
replicative senescence in certain cell types, which provides 
definitive evidence linking telomere shortening to the onset 
of senescence.11
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Figure 15-1 Senescence stimuli and biological characteris-
tics Senescence is induced by diverse endogenous and exogenous 
stresses that promote strong pro-proliferative signaling and DNA damage 
responses. Senescent cells undergo a permanent proliferative arrest 
and are identified by the combined presence of multiple biochemi-
cal and morphological characteristics. In vitro senescent cells display 
an enlarged and flattened morphology, have elevated senescence-
associated β-galactosidase activity, and express markers consistent 
with RB and p53 tumor suppressor pathway activation, cell cycle arrest, 
and DNA damage response signaling. Senescent cells also undergo 
marked changes in chromatin organization (the formation of senescence-
associated heterochromatic foci—SAHF), undergo epigenetic changes, 
and secrete a diverse collection of soluble and insoluble factors (the 
senescence-associated secretory phenotype—SASP).
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Most normal cells do not express telomerase and are 
therefore susceptible to replicative senescence. However, 
telomerase is expressed by normal cells that are dependent 
on long-term proliferative potential for their biological func-
tion, such as germ, stem, and progenitor cells.9 Although the 
expression of telomerase alone is insufficient to transform 
human cells,12 telomerase activity is often associated with 
human cell immortalization and is upregulated in many can-
cer cells.13 Moreover, expression of telomerase is a key factor 
in an oncogene “cocktail” capable of fully transforming nor-
mal human fibroblasts.14 Hence, strategies to target telomer-
ase for cancer control have received much attention.

Senescence and Viral Oncoproteins

The study of oncoproteins encoded by DNA tumor viruses 
has been instrumental in enabling the study of senescence 
and its contribution to cellular immortalization and trans-
formation. Specifically, the expression of oncoproteins 
such as SV40 large T antigen, human papillomavirus 
(HPV) E6 and E7 proteins, and adenoviral E1A proteins 
can bypass cellular senescence under appropriate condi-
tions. Moreover, such oncoproteins can collaborate with 
constitutively activated Ras proteins to transform normal 
cells,15-19 implying indirectly that senescence provides a 
barrier to malignant transformation, at least in vitro. Fur-
thermore, sustained expression of these viral oncoproteins 
is required to maintain the immortalized/transformed 
state. For example, knockdown of HPV E6/E7 proteins is 
sufficient to induce senescence in HeLa and cervical cancer 
cell lines.20-23 It is now appreciated that these viral onco-
proteins disable the retinoblastoma (RB) and p53 proteins, 
which are key tumor suppressors and central regulators of 
the senescence program (see later discussion). Collectively 
these studies helped reveal that the senescence program is 
genetically controlled and, indeed, might play a role in lim-
iting cancer.

Premature Senescence

Senescence is more than merely a cell division clock that 
regulates the proliferative lifespan of normal cells. “Prema-
ture” senescence is an active cytostatic program that is trig-
gered in response to proliferative or genotoxic stress, such as 
the expression of strong oncogenes, tumor suppressor loss, 
exposure to DNA damage, and reactivation of tumor sup-
pressor pathways. Unlike replicative senescence, premature 
senescence can be induced irrespective of the replicative “age” 
of cells, is independent of telomere attrition, and cannot be 
overridden by restoration of telomerase activity.24

The first example of oncogene-induced senescence was 
described in 1997, where forced expression of an onco-
genic allele of Ras induced a senescence response in primary 
human and rodent cells that was accompanied by the induc-
tion of p53 and p16INK4A.25 Inactivation of p53 or p16INK4A 
was sufficient to enable the proliferation of Ras-expressing 
rodent cells, and co-expression of adenoviral protein E1A 
and Ras was sufficient to enable senescence bypass in human 
cells. Of note, this study implied that oncogene-induced 
senescence acted as an important barrier to uncontrolled 
proliferation during multistep tumorigenesis and also pro-
vided a biological mechanism for the observed cooperation 
between Ras and immortalizing oncogenes (such as viral 
oncoproteins) alluded to earlier.

The Ras proteins are master regulators of pathways 
that cooperate to drive cell proliferation, growth, and sur-
vival. Dissection of Ras signaling through the use of engi-
neered Ras mutants and activated forms of downstream 
signaling components identified the Raf/MEK/MAPK 
cascade as the major arm of Ras signaling that triggered 
senescence.26,27 Hence, activation of the very same pathways 
that promote cellular transformation can also drive senes-
cence when tumor suppressor genes are intact, thus implying 
that senescence can serve as an antiproliferative response to 
aberrant mitogenic cues.

Oncogene-induced senescence is not the only form of 
premature senescence that has been described. In fact, many 
forms of cellular damage, including exposure to ionizing 
radiation, cytotoxic drugs, and oxidative stress, can induce a 
cytostatic program that is phenotypically indistinguishable 
from senescence. Gene expression profiling studies support 
the notion that these senescence programs are related and 
demonstrate a strong similarity to the canonical replicative 
senescence program triggered by telomere erosion. Cellular 
senescence thus appears to represent a common response to 
cellular stress.

Interestingly, virtually all of the known stimuli that 
induce senescence—including telomere malfunction and 
hyperproliferation—can activate a DNA damage response 
(DDR), suggesting that some aspects of DDR signaling are 
crucial triggers of senescence. Accordingly, abrogation of 
DNA damage signaling through mutation/deletion of key 
regulators such as ATM, NBS1, CHK2, and ATR sup-
presses senescence, largely due to a failure to activate the p53 
pathway.7,28 Furthermore, DDR signaling can trigger gener-
ation of the SASP29 and the global chromatin changes that 
are observed in senescent cells.30

Generally, it appears that a substantial damage “thresh-
old” must be reached before replicative or premature senes-
cence responses can be triggered. For example, cells with 
minor DNA damage may arrest only transiently, providing 
an opportunity for the repair of genetic lesions. However, 
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when DNA damage is extensive, cells may opt to undergo 
cell death or enter senescence. This notion of dose depen-
dence holds true for oncogene-induced senescence, which is 
partly governed by the induction of negative feedback mech-
anisms that control mitogenic signaling.31 High levels of Ras 
causing hyperreplication, extreme mitogenic stress, nega-
tive feedback signaling, and a strong DDR are required for 
Ras-induced senescence, whereas mutation of Ras without 
overexpression instead promotes proliferation and cellular 
transformation.32,33

Senescence in Vivo

Traditionally, oncologists have relied on cytotoxic chemo-
therapy regimens for the treatment of patients with diverse 
tumor types. Because many of these agents cause widespread 
DNA damage, it is perhaps not surprising that senescence 
can be induced in tumor cells following treatment with 
chemotherapy. Early demonstrations of therapy-induced 
senescence in  vivo employed a transgenic mouse model of 
lymphoma, where lymphomas engineered to be unable to 
apoptose underwent senescence in response to the chemo-
therapeutic agent cyclophosphamide, and the animals har-
boring these lymphomas showed prolonged survival. By 
contrast, mice harboring lymphomas in which senescence 
was also disabled responded much more poorly to chemo-
therapy and displayed a very poor prognosis.34 Senescence 
markers are also detectable in patient tumor biopsies follow-
ing neoadjuvant chemotherapy,35,36 suggesting that therapy-
induced-senescence is not just a phenomenon restricted to 
preclinical tumor models but an important determinant of 
therapeutic outcomes in patients.

Senescent cells have been identified in a variety of 
premalignant lesions, including lung adenomas, pancreatic 
intraductal neoplasias, chemically induced skin papillomas,37 
lymphocytes,38 pituitary hyperplasia,39 prostatic intraepithe-
lial neoplasia,40,41 and serrated colon hyperplasia.42 A com-
pelling example highlighting the potential importance of this 
program involves the occurrence of senescent melanocytes 
in benign melanocytic nevi (moles).43 Most nevi harbor Ras 
pathway mutations, yet are capable of remaining in a growth-
arrested state for decades.44,45 In these nevi, melanocytes 
express hallmarks of senescent cells, including upregulation 
of p16INK4A and senescence-associated β-galactosidase activ-
ity.43 Nevi are effectively poised for malignant progression  
following bypass of senescence (e.g., via deletion or silencing 
of p16INK4A); thus, in the context of melanoma, oncogene-
induced senescence genuinely protects premalignant cells from 
tumor progression. The fact that Ras pathway mutations and 
INK4a loss commonly occur in human melanomas provides 
genetic support for the program as a barrier to cancer.46

As occurs after activation of oncogenic Ras, senescence 
can also be triggered in vivo following the loss of tumor sup-
pressor genes. For example, prostate-specific deletion of 
PTEN, a phosphatase responsible for suppressing mito-
genic signals, evokes a senescence response that is dependent 
on p53 and opposes the development of late-stage invasive 
prostate tumors.40 Irrespective of the proposed stimulus, 
the studies just mentioned strongly noted the conspicuous 
absence of senescent cells in malignant tumors, consistent 
with the notion that senescence acts as a barrier to tumori-
genesis that must be disabled before tumors can progress. 
Ongoing studies of senescence continue to identify key regu-
lators of the program that are also capable of influencing the 
tumorigenic process in animal models and human tumors.

Convergence of Senescence Stimuli on Two 
Major Pathways

The senescence-associated cell cycle arrest typically involves 
interplay between the RB and p53 tumor suppressor path-
ways (Figure 15-2), which are two of the most frequently 
disabled pathways in human cancer. Indeed, mutations com-
promising some aspect of each pathway may be a prerequisite 
for the formation of an advanced cancer. Crosstalk between 
RB and p53 occurs at multiple levels in their respective sig-
naling hierarchies; thus the pathways actively modulate and 
reinforce each other to promote the senescence response. 
Accordingly, most human cells require defects in both path-
ways to efficiently bypass senescence. By contrast, inactiva-
tion of either p53 or RB is sufficient to bypass senescence 
in mouse embryo fibroblasts, though whether this reflects 
species differences in pathway wiring or merely variation 
between cell types is unclear.

p16INK4A/RB Pathway

RB is a member of a multigene family that also includes 
the structurally and functionally related proteins p107 and 
p130.47 The tumor-suppressive capacity of RB predomi-
nantly arises in part from its ability to repress the E2F family 
of transcription factors and thereby regulate G1-S phase cell 
cycle transition. It is now appreciated that RB also controls 
many aspects of tumor biology, including apoptosis, differ-
entiation, and the maintenance of chromosomal stability.47

RB is frequently inactivated in diverse types of human 
cancer, and experiments with genetically modified mice have 
revealed a causal role for RB loss in tumor initiation and pro-
gression in a variety of different tissue types.47 Hints that 
RB might be a senescence regulator came from studies that 
identified associations between RB and viral oncoproteins 
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with immortalizing activity. Nevertheless, a clear-cut inter-
pretation of these observations was confounded by the fact 
that these oncoproteins bind all three RB family members.52 
Moreover, RB, p107, and p130 have partly redundant func-
tions and can often compensate for each other if one mem-
ber is inactivated.53-55 Studies using conditional knockouts56 
and RNA interference57,58 have since revealed a unique role 
for RB during senescence, such that specific depletion of RB 
(without affecting p130 or p107) can cooperate with p53 
loss to bypass senescence. The fact that RB, and not p107 
and p130, is a frequently mutated tumor suppressor gene 
suggests that control of senescence contributes to its tumor-
suppressive role.

In human cells, RB inhibits senescence by binding 
to E2F factors and preventing the expression of a series of 
E2F-responsive genes linked to DNA replication.58 RB 
achieves this by inhibiting E2F proteins capable of otherwise 
activating growth-promoting genes and/or by recruiting 
chromatin-modifying factors to E2F-responsive promoters 
that repress gene transcription.59 During senescence, RB 

also inhibits E2F-induced gene expression by incorporating 
E2F target genes into dense heterochromatic regions known 
as SAHF.57 Each SAHF is thought to consist of a single 
condensed chromosome, enriched in histone modifications 
and proteins that are typically associated with transcrip-
tionally silent heterochromatin, and largely devoid of sites 
of active transcription.57,60 Consistent with these observa-
tions, proteomic analyses of the histone content of senes-
cent cells indicate that they generally harbor modifications 
linked with gene repression, and certain enzymes (e.g., Jarid 
histone demethylases) associated with gene repression are 
required for the repression of some E2F target genes during 
senescence.61

The RB-directed changes just described appear to buf-
fer E2F target genes from activation by normal mitogenic 
cues, thereby contributing to the stable cell cycle arrest that 
is a hallmark of senescence. Accordingly, disruption of RB 
prevents SAHF formation and gene silencing in cells given 
a senescence stimulus.57 However, inactivation of RB alone 
is insufficient to bypass senescence in many cell types. This 
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Figure 15-2 The RB and p53 tumor suppressor pathways cooperatively control the senescence cell cycle arrest In normal cells, p53  
is maintained at low steady-state levels through activity of the E3 ligase MDM2 (HDM2 in humans). Hyperproliferative stresses, such as oncogene 
expression, can drive the induction of ARF, which sequesters MDM2, resulting in the stabilization of p53. Following DNA damage response signaling, 
p53 becomes hyperphosphorylated and stabilized, thus enabling its activity as a DNA-binding transcription factor. p53 transcriptionally upregulates 
the cyclin-dependent kinase (CDK) inhibitor p21CIP1/WAF1, which promotes cell cycle arrest by inhibiting cyclin/cdk2 complexes, and thereby activat-
ing RB. RB is expressed in proliferating and noncycling cells, and its activity is primarily regulated at the posttranslational level.47 As dividing cells 
approach the G1/S boundary of the cell cycle, RB is phosphorylated by cyclin D/CDK4 and cyclin E/cdk2 complexes, causing the release of activator E2F 
factors (E2FA) from RB and transcriptional activation of E2F target genes required for DNA synthesis. During senescence, elevation of CDK inhibitors 
including p16INK4A and p21CIP1/WAF1 ultimately promotes hypophosphorylation of RB, inhibition of E2F-responsive gene expression, and arrest of cells at 
the G1/S checkpoint. Multiple opportunities exist for crosstalk between the pathways, including the p53-mediated induction of p21CIP1/WAF1 and E2F7 (a 
repressor E2F family member), which operate at different levels in the signaling hierarchy to reinforce RB pathway activity. In addition, deregulation of 
E2FA activity leads to upregulation of ARF, thus activating p53 signaling to initiate a secondary proliferative block.48 Viral oncoproteins disable both p53 
and RB to bypass senescence and facilitate cell immortalization. Some components of the pathways are tumor suppressors in their own right. CDKN2A 
(encoding p16INK4A) is frequently mutated and/or lost in a variety of human tumors, and there is extensive evidence for gene silencing through methyla-
tion of the p16INK4A promoter in tumors.49 p16INK4A-null mouse embryonic fibroblasts (MEFs) possess normal growth characteristics and can senesce 
in response to oncogenic Ras but have increased immortalization rates in comparison with wild-type MEFs, and p16INK4A-null mice are predisposed to 
tumorigenesis.50 Consistent with ARF acting as a major regulator of p53 during oncogene-induced senescence, fibroblasts isolated from ARF-deficient 
embryos do not senesce and are transformed by oncogenic Ras alone.51 ARF-deficient mice are also tumor prone.51
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is largely due to compensatory activation of the p53 path-
way, which modulates an independent set of antiproliferative 
genes and also reinforces RB signaling to provide a second-
ary proliferative block.

ARF/p53/p21CIP1/WAF1 Pathway

The ARF/p53/p21CIP1/WAF1 tumor suppressor pathway is 
a major regulator of cellular responses to oncogenic stress 
and DNA damage, resulting in the induction of cell cycle 
arrest, apoptosis, and senescence, depending on the stimulus. 
Cells isolated from p53-deficient mice are largely resistant 
to stimuli that would promote growth arrest or apopto-
sis under normal culture conditions,62 and p53-deficient 
mouse embryo fibroblasts bypass the senescence response 
that usually occurs following extensive DNA damage or 
forced expression of oncogenic Ras.25 Not only is loss of 
p53 required for bypass of senescence; restoration of p53 
in Ras-transformed cells causes the induction of senescence 
and the subsequent regression of established tumors, dem-
onstrating that continual suppression of p53 is required for 
tumor maintenance.63-65 Beyond their biological significance, 
these data suggest that p53-reactivation “therapies” may hold 
promise for the treatment of established tumors by promot-
ing a senescence response.

p53 primarily exerts its antitumor effects by acting 
as a DNA-binding transcription factor that directly regu-
lates the expression of many genes involved in apoptosis 
and cell cycle arrest. The effect of p53 during senescence is 
due, in part, to the direct transcriptional upregulation of the 
cyclin/cdk2 inhibitor p21CIP1/WAF1. By inhibiting cyclin/
cdk2, p21CIP1/WAF1 promotes activation of the p16INK4A/
RB pathway and subsequent cell cycle arrest, thus serving 
as an important point of crosstalk between the two central 
pathways of the senescence program. In support of this 
hypothesis, cosuppression of p21CIP1/WAF1 and RB pathway 
components (RB or p16INK4A) by RNA interference inhib-
its senescence in human fibroblasts, highlighting p21CIP1/WAF1 
as a critical component of the p53 pathway.58

Deletion of p21CIP1/WAF1 alone is not sufficient to 
bypass senescence in mouse embryo fibroblasts,66 suggest-
ing that additional p53 targets contribute to the senescence 
response. Such targets include the p53-responsive gene 
PML, which is induced by oncogenic Ras and promotes 
senescence by localizing RB/E2F proteins into PML bodies, 
thereby repressing E2F transcriptional activity.67-69

Another recently described point of crosstalk between 
the p53 and RB pathways involves the p53 transcriptional tar-
get E2F7 (an atypical E2F family member), which represses 
a subset of E2F target genes required for mitotic progres-
sion.70,71 As seen for p21CIP1/WAF1, co-inhibition of E2F7 

and RB is sufficient to circumvent Ras-mediated senescence 
and enable transformation of mouse embryo fibroblasts.70 
Collectively, these studies highlight the interplay between 
the p53 and RB pathways that govern institution of the 
senescence proliferative block and thereby the suppression of 
tumorigenesis. The extent to which the control of senescence 
contributes to the tumor-suppressive function in human 
cancer remains to be determined, but the co-occurrence 
of Ras, p53, and RB mutations in human tumors suggests 
that disruption of senescence may be required for cells to 
tolerate high levels of oncogenic signaling and become fully 
malignant.

The Senescence-Associated  
Secretory Phenotype

Previously, we have focused largely on the cell-intrinsic 
mechanisms that govern senescence responses and tumori-
genesis—these mechanistically explain much of the biology 
underlying the cell cycle arrest associated with the Hayflick 
limit. Senescent cells also secrete a multitude of factors, 
predominantly proinflammatory cytokines, chemokines, 
growth factors, and extracellular matrix remodeling factors, 
that have collectively been referred to as the senescence-asso-
ciated secretory phenotype (SASP—Figure 15-3). Initially, 
SASP factors were used as biomarkers to confirm the pres-
ence of senescent cells. Now, emerging evidence indicates 
that the SASP acts in an autocrine and paracrine manner to 
influence the senescence program and profoundly alter the 
behavior of neighboring cells. This secretory program may 
contribute to the natural role of senescence in aged or dam-
aged tissues.

The contribution of the SASP toward the biology of 
senescence and tissues is complex and can promote and sup-
press tumorigenesis depending on the context. Perhaps the 
greatest consequence of the SASP in vivo, in terms of tumor 
suppression, chemotherapy-induced senescence, and disease 
resolution, is enhanced immune surveillance and subsequent 
clearance of senescent cells. In such scenarios, the secretion 
of proinflammatory cytokines and chemokines by senescent 
cells attracts innate and adaptive immune cells (including 
natural killer cells, macrophages, and T cells) to the site of 
senescence and cell/tissue damage. The immune cells sub-
sequently kill and clear the senescent cells, restoring tissue 
homeostasis.63,72

Senescent cells also upregulate the expression of cell 
surface receptors, ligands, and intracellular signaling com-
ponents that facilitate recognition of senescent cells and 
aid their elimination by immune cells.72,73 Indeed, immune 
surveillance of senescent cells has been positively linked to 
regression of established tumors,63 the prevention of tumor 
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development,74 and the improved survival of animals fol-
lowing treatment with chemotherapy.75 Of course, some 
senescent cells—for example, those occurring in benign 
melanocytic nevi—remain in tissues for reasons that are yet 
to be elucidated.

Perhaps counterintuitively, SASP factors previously 
appreciated for their protumorigenic activity contribute to 
tumor-suppressive aspects of the senescence response. For 
example, the proinflammatory cytokines interleukin-6 (IL6) 
and interleukin-8 (IL8) reinforce the senescence growth 
arrest, presumably by continuing to drive pro- proliferative 
and DDR signaling within the senescent cells.76,77 The 
nuclear factor-κB (NFκB) family of transcription fac-
tors (master regulators of immune signaling traditionally 
regarded for their protumorigenic activity) is responsible for 

transcription of a substantial part of the SASP signature, 
including the expression of IL6 and IL8.75,76,78,79

Gene expression profiling indicates that NFκB con-
trols the expression of more SASP genes during senescence 
than either p53 or RB, cementing its role as a key regulator 
of the senescence program.75 During therapy-induced senes-
cence, canonical NFκB activity was required both for the 
induction of senescence in tumor cells and for tumor regres-
sion following administration of chemotherapy, implying 
that the NFκB-driven SASP contributes to the senescent 
cell-intrinsic and -extrinsic aspects of the program and that 
NFκB can have remarkable antitumor activity.75,78 These 
observations also suggest an important role for the SASP 
in facilitating chemotherapy responses, a possibility that is 
consistent with clinical data.78

Figure 15-3 Tumor suppressive and 
tumor-promoting activities of the 
SASP Senescent cells secrete a range of 
factors that profoundly affect the tissue 
microenvironment. In the context of 
tumor suppression, wound healing, and 
disease resolution, factors secreted by 
senescent cells attract components of 
the innate and adaptive immune system, 
which recognize, kill, and clear the 
senescent cells. This results in removal 
of damaged/stressed cells and restora-
tion of tissue integrity. Senescent cells 
secrete molecules that actively reinforce 
the senescence arrest and can induce 
secondary “bystander” senescence in 
neighboring cells. The secretion of prote-
ases enables remodeling of the extracel-
lular matrix, which facilitates resolution 
of tissue disease (such as fibrosis) and 
thereby promotes wound healing. The 
consequence of the SASP is context 
dependent. Senescent cells secrete 
proinflammatory cytokines and growth 
factors known to enhance cell prolifera-
tion and transformation. Pro-angiogenic 
factors from senescent cells can promote 
tissue vascularization, while additional 
factors drive epithelial-to-mesenchymal 
transitions and increased invasiveness 
of premalignant cells.
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Secreted factors are capable of influencing their micro-
environment for as long as they persist. It is therefore pos-
sible that promitogenic SASP factors can promote the 
hyperproliferation and subsequent “bystander” or “second-
ary” senescence of normal and/or premalignant neighboring 
cells. In agreement, secondary senescence can be conferred 
on incubating normal growing cells in “conditioned” media 
from senescent cells.80

Alternatively, SASP factors might simultaneously 
drive the proliferation/invasiveness of neighboring malig-
nant cells in which the senescence response is defective. For 
example, factors such as growth-related oncogene (GRO)-α 
and VEGF can facilitate the proliferation and transformation 
of premalignant cells81 or promote tumor vascularization,82 
respectively. SASP factors can also promote invasiveness of 
premalignant cells.79,83-85 Hence, in some circumstances, the 
continued presence of senescent cells (and thus production 
of SASP factors) in aged, damaged, and premalignant tis-
sues may exacerbate the decline of tissue integrity and/or 
promote tumor development or relapse.79,86,87 The precise 
contexts in which SASP factors are pro- or antitumorigenic 
remain to be determined.

Senescence and Noncancer Disease States

Because senescence limited the replicative capacity of cells 
in  vitro, Hayflick and colleagues proposed that replicative 
senescence might generally reflect the process of aging at the 
cellular level.2,3 Although there is perhaps little evidence to 
demonstrate that organismal aging occurs as a direct conse-
quence of cellular aging, senescent cells accumulate in aging 
tissues at sites of age-related diseases, such as in atheroscle-
rotic plaques, skin ulcers, and arthritic joints,88,89 and expres-
sion of senescence markers such as p16INK4A increases in 
aging tissues.90-92

Consistent with an active contribution of senescent 
cells to aging, elimination of p16INK4A-expressing cells from 
mouse tissues delays aging-related phenotypes such as sar-
copenia, cataracts, and loss of adipose tissue.93 Moreover, 
the late-life removal of p16INK4A-expressing cells was suffi-
cient to attenuate the progression of already established age-
related disorders, suggesting that senescent cells contribute 
to the initiation and maintenance of the aging phenotype.93 
Although the etiology of the senescent cells in aging tissues 
is often unclear, at least some cases have been attributed 
to telomere dysfunction,91,92 and experimental manipula-
tions to produce telomere dysfunction can reproduce aging 
phenotypes.

Senescent cells may contribute to organismal aging 
in a number of ways. For example, because senescent cells 
are irreversibly arrested, they may be incapable of effectively 

repopulating aged/damaged tissue and thus promote tissue 
decline. At the same time, senescent cells remain metaboli-
cally active and have a SASP that may also influence the 
behavior of neighboring cells and promote tissue dysfunc-
tion.94 They may also promote chronic inflammation, which 
is associated with diverse age-related diseases including can-
cer.95 Conversely, senescence can positively facilitate wound-
healing responses and promote the resolution of disease 
states, which may produce positive effects on tissue func-
tion. For example, in a murine model of chemical-induced 
liver fibrosis, the senescence program limited the extent of 
fibrosis by halting the proliferation of fibrogenic (activated 
stellate) cells, reducing extracellular matrix production, and 
promoting immune clearance of the senescent cells, suggest-
ing a positive role in this wound-healing response. Other 
studies imply that senescence restricts fibrosis in cutaneous 
wound healing.96 In both models, the SASP played a prom-
inent role in the elimination of senescent cells and tissue 
restoration.

Emerging evidence thus suggests that the impact of 
senescence on tissue function may be influenced by acute 
versus chronic induction. Hence, senescence can facilitate 
tissue homeostasis following acute damage through a two-
pronged mechanism, resulting in the proliferative arrest and 
changes to the microenvironment that lead to the elimina-
tion of damaged cells and the remodeling of the surrounding 
tissue to restore tissue structure and function. However, per-
sistent cellular damage would continue to produce excessive 
presenescent or senescent cells that might contribute to tis-
sue degeneration, the onset of age-related disease, or tumor 
formation.

Conclusions and Perspectives

The true physiological role for senescence appears to be 
the prevention of the propagation of damaged cells, where 
autonomous aspects control the proliferative arrest and the 
SASP reinforces arrest and further directs the immune sys-
tem to promote their elimination. In a speculative model, 
the original evolutionary purpose of senescence might be 
to help coordinate wound-healing responses, and these 
actions may be co-opted, directly or indirectly, for tumor 
suppression. Ironically, when persistent, some of these 
activities may be protumorigenic and contribute to age-
related pathologies.

Mechanistically, the program involves active interplay 
among at least three major transcription factors (Rb, p53, 
and NFκB) whose activities are known to play an important 
roles in cancer. Because senescence can be influenced by extra-
cellular factors and molecules, for which drugs and inhibitors 
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are available, the possibilities for therapeutic modulation of 
the program in various settings exist. Such therapies could, 
in principle, harness the cell-autonomous aspects of the pro-
gram to promote arrest or, alternatively, aid the immune rec-
ognition and clearance of senescent cells. Imperative for the 

success of such treatments is a thorough understanding of 
the molecules that govern senescence. Gaining new insight 
into senescence markers and biological aspects of the pro-
gram in normal and pathological states is therefore of key 
importance for current and future biomedical research.
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The discovery in the 1970s of proto-oncogenes, genes 
that become oncogenic (“cancer causing”) either through 
genetic modifications or increased expression, and tumor 
suppressor genes, those that if expressed at the right levels  
would suppress progression to malignancy, spurred a 
revolution. Given the excitement and the implication of 
these discoveries, it may not be surprising that most can-
cer researchers never looked back. Thus much of the work 
of the early cancer research pioneers such as Paget, Rous, 
Warburg, and Berenblum (see later discussion) that drew 
attention to other aspects of cancer became unpopular and 
were considered beside the point.

The subsequent decades brought technologies that 
enabled automated sequencing of DNA, which eventually 
made the dream of sequencing whole organismal and tumor 
genomes a reality. The hope was that pinpointing aberra-
tions in genetic sequence would allow one to understand the 
origins of cancer.1 Dealing with the mutations by fixing the 
genes through gene therapy or neutralizing the gene prod-
ucts would thus provide a viable cure. However, the picture 
that emerges 40 years later is much more complex.2 For 
breast cancer, we know now that the frequency of somatic 
mutations exceeds 1 per 1 million DNA base pairs.3 We also 
know that a single tumor may have hundreds of mutations,3 
that some mutations (TP53, PIK3CA, GATA3) are more 
prevalent than others,4 but that even these are not present in 
the majority of patients.4 Given this enormous complexity, 
where would we start?

This approach has also taught us a lot about what the 
genome may not be able to tell us. For instance, autopsy 
studies have revealed that the fraction of individuals har-
boring neoplastic lesions within their breast or prostate is 
27- to 142-fold higher than the actual incidence rates of 
breast and prostate cancer.7,8 If the initial mutation was suf-
ficient to cause cancer, why do the great majority of these 
neoplasms fail to progress to frank carcinomas? Another 
aspect of tumor progression that cannot be explained solely 

by genomic aberrations is why tumors metastasize when 
they do. The prevailing hypothesis had been that metastases 
reflect the pinnacle of tumor evolution: tumor cells would 
have to acquire a set of mutations in order to disseminate 
from the primary tumor to another tissue.9 Now, it is clear 
that tumor cells disseminate very early during tumor pro-
gression despite few genetic abnormalities10-12 and that these 
tumors may emerge even faster than the primary tumor itself 
(this is referred to as cancer of unknown primary). So, if meta-
static outgrowth does not require additional mutations from 
the primary tumor, what drives the metastatic program? 
Other questions along these lines are outlined elsewhere.13

The need to answer such questions has spawned a new-
found appreciation that the complexity that governs tumor 
phenotype cannot be explained only at the genetic level. As a 
result, the focus has slowly begun to shift to the study of the 
tumor’s microenvironment. Whereas this appreciation may 
be newfound, the concept of the microenvironment’s impor-
tance is not (see Figure 16-1 for a timeline).14-17

Half of the secret of the cell is outside  
the cell: a historical perspective on the 
role of the microenvironment

In 1889, Stephen Paget published results of an autopsy 
study he conducted on 735 breast cancer patients. His 
study revealed that these patients tended to have metastases 
within four tissues: lung, liver, uterus, and bone. Empow-
ered by these observations, as well as those of peers such as 
Langenbeck and Fuchs, Paget formulated his now-famous 
“seed and soil” hypothesis: “Every single cancer cell must 
be regarded as an organism, alive and capable of develop-
ment. When a plant goes to seed, its seeds are carried in all 
directions; but they can only live and grow if they fall on 
congenial soil.”18 Perhaps this is where an appreciation for 
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the microenvironment began. Remarkably, the enduring 
interpretation of Paget’s hypothesis is that certain soils are 
favorable for tumor growth. This has indeed dominated 
the landscape of metastasis research and is the subject of 
the following subsection (Promoting Microenvironments). 
Inherent in Paget’s message, however, was that certain soils 
are inhospitable to a tumor’s seed. In the same article, Paget 
remarks on a colleague’s interpretation that instead of a pre-
disposition to receive a seed, certain organs exhibit “dimin-
ished resistance.”18 Thus the second subsection (Suppressive 
Microenvironments) deals with this idea.

Promoting Microenvironments

What makes a given microenvironment favorable for the 
growth of a tumor cell is a topic that is germane to all tumors, 
disseminated or not. For instance, the probability of harboring 
an occult (i.e., hidden) neoplasm increases with age to nearly 
100% in an organ like the thyroid gland, yet only 0.1% of the 
population is ever diagnosed with thyroid cancer.19 What 
allows the emergence of tumors in some, but not others, is 
a question that has been pursued since the turn of the 20th  
century. Peyton Rous and others concluded that a transplanted 

tumor would not take unless there was a stromal reaction and 
immediate vascularization of the implant.20 These proper-
ties are common to both inflammation and wounding, and 
each has long been suspected of creating a tumor-promoting 
microenvironment. As early as 1863, Virchow noted that 
chronic irritation and prior injury could precondition tissue 
for tumor formation.21 Rous was among the first to show this 
conclusively by demonstrating that wounding the peritoneal 
cavities of mice inoculated with tumor cells accelerated the 
growth of tumors within their visceral organs.22

Further evidence for the tumor-promoting power of 
the wounding microenvironment came from the vast liter-
ature on chemical carcinogens. An extensive body of work 
established that chemicals within coal tar such as benzo[a]
pyrene derivatives, despite being known mutagens, were not 
sufficient to cause skin cancer on their own. Despite “initia-
tion” due to chemical exposure, normal skin guards against 
progression unless the carcinogen dose is so excessive that it 
damages the tissue in addition to causing mutagenesis.23,24 
This second step, called promotion, is required and is gener-
ally caused by wounding or by other toxic agents, many of 
which are associated with aberrant tissue repair and fibro-
sis.25-27 The discovery of the first “onco”-virus, referred to 
as Rous sarcoma virus (RSV),28 later provided some of the 
most conclusive evidence that wounding promotes tumor 
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Figure 16-1 A historical perspective on the role of the microenvironment in cancer A timeline detailing landmark discoveries that showed the 
dominance of microenvironment over genotype. If space had permitted, a number of other important experiments could have been included, such as 
Emerman and Pitelka’s demonstration that normal mammary epithelial cells on floating collagen gels recapitulate their in vivo phenotype,14 Folkman’s 
demonstration that cell shape regulates DNA synthesis,15 and experiments demonstrating that reconstituted 3D BM gels act as a “blotter” to distin-
guish the normal from the malignant phenotype.16,17
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formation. In discovering RSV, Rous took the filtrate of a 
chicken tumor and noted that this cell-free filtrate would 
induce sarcomas in recipient chickens,28 thus proving Koch’s 
postulate. Decades later, when experimenting with RSV, 
Bissell and colleagues noted that the injected virus circu-
lated throughout the bird, but tumors tended to arise only 
at the injection site.29 Was the wound created by the injec-
tion needle the key factor? Nicking the contralateral wing of 
infected chickens caused tumors to arise also at the sites of 
abrasions.29 This phenomenon was mediated by transform-
ing growth factor (TGF)-β1, which was expressed at the 
site of injection shortly after wounding and shown to induce 
tumors on its own even in the absence of wounding.30

Of course, processes such as wounding and fibrosis 
are inextricably linked with the formation of new vascula-
ture (e.g., through angiogenesis), but it was not until Judah 
Folkman’s work in the early 1970s that a causal relationship 
between tumor growth and angiogenesis was established. 
Tumor fragments or tumor cells grafted onto the rabbit cornea 
were observed to induce sprouting from existing vasculature 
as they grew.31 Physically preventing microvasculature from 
reaching the implant resulted in a latent mass where tumor 
cell proliferation was countered by apoptosis. Folkman’s work 
demonstrated, for the first time, a nontumor cell—the endo-
thelial cell—that was critical to the growth of a tumor. His 
work also started a new field focused on “anti-angiogenesis” 
based on Folkman’s hypothesis: “Solid tumors can grow to 
visibility only if they can vascularize themselves. Therefore, 
the mechanism by which tumor implants stimulate neovas-
cularization must be well understood before therapy based 
upon interference with angiogenesis can be devised.”32 The 
angiogenesis inhibitor bevacizumab (Avastin) would become 
the first therapy explicitly targeting the microenvironment 
approved by the United States FDA (2004) (see Chapter 17 
for more information).

Suppressive Microenvironments

The studies just described established key roles for the micro-
environment in promoting tumor growth, which is the primary 
focus of this chapter. However, it is worth mentioning that 
much of the milestone research in demonstrating the impor-
tance of the microenvironment did so by showing that context 
could override tumorigenicity—that is, tumor cells could be 
tricked into thinking they are normal if provided the right cues. 
The observation that the embryo comprises such a suppres-
sive microenvironment is one that was first made more than 
100 years ago, when Askanazy showed that ovarian teratomas 
could form “normal” tissues composed of the correct embry-
onic germinal layers when injected into embryos.33 Decades 
later, a series of studies from different laboratories provided 

further evidence that the embryonic microenvironment could 
induce tumors to function normally in development. Mintz 
and Illmensee reported to have injected embryonic teratoma 
core cells from mice with a steel coat genotype into blastocysts 
from C57-b/b mice (which have black coats). The blasto-
cysts gave rise to functionally “normal” offspring.34 Their next 
paper35 reported that the mice born from the initial experi-
ments produced an offspring that was completely normal and 
had a mosaic (i.e., striped) coat, implying that the teratocar-
cinoma could pass through the germline. Although it is true 
that this work has not been confirmed in other laboratories, 
there are some dramatic variations on the theme. For instance, 
Brinster injected two to four teratocarcinoma cells from agouti 
brown mice into 4-day-old blastocysts of Swiss albino mice. 
One of the 60 injected mice retained the teratocarcinoma cells 
(based on the presence of brown hair patches on the white 
mouse) and proceeded to develop normally as well.36 Pierce 
later essentially quantified the balance of power between 
the embryonic microenvironment and the malignant cell by 
demonstrating that the embryonic microenvironment could 
suppress the malignant phenotype of one to a few implanted 
tumor cells, but that this ability diminished as the number of 
injected tumor cells increased.37 Perhaps this offers a hint that 
our bodies are able to successfully suppress only so many initi-
ated cells, and that this power diminishes with age.

The suppressive effect of the embryonic microenvi-
ronment was demonstrated in species other than mice as 
well. Using RSV, Dolberg and Bissell showed conclusively 
that cells within injected chick embryos expressed the virus, 
but early embryos failed to form tumors.38 Maintaining 
embryonic architecture was key, however, as dissociating the 
embryos and placing the PP60src-marked cells (using LacZ) 
in culture resulted in rapid transformation of the blue-labeled 
cells.39 Hendrix and colleagues more recently reported 
similar findings for aggressive melanoma cells injected into 
zebrafish embryos.40 The lasting impact of these studies is 
that tissue architecture is dominant even to a powerful onco-
gene in embryos. These studies also offered the clue that the 
malignant genotype could be overridden if somehow pro-
vided with suppressive cues from the microenvironment.

Taking advantage of this insight required an assay that 
would allow normal and malignant cells to recapitulate their 
in vivo phenotypes in culture. This was achieved by Petersen, 
Bissell, and colleagues culturing cells in a three-dimensional 
(3D) reconstituted basement membrane (BM) gel. In 3D 
but not 2D conditions, primary mammary epithelial cells or 
nonmalignant cell lines formed growth-arrested, polarized 
acini resembling terminal ductal lobular units of the breast, 
whereas malignant cells formed disorganized masses that 
continued to grow.16,17 By examining the expression pro-
files of integrins—heterodimeric receptors on the cellular 
surface that transduce signals from the extracellular matrix 
(ECM) through traditional and nontraditional pathways 
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to alter gene expression—Weaver, Bissell, and colleagues 
noted aberrant overexpression of integrins and a number 
of other receptors such as EGFR on malignant cells.41 Sus-
pecting that these receptors were key nodes that integrated 
signals from the microenvironment to direct cell behavior, 
the authors began to restore levels of aberrant receptors to 
normal levels, starting by applying inhibitory antibodies tar-
geting integrin β1 in malignant cells cultured in 3D gels. The 
result was a dramatic “phenotypic reversion” of malignant 
breast epithelial cells to structures that looked and behaved 
like their normal counterparts.41 To show that this treatment 
was not somehow selecting for a nonmalignant subpopula-
tion of cells, Weaver and colleagues dissociated tumor cell 
clusters from 3D gels, replated them onto plastic, and then 
passaged them back into 3D gels in the absence of blocking 
antibody. Tumor cells once again formed malignant clusters 
(Figure 16-2).41 This strategy led to the discovery of a host 
of signaling molecules that act in concert to regulate/inte-
grate epithelial phenotype. Many of these molecules effect 
interactions between cells and their microenvironments, 
including ECM molecules,42 growth/ECM receptors,43,44 
and matrix metalloproteinases (MMPs) that digest ECM 
components.45 Remarkably, targeting only one of these 
aberrantly expressed molecules restores the levels of all the 

others back to normal, demonstrating the potential of nor-
malizing aberrant microenvironmental signaling to redirect 
entire signaling webs and impair manifestation of the malig-
nant genotype.13,46 It is critical to re-emphasize that these 
pathways integrate only in 3D; even something as seemingly 
well-understood as glucose metabolism ties into these non-
canonical pathways and regulates malignancy only when 
interrogated in context.47

The Tumor Organ

The historical studies detailed above demonstrate that a tumor 
is a product of aberrant genomes interacting with an enabling 
microenvironment. This concept is easier to appreciate if one 
considers the tumor as a dysfunctional organ.48 On a basic 
level, an organ has the following properties:
  
 1.  Organs are multicellular and are composed of multiple 

tissue layers. Functional tissue layers consist of epithelia, 
which are tubelike structures that carry fluid, and epithelia 
are separated from surrounding stroma by a specialized 
ECM called the basement membrane (BM).
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17q,18q,19p, 20q,
21q, 22q
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Figure 16-2 Serial passaging from 3D to 2D cultures (and back) demonstrates phenotypic reversion as opposed to selection Phase con-
trast micrographs of T4-2 cells grown in the presence of mock antibody (IgG) or anti–β1-integrin function blocking antibody (Itgb1 Ab) within 3D reconsti-
tuted basement membrane gels. Despite two rounds of treatment, reverted cells were able to resume their original tumorigenic phenotypes after being 
passaged and recultured in the absence of antibody. Note that despite displaying a nonmalignant phenotype, reverted tumor cells retain an aberrant 
genome (genomic amplifications [A] shown in red, deletions [D] shown in green). (Figure adapted from Weaver VM, Petersen OW, Wang F, et al. Reversion of the 
malignant phenotype of human breast cells in three-dimensional culture and in vivo by integrin blocking antibodies. J Cell Biol. 1997;137:231-245.)
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 2.  Organs are governed by properties that emerge as a result 
of the interactions between the cells, ECM molecules, 
and soluble factors composing the organ, and the sum of 
these interactions is greater than any one of the individual 
parts.

 3.  Organs have unique signatures of functional differentia-
tion; for instance, the mammary gland produces milk, the 
pancreas produces insulin, and bone marrow is respon-
sible for maintaining homeostasis of the hematopoietic 
and lymphatic systems.

  

Although tumors lack proper function, they do have the 
first two of these traits in common with organs. The focus 
of this section is on the second of these traits: the proper-
ties that emerge as a result of a tumor’s interactions with its 
microenvironment. There are two ways to illustrate this con-
cept. The first would be to consider the parallels between a 
developing organ and a developing tumor. The scope of this 
discussion would extend well beyond this chapter, however, 
because just as each organ develops differently, tumors of 
these organs develop distinctly as well. Instead, a more general 
way to illustrate the concept of the tumor organ is to consider 
what happens when an organ is injured—it attempts to heal. 
The wounding microenvironment shares a great deal in com-
mon with the tumor microenvironment (illustrated in Figure 
16-3), the difference being that wounds eventually stop heal-
ing, whereas a tumor’s microenvironment persists. This is why 
tumors have been called “wounds that do not heal.”49

The Wounding Microenvironment

With a wound, the goal is to restore function of injured tis-
sue, which means that damaged epithelia must be resealed. 
Compromised blood vessels leak plasma and platelets into 
the wound site (or simply hemorrhage blood because of 
more serious injury).48,50 Tissue procoagulants such as tissue 
factor initiate a cascade resulting in a clot, rich in the ECM 
molecules fibrin and fibronectin, which entraps platelets and 
blood cells. Platelets are a rich initial source of clotting fac-
tors, mitogens, and chemoattracting cues that lure cells into 
the wound site. Inflammatory cells are among these cells, 
releasing extracellular proteinases such as MMPs and cyste-
ine cathepsins that cleave the provisional ECM to facilitate 
migration. Fibroblasts follow and become activated by TGF-
β and fibronectin splice variants within the clot to become 
myofibroblasts—muscle-like cells with an enhanced ability 
to exert contractile force.51,52 These cells are charged with 
cinching the wound, and in doing so deposit copious amounts 
of ECM, consisting primarily of type I collagen (Col-1), to 
scaffold the tissue in its contracted state.50 Endothelial cells 
are stimulated to invade from nearby microvasculature by 

angiogenic factors (e.g., VEGF, FGF-2) secreted by plate-
lets, immune cells, and fibroblasts, and also released from the 
provisional ECM by MMPs (e.g., MMP-9), to rapidly vas-
cularize and feed the new tissue.53 Meanwhile, this complex 
cascade of events reduces adhesiveness of adjacent epithelial 
cells, which undergo an epithelial-mesenchymal transition 
(EMT) in order to migrate to reseal the epithelium. The 
cells will later revert back to their normal state by redeposit-
ing BM, reengaging each other through cell-cell junctions, 
growth arresting, and functionally differentiating.48

Thus, the wounding microenvironment is populated 
by circulating cell types such as immune cells and platelets, 
and resident tissue cells such as fibroblasts and endothelial 
cells. These cellular constituents engage in a dynamic and 
reciprocal chorus via secreted factors and ECM molecules to 
activate nearby epithelial cells to close the wound via prolifer-
ation and migration. The biggest difference between a tumor 
and the healing wound is what happens next. In the proper 
wounding context, not only does the epithelium differentiate, 
but activated cell types do not persist, the provisional ECM 
is remodeled, and secretion of stimulatory growth factors 
and cytokines is dampened. There is still much to be learned 
about what comprises this “homeostatic switch”—that is, the 
cues that tell a tissue to stop remodeling, presumably because 
it is now fully functional. For instance, what exactly happens 
to all of the activated myofibroblasts is not known. They may 
deactivate, transdifferentiate, or undergo apoptosis (this fails 
to occur in individuals with chronic wounding disorders, 
and it should not surprise the reader that these individuals 
are also more susceptible to cancer54). The stimuli that cause 
myofibroblasts to undergo any of these programs are also 
unknown. Perhaps uncovering these cues will offer insight 
as to how the tumor microenvironment itself can be pheno-
typically reverted so that it does not persist.

The Tumor Microenvironment

Whether a tumor creates its own microenvironment or 
the aberrant microenvironment causes a tumor is a conun-
drum of tumor biology. There is evidence for both. Regard-
less, what manifests is a dynamic interplay between a tumor 
and its surroundings that ultimately results in loss of organ 
structure and architecture. Loss of architecture is a hallmark 
of cancer that reflects behaviors such as deregulated growth, 
enhanced survival, new blood vessel formation, stromal acti-
vation, and inappropriate migratory and invasive behavior 
of cells.55 The microenvironment becomes a runaway train, 
and activation is heightened as entropy (loss of cell and tis-
sue architecture) increases. As the reader goes through the 
remainder of this chapter, keep the following questions in 
mind: at what stage of progression do tumor cells or cells in 
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the vicinity of tumors begin to secrete and deposit factors 
that cause aberrant growth and invasion? At what stage of 
progression do epithelial cells (transformed or not) respond? 
Once a tumor disseminates, what type of microenvironment 
is necessary for it to grow? And finally, once a reactive stroma 
has formed, can it be reversed?

Initiation

Perhaps the most convincing demonstration of the micro-
environment’s influence is that its disruption causes not just 
aberrant growth but also de novo genetic lesions and full-
blown malignancy (Figure 16-4, A). This has been shown 
in mouse models in which ECM remodeling enzymes 
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Figure 16-3 Tumors: “Wounds that do not heal” (A) Immediately after injury, damaged blood vessels leak plasma and platelets, which form a 
hemostatic plug and release vasoactive mediators to increase vascular permeability and enable the influx of serum fibrinogen to generate a fibrin and 
fibronectin-rich clot. Platelets produce chemotactic factors such as TGF-β and PDGF, which lure inflammatory cells and fibroblasts into the wound site. 
These cells produce extracellular proteases, including matrix metalloproteinases (MMPs) and cathepsins (CTSs), which remodel extracellular matrix 
(ECM) to facilitate cell migration. Recruited cells also secrete a number of growth factors, such as FGF-2, which promote the development of new blood 
vessels. Many of the fibroblasts take on a myofibroblast phenotype to facilitate wound contraction. (B) In order for the wound to close, myofibroblasts 
deposit and align abundant amounts of ECM, mainly Col-1. The intricate reaction to wounding reduces epithelial adhesiveness and increases epithelial 
cell mobility to re-form an intact sheet of tissue over the wound. Production of MMPs, uroplasminogen activator (uPA), and tissue plasminogen activator 
(tPA) facilitates the re-epithelialization. Blood vessels can then enter the fibrin- and fibronectin-rich clot to rapidly vascularize and feed the new tissue. 
The lateral migration of the epidermal cells is followed by a reversion to their normal state by redepositing basement membrane (BM), reengaging 
intercellular adhesions, growth arresting, and functionally differentiating. (C) Similarly, the tumor microenvironment is populated by immune cells, 
fibroblasts, and endothelial cells, and tumor cells produce many of the same growth factors that activate the adjacent stromal tissues in wounding in 
order to create a reactive stroma. (D) Tumor cells, cancer-associated fibroblasts (CAFs), and tumor-associated macrophages (TAMs) increase production 
of MMPs and uPA at the invasive tumor front to stimulate angiogenesis and proliferation. CAFs exert also contractile forces to generate tracks within the 
ECM through which epithelial cells subsequently invade in a collective fashion.

https://CafePezeshki.IR



The Role of the Microenvironment in Tumor Initiation, Progression, and Metastasis 245

MMP-3 and MMP-14 are overexpressed in the murine 
mammary gland.56,57 Both of these proteases are expressed 
normally during mammary epithelial morphogenesis and 
function in part to execute the branching program.58,59 
However, sustained ectopic expression of MMP-3 in 
luminal epithelial cells (via a MMP-3 transgene driven 
by a milk protein promoter [WAP], which is primarily 
active in the murine mammary gland59), led to a dramatic 
upregulation in murine MMP-3 expression in the mam-
mary stroma. This was sufficient to cause the formation 
of a reactive stroma characterized by increased blood vessel 
density, accumulation of collagen, and expression of ECM 
molecules typically observed only during development or 
wounding (e.g., tenascin-C).60 By 6 months, these mice 
exhibited substantially more epithelial hyperplasia than 
their wild-type counterparts, and a small percentage of 
these mice eventually formed full-blown carcinomas56 (Fig-
ure 16-5, A). MMP-3 does not only act on the stroma; epi-
thelial cells are affected directly as well. Exogenous MMP-3 
causes oxidative DNA damage through the production of 
reactive oxygen species (ROS), causing genomic instabil-
ity and aneuploidy in epithelial cells61 (see Figure 16-5, B). 
Additionally, ROS stimulate expression of Snail, which 
negatively regulates E-Cadherin, causing loss of cell-cell 
adhesion and EMT.61 In sum, forcing the overexpression of 
a single ECM remodeling enzyme—without addition of an 
oncogene or knockdown of a tumor suppressor gene in the 

mammary gland—results in the manifestation of all of the 
putative hallmarks of cancer.55

More sophisticated transgenic models allow tissue-
specific recombination events to facilitate genetic deletion in 
specific tissue compartments.62 This strategy has been uti-
lized to demonstrate that introducing a genetic aberration 
to fibroblasts is sufficient to cause cancer in adjacent epithe-
lium. For instance, driving TGF-β receptor type II (TGF-
βRII) deletion by the fibroblast-specific protein 1 (FSP1) 
promoter (which is expressed ubiquitously by fibroblasts) 
renders fibroblasts unresponsive to TGF-β signaling and 
results in a three- to fourfold increase in hepatocyte growth 
factor (HGF) secretion in the prostate and forestomach of 
these mice.63 The ultimate consequence is the induction of 
proliferative, intraepithelial neoplasms within the prostates 
of young mice, and of invasive squamous cell carcinomas in 
the forestomachs of these mice. Similarly, engineering human 
fibroblasts to overexpress either HGF or TGF-β is sufficient 
to induce tumorigenic growths from ostensibly normal co-
implanted human epithelial tissue.64

Fibroblasts also play key roles during tissue develop-
ment by producing ECM and other molecules that induce 
growth, branching, and tissue-specific gene expression of 
resident epithelia. Ostensibly, if fibroblasts were engineered 
to re-express developmental markers in the mature gland, 
they have the potential to severely affect epithelial homeo-
stasis. This was tested by co-implanting urogenital sinus 
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and facilitating invasion. (B) The microenvironment unleashes initiated epithelium. An increase in the interstitial flow combined with TGF-β1 released 
by the tumor and by TAMs induces dermal fibroblasts to differentiate into CAFs. These cells secrete several growth factors and cytokines that enhance 
the proliferation of nearby tumor cells. In addition, CAFs and TAMs produce proteases such as MMPs and cysteine cathepsins (CTSs) to remodel and 
align the ECM, thus creating tracks through which epithelial cells subsequently invade in a collective fashion. (C) The microenvironment is also a potent 
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mesenchymal cells overexpressing the global epigenetic regu-
lator Hmga2, which is expressed primarily during embryonic 
development, in a sustained fashion. When implanted with 
adult prostate cells, Hmga2-overexpressing mesenchyme 
fostered formation of frank carcinomas primarily by acting 
on the basal stem cell population of prostate epithelia.65

These studies demonstrate that inducing aberrations 
within the stromal compartment is sufficient, in and of 
itself, to induce genomic instability, sustained growth, and 
the transition to an invasive phenotype by uninitiated and 
untransformed epithelia. Once the epithelium has been initi-
ated, the activated microenvironment also plays a key role in 
accelerating the progression of transformed epithelium into 
frank carcinomas.66,67

Progression

The previously described wounding studies in RSV-injected 
chickens25,30 were among the first to show conclusively that 

the wounding microenvironment is sufficient to push trans-
formed cells (in this case, those expressing the Src oncogene) to 
form tumors. More recent works have pinpointed precise roles 
for specific cell types, growth factors, cytokines, ECM mol-
ecules, and associated physicochemical properties in creating 
a biochemical and mechanical signaling milieu that unleashes 
initiated/transformed epithelium (see Figure 16-4, B).

Before delving into all of the ways that the microenvi-
ronment conspires to promote loss of architecture, growth, 
and invasion, it is important to note that we likely harbor 
initiated cells throughout our body, which accumulate over 
the course of our lives as a result of diet, radiation, and so 
forth.13,19 Yet on a per-cell level, progression to malignancy 
is actually an extremely rare event. The reason is that normal 
tissue architecture supersedes an aberrant genome, as detailed 
earlier. For epithelial tissues, the BM is the principal biochem-
ical and physical scaffold that must be compromised for in situ 
disease to become invasive. This specialized, layered ECM 
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Figure 16-5 Forced overexpression of MMP-3 in the murine mammary gland results in tumor formation in part by causing genomic 
instability in mammary epithelial cells (A) As opposed to nontransgenic control mice (A i ), WAP-Mmp3 mice (A ii ) exhibit multifocal hyperpla-
sia (HP) by 16 months of age. Mmp-3 functions to induce tumorigenesis via reciprocal overexpression of Mmp-3 in the mammary stroma to induce a 
reactive stroma (not shown), and by acting directly on mammary epithelial cells to induce reactive oxygen species, which cause genomic instability. 
This is shown by (B) amplification of the CAD locus (red), which confers resistance to N-(phosphonacetyl)-l-aspartate (PALA) treatment, in Mmp-3 
treated mammary epithelial cells and by (C) comparative genomic hybridization analysis (green, amplifications; red, deletions) of Mmp-3–treated 
cells (vs. control [PALA]-treated cells).56,61LN, lymph node.

https://CafePezeshki.IR



The Role of the Microenvironment in Tumor Initiation, Progression, and Metastasis 247

typically consists of at least one member of the laminin family 
(e.g., both laminin-111 and -332 for mammary epithelium), 
type IV collagen, nidogens, and heparin sulfate proteoglycans, 
among others, and signals in a tissue-specific fashion to confer 
architecture68 and function to the epithelium.69,70 Depriving 
normal cells of BM can have dramatic consequences. Not only 
does adhesion to BM protect epithelial cells from apoptosis,71 
it confers proper tissue polarity to epithelium. For instance, 
luminal epithelial cells from the mammary gland “reverse 
polarize” when removed from BM and cultured in Col-1 
(which is found mainly in the stroma)—that is, they express 
apical proteins basally, and vice versa.72 Addition of myo-
epithelial cells, which lie basal to the luminal epithelium and 
secrete laminin-111 in vivo, restores proper polarity to lumi-
nal epithelial cells.72 Laminin-111 is critical also to tissue-spe-
cific gene expression within the mammary gland,17,73-76 and 
its organized presence is quite important for preventing car-
cinoma progression. Co-implantation of myoepithelial cells 
with a cell line that forms ductal carcinoma in situ–like lesions 
in vivo restrains progression of these cells even in the pres-
ence of CAFs or fibroblasts taken from a chronically inflamed 
microenvironment.77 Myoepithelial cells derived from cancer 
patients, which fail to express laminin-111,72 cannot confer 
proper polarity to luminal epithelial cells in culture and fail 
to prevent fibroblast-mediated invasion of in situ lesions.77 
This establishes a vicious cycle, as loss of epithelial polarity 
results in upregulated expression of MMP-9, which degrades 
remaining BM and effects further loss of tissue architecture.45 
Thus, loss of laminins, or inability to produce them, results 
in loss of tissue architecture, accelerated degradation of pre-
existing laminin-111, and, if additional necessary signals are 
present, progression to malignancy. Taken together, these data 
demonstrate how disruption of tumor-suppressive compo-
nents within tissues renders cells sensitive to the coercive ele-
ments of the tumor microenvironment.

Carcinoma-Associated Fibroblasts and the Factors 
They Produce Promote Tumor Progression

CAFs account for up to 80% of the fibroblast population in 
a tumor.78 They arise from fibroblasts resident to the tissue, 
as well as vascular smooth muscle cells, pericytes,79 mesen-
chymal stem cells,80 and even epithelial81 and endothelial 
cells (via mesenchymal transitions82). CAFs phenotypically 
resemble myofibroblasts—they express fibroblast activation 
protein, incorporate alpha smooth muscle actin within their 
actin stress fibers, and deposit copious amounts of fibronec-
tin, including the extra domain (ED)-A–containing splice 
variant.49,83 CAF phenotype is stimulated initially, at least in 
part, by tumor-derived TGF-β1,84 and the diffusible nature 
of this stimulation is reflected by the graded pattern of 
fibroblast activation observed in tumors.85 Fibroblasts clos-
est to the tumor exhibit the highest level of activation.79,81,85

The demonstration that activated stroma associated 
with tumors actually promotes tumor progression has 
been known in the literature for decades. An example of 
increased tumor growth was demonstrated clearly when 
CAFs isolated from prostate tumors were recombined with 
SV40-transformed prostate epithelial cells and induced 
formation of masses more than 10-fold larger than those 
formed by recombinants composed of normal human pros-
tate fibroblasts and initiated epithelial cells.86 CAFs from 
other tissues effect similar outcomes; there is evidence 
that CAFs play a role in accelerating tumor progression 
in breast,87 ovarian,88 pancreatic,89 and liver90 cancers and 
others. Sustained secretion of growth factors and cytokines 
such as TGF-β, HGF, SDF-1, and IL-1β by CAFs enhance 
proliferation and invasion of nearby tumor cells, promote 
angiogenesis (including recruitment of circulating endo-
thelial progenitor cells), and stimulate a tumor-promoting 
inflammatory response.84,87,91,92 However, it should be 
cautioned that fibroblasts from different organs are not the 
same, since fibroblasts exhibit substantial heterogeneity 
between organs.93 Hence, the mechanisms by which CAFs 
from a given tissue promote tumor progression are likely 
to differ as well. Case in point, analysis of CAFs from skin,  
cervical, mammary, and pancreatic tumors revealed that each 
have unique expression signatures of a pro-inflammatory 
gene set.91

What is clear from these experiments, which in gen-
eral require the isolation and expansion of CAFs, is that 
the CAF phenotype persists in culture despite the absence 
of a tumor. What is unclear, however, is why. Interestingly, 
CAFs rarely exhibit somatic genetic alterations94; however, 
on a population level, they do have reduced expression of the 
well-known tumor suppressors p53 and PTEN. Deletion of 
PTEN in mammary fibroblasts is sufficient, all on its own, 
to steer these cells toward a desmoplastic, pro-inflammatory, 
pro-angiogenic phenotype that drastically accelerates tumor 
growth in mice.95 Therefore, epigenetic changes, perhaps 
caused by sustained overstimulation by TGF-β and SDF-
1,92 or effected even by direct transfer of genetic material 
from the tumor itself,96 may drive altered expression profiles 
in local fibroblasts that are sufficient to induce and sustain 
the CAF phenotype. Because CAFs persist in culture with-
out the tumor (although the tissue culture plastic milieu 
is analogous to wounding), the likelihood is that they per-
sist also in  vivo once the tumor has been removed. What 
role residual CAFs play in tumor recurrence has yet to be 
defined.

CAF-Mediated ECM Remodeling Promotes Loss  
of Tissue Architecture and Tumor Invasion

In addition to soluble factor–mediated effects, CAFs influ-
ence tumor progression by remodeling the ECM in three 
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distinct but nonexclusive fashions. Destructive remodeling 
refers to proteolytic breakdown of ECM. Using organotypic 
skin reconstructs, Gaggioli and colleagues demonstrated 
that CAFs use a combination of MMP- and force-mediated 
remodeling of ECM to promote invasion of squamous cell 
carcinoma (SCC) cells. The authors reached this conclu-
sion after first observing that SCC cells required a physical 
association with CAFs in order to invade subjacent ECM. 
Remarkably, preconditioning the underlying ECM with 
CAFs was still sufficient to induce SCC cell invasion. But 
how? CAFs secrete MMPs and exert contractile forces to 
generate tracks within the ECM through which epithelial 
cells subsequently invade in a collective fashion.97 Once these 
tracks are generated, it is quite possible that trailing cells no 
longer require the proteolytic function of MMP molecules 
to invade the ECM.58,98-100 Thus, depending on the amount 
and type of ECM remodeling that has taken place, inhib-
iting the proteolytic function of MMPs (which was hailed 
as a promising strategy for targeting the microenvironment, 
but has failed to live up to that promise101) may prove inad-
equate to prevent the invasion of tumor cells.

Activated fibroblasts are the principal mediator of 
desmoplasia or excessive ECM deposition. Tumors exhibit 
up to 10-fold increases in collagen concentration over physi-
ologic conditions,102 corresponding to a 24-fold increase in 
tissue stiffness in a tissue such as the mammary gland.103 
Elevating stiffness out of the physiological range is suf-
ficient to alter the function of normal mammary epithelial 
cells by altering cell shape,14 increasing intracellular elastic-
ity, inhibiting tissue-specific gene expression,104 and causing 
disorganization of nonmalignant epithelia.103 Once epithe-
lia are initiated by any means, pathological ECM stiffness 
drives integrin clustering, focal adhesion formation, ERK 
activation, and ROCK-mediated contractility, ultimately 
resulting in disrupted tissue architecture and an invasive 
phenotype.103,105,106 Blocking integrin clustering or Rho sig-
naling in 3D culture is sufficient to restore proper epithelial 
architecture; inhibiting collagen crosslinking in MMTV-Neu  
mice through lysyl oxidase (LOX) blockade slows tumor 
progression.103,105

Cell-intrinsic and cell-extrinsic forces also have a sig-
nificant effect on ECM alignment, which in turn profoundly 
influences tumor invasion. “Tumor-associated collagen sig-
natures” were first described by Provenzano and Keely107 
and refer to three possible alignments of fibrillar collagen 
observed at the tumor-stroma interface: random, perpen-
dicular/belt-like, or radially aligned. The last is observed at 
invasive tumor fronts, and patients with radially aligned col-
lagen at the tumor-stroma interface have significantly dimin-
ished disease-free and overall survival.109-110 One potential 
mediator of collagen alignment is the tumor itself, particu-
larly in instances where stiffening of the stroma enhances 
contractility of tumor cells.105,111 Physical stimulus from 

the microenvironment also triggers ECM alignment by 
fibroblasts. Hydrostatic pressure drives water out of capil-
laries into the interstitial (tissue) space to be collected, in 
part, by lymphatic vessels present within the tissue. This 
interstitial flow can increase by an order of magnitude in a 
tumor.112 When subjected to pathological flow rates, der-
mal fibroblasts differentiate into myofibroblasts and align 
themselves and their surrounding ECM perpendicular 
to the direction of flow.113 Strain from the aligned ECM 
may potentiate TGF-β1 activation by allowing fibroblasts 
to physically pull apart the molecule from its ECM-bound 
latent complex,114 creating a feed-forward loop to sustain 
the activated phenotype. The aligned ECM, in conjunction 
with factors secreted by activated fibroblasts, can then direct 
tumor invasion.

Recently, a molecular mediator of CAF-mediated ECM 
alignment was uncovered. This molecule, known as Caveolin-1 
(Cav-1), is a scaffolding protein essential to the structure of 
caveolae, or “little caves,” in cellular plasma membranes.114 Cav-1 
assists with focal adhesion maturation115 and promotes force-
dependent remodeling of surrounding ECM116 by embryonic 
fibroblasts. Although loss of Cav-1 in patient stroma is associ-
ated with increased primary tumor size,117,118 Cav-1–mediated 
ECM remodeling by fibroblasts enhances invasion and distant 
metastatic spread. In coculture assays consisting of breast 
tumor cells and embryonic fibroblasts, Cav-1 expression within 
the fibroblast compartment potentiates directional alignment 
of Col-1 and fibronectin-rich ECM to facilitate tumor cell 
invasion.116 Cav-1–null fibroblasts are unable to align ECM in 
culture and fail to promote distant metastasis of co-implanted 
breast cancer cells in vivo.116 These findings open the door for 
therapies that target both CAF-derived soluble factors that 
promote tumor growth, and molecules such as Cav-1 that  
promote CAF-mediated disruption of tissue architecture to 
facilitate tumor invasion. However, although CAFs are repre-
sentative of how nontumor cells function in the tumor micro-
environment, they are only part of the story. It is important to 
realize that other cell types can also be induced to aid tumor cell 
survival, growth, and invasion.

Other Cell Types Contribute to the Tumor 
Microenvironment

Our bodies consist of more than 300 different cell types, a 
subset of which constantly engage each other in any given 
organ to direct development and maintain homeostasis. One 
would expect that few, if any, of the cells in an organ act as 
silent bystanders during tumor initiation, formation, and pro-
gression. Thus, although we describe known roles for immune 
cells and endothelial cells later, the reader should not infer 
that any cell types not mentioned are uninvolved. Instead, the 
reader should consider these unknown interactions as poten-
tial avenues of exploration and an opportunity to define new 
connections that shape the tumor microenvironment.
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Because the immune system is known to protect 
the host, it was expected that immune cells would be pro-
tected against cancer. However, it is now clear that a sub-
set of immune cells in fact promote tumor progression. No 
immune cell type embodies this paradigm shift better than 
the macrophage, which was long pigeonholed as a phagocytic 
cell tasked with rejecting a tumor until its trophic functions 
in development and disease became clear.119,120 Macrophages 
have been classified based on their mode of activation: clas-
sically activated/M1 macrophages respond to interferon-γ 
by releasing pro-inflammatory cytokines and are involved 
in T helper 1 cell–mediated resolution of acute infection, 
whereas alternatively activated/M2 macrophages respond to 
cytokines from T helper 2 cells and are involved in wounding 
and fibrosis.119 To some, this classification is overly restric-
tive and ignores the phenotypic diversity displayed by mac-
rophages, given that they also maintain bone homeostasis,121 
promote ductal branching or involution of the mammary 
gland,122,123 function in various steps of the angiogenic cas-
cade,119 and guide neural networking.124 These diverse func-
tions are executed in a tissue- and context-specific fashion by 
a number of discrete macrophage subtypes, which aid these 
developmental processes by remodeling collagen and secret-
ing a host of pro-angiogenic, pro-inflammatory, and matrix-
degrading factors (reviewed in Ref. 125).

Tumor-associated macrophages (TAMs) are M2-like 
in function, and their presence correlates with increased 
vascular density and poor clinical outcome for a number 
of human cancers, including breast, lung, and ovarian can-
cer.119 A principal mediator of macrophage recruitment to 
the tumor microenvironment is colony stimulating factor 
(CSF)-1. Once there, CD4-positive (CD4+) and CD8+ 
T cells steer recruited macrophages toward an M2-like 
phenotype via IL-4. Diminishing CSF-1 levels126 or neu-
tralizing IL-4127 have similar effects on mammary tumor 
progression. Whereas neither of these manipulations inhib-
its tumor growth, tumor progression is slowed, and mice 
have significantly fewer metastases.126,127 TAMs promote 
progression and metastasis through ECM remodeling and 
by secreting many of the same trophic factors released by 
M2-like macrophages during development, such as extra-
cellular proteases that degrade BM, disrupt epithelial archi-
tecture, and enable invasion126,128; angiogenic factors that 
promote new blood vessel formation129,130; and epidermal 
growth factor (EGF) as part of a chemotactic EGF-CSF1 
paracrine loop that mediates co-invasion of tumor cells and 
macrophages.127,131

It is important to note that immune cell distributions 
are tissue-specific beyond macrophage subsets and involve a 
host of other leukocytes in normal organs and during tumor 
progression.132 Thus, in order to design therapies that effec-
tively target tumor-associated inflammation, it is likely as 
important to understand how leukocyte populations shift 

during tumor progression as it is to understand how differ-
ent leukocytes change phenotypic characteristics.

Blood vessels are generally regarded as conduits for 
oxygen, nutrients, and hematopoietic cells and thus as 
passive participants in the tumor microenvironment.133 
However, this is not the case. Endothelial cells are active 
participants in the dynamic interactions that occur between 
cells in any tissue. This was established first in develop-
ment: endothelial cells secrete soluble factors that stimu-
late liver growth and tissue-specific gene expression from 
the pancreas in developing embryos.134,135 More recently, 
endothelial cell–derived “angiocrine factors” have been 
shown to comprise niches that maintain stem cells in both 
brain136,137 and bone marrow.138-140 Increasing evidence 
suggests also that NOTCH ligands and specific BM mol-
ecules expressed in the brain perivasculature mediate the 
survival of glioma-initiating cells and disseminated tumor 
cells in the brain.141-144

Significant tumor-promoting roles have also been 
defined for other immune cells,145 as well as endothelial pro-
genitor cells,146 mesenchymal stem cells,80,147 neurons,148 
and adipocytes.149 We direct the reader to the references 
listed to learn more about the contributions that these cell 
types make to the tumor microenvironment.

Metastasis

The study of the microenvironment’s role in metastasis 
returns us to the beginning of the chapter and harks back 
to Paget’s observation regarding the spread of breast cancer 
that was the basis of his “seed and soil” hypothesis.18 The 
mechanistic underpinnings of this hypothesis are perhaps 
the hottest topic in metastasis research today.150 Whereas 
it has been postulated that tumor cells actively “home” to a 
given organ site, there is also evidence that tumor cells spread 
indiscriminately.151 In this latter case, certain secondary tis-
sue microenvironments, or “soils,” must be particularly hospi-
table for growth of disseminated tumor cells (DTCs). This 
could happen in three ways: (1) tumor cells preferentially 
remodel target organ sites before they get there (i.e., they 
form a premetastatic niche); (2) tumor cells bring their own 
microenvironment with them; or (3) surviving DTCs are 
dependent on formation of a niche that favors their growth 
after arriving to the secondary site. The dynamics of meta-
static relapse displayed by cancer patients suggest that all 
three of these mechanisms are plausible,152 and experimental 
data from spontaneous and experimental metastasis assays 
in mice offer some insight. We discuss these three possibili-
ties in more detail next.

The concept of the premetastatic niche refers to the 
priming of distant organs by tumor-derived factors. This was 
demonstrated first in immune-competent mice inoculated 
subcutaneously with either B16 melanoma or Lewis lung car-
cinoma cells. In these mice, VEGFR1+ bone marrow–derived 
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progenitor cells (BMDCs) are recruited to future sites of 
metastasis before even the first tumor cells arrive.153 On arriv-
ing at target organs, BMDCs secrete the chemokine SDF-1 
to recruit tumor cells,154 upregulate fibronectin expression 
in these tissues to promote engraftment and growth of the 
recruited tumor cells, and activate MMP-9 to destroy BM, 
disorganize epithelial tissues, and liberate VEGF from the 
ECM.45,155 In addition to promoting angiogenesis within 
the tissue, VEGF functions to enhance permeability of the 
microvasculature and to recruit VEGFR2+ BMDCs that 
contribute to new blood vessel formation. The ultimate result 
is more rapid activation of the angiogenic switch and hence 
accelerated metastatic outgrowth.153 Subsequent studies have 
pinpointed induction of MMP-2, S100A8, and S100A9 at 
secondary sites as other principal constituents of the premet-
astatic niche.156,157

Tumor-derived agents that induce formation of the 
premetastatic niche continue to be uncovered. In a study by 
Kaplan and colleagues, media conditioned by B16 melanoma 
cells, which metastasize to the lung, liver, testis, spleen, and 
kidney, primed Lewis lung carcinoma cells, which metastasize 
only to the lung and liver, to metastasize to a wider array of 
organs.153 What is it in the tumor-conditioned medium that 
causes this effect? Whereas tumor-derived factors such as 
VEGF-A, VEGF-C, and LOX have been implicated in mod-
ulating distant microenvironments,156,158,159 secretion of sol-
uble factors, which ostensibly circulate systemically and thus 
have the potential to modulate any organ site, does not account 
for the organ specificity of premetastatic niche formation.

A breakthrough study revealed that tumors can execute 
tissue-specific remodeling of distant microenvironments 
through exosomes, small (30 to 100 nm) cell membrane–
derived microvesicles packed with a selected number of mol-
ecules. Cargo carried by exosomes includes cytokines, growth 
factors, ECM proteins, mRNA, microRNAs, and even phos-
phorylated signaling proteins.160 The exciting discovery that 
exosomes can be transferred from cell to cell would indicate 
that tumor-derived exosomes can activate or deactivate a 
number of signaling pathways in recipient cells to effect tissue 
remodeling from near or far.160

Specific exosome cargos evolve with tumor progression. 
For instance, a number of proteins are upregulated in exo-
somes from metastatic melanoma (compared to nonmetastatic 
disease), including the oncoprotein MET.161 Preconditioning 
mice with exosomes from highly metastatic melanoma cells 
causes subsequently injected poorly metastatic melanoma cells 
to home to a greater number of organs and rapidly form lethal 
metastases.161 How? Melanoma exosomes home to target 
organs (possibly influenced by expression of specific integrins 
on their surface) and induce vascular permeability to promote 
entry of circulating tumor cells. In addition, exosomes are taken 
up by BMDCs, resulting in a MET-directed education toward 

a pro-vasculogenic phenotype. Pro-vasculogenic BMDCs  
promote metastatic outgrowth of disseminated cells on arriv-
ing to target organs.161 Accordingly, exosomes derived from 
metastatic tumor cells can prime distant organ sites for tumor 
cell extravasation, adhesion, and growth. Thus inhibiting exo-
some production, engraftment, or specific exosome contents 
could prove effective in blocking or disrupting formation of 
the pre-metastatic niche.

Whereas tumor cells and tumor-derived exosomes have 
been observed in the blood, only recently has the possibility 
been raised that stromal cells from the tumor microenviron-
ment may also wind up in the body’s circulation. Is it possible 
that tumor cells could be bringing their own soil to distant 
organs? A small-scale study revealed that nonepithelial, non-
lymphocytic, fibroblast-like cells were present in the blood of 
more than 50% of patients with metastatic disease, but absent 
in all participants with localized cancer.162 Experiments in 
mice have shown the potential significance of circulating 
fibroblasts, as tumor cells in heterotypic tumor-fibroblast 
fragments exhibit enhanced survival and enhanced efficiency 
of metastatic outgrowth on reaching target organs.163,164

Aside from preconditioning metastatic sites before their 
arrival or bringing activated stromal cells with them as they 
metastasize, tumor cells are also able to disrupt homeostasis 
in target organs and induce stromal cells to deposit factors 
that create a favorable metastatic niche165 (see Figure 16-4, C). 
Metastatic tumor cell lines can be enriched for lung, bone, and 
brain tropism by serial passaging through mice, and these cells 
reveal distinct gene expression signatures that enable more 
efficient metastasis to these target organs.166-168 The prod-
ucts of a number of these genes mediate interactions between 
the tumor and its microenvironment. Follow-up studies have 
defined a number of ECM molecules and extracellular fac-
tors such as tenascin-C,169 periostin,170 versican,171 col-1,172  
interleukin-6,173 and tissue factor174 that make up the meta-
static niche. From these studies, two themes emerge: (1) it is not 
necessary for both the tumor and the stromal cells to express 
these factors—either will do, and induction could be recip-
rocal; and (2) these molecules are also commonly expressed 
during development or wounding in a temporally regulated 
fashion. As a result, the metastatic niche comprises a familiar, 
hospitable milieu that supports DTC survival and growth.

The Frontiers of the Microenvironment

There are a number of conclusions that can be made from 
the newly appreciated field of the microenvironment. One is 
that the microenvironment can have both positive and nega-
tive influences on aberrant cells. The second is that the nor-
mal microenvironment may indeed protect against tumor 
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progression (for review, see Ref. 13). In addition, two of the 
most crucial directions in this research are understanding 
how the microenvironment contributes to chemotherapeutic 
resistance, and how therapeutic regimens could be devised 
that simultaneously target tumor cells and their surrounding 
microenvironment.

The Tumor Microenvironment Promotes  
Drug Resistance

A popular theory about how tumors become chemoresistant 
is that a given chemotherapeutic kills all of the susceptible 
cells. The fraction that survives then clonally expands, and 
the genetic alterations that rendered these cells resistant 
largely remain, resulting in a tumor that may no longer 
respond to that given therapy.175 However, it is increasingly 
appreciated that the microenvironment also significantly 
affects treatment response.

One way it does so is by influencing the delivery and 
distribution of administered drugs. Blood vessels in tumors 
are highly heterogeneous in terms of blood flow and permea-
bility.176,177 Thus, depending on its molecular weight, a drug 
may be able to enter one portion of a tumor, but never reach 
another.176 Even if it exits the vasculature, drug transport 
through the bulk of the tumor is greatly influenced by the 
density of cells and the ECM molecules. Cell density affects 
the effective concentration of drug taken up by tumor cells, 
whereas ECM molecules restrict the effective diffusion of a 
drug via binding interactions and/or by physically restricting 
mobility through the proteinaceous mesh.69,176,178 Thus, one 
may conclude that pretargeting fibrosis and desmoplasia is a 
promising approach to improve the distribution and efficacy 
of subsequently delivered chemotherapeutics. Indeed, initial 
attempts at this approach by pretreating tumors with ECM-
degrading or antifibrotic agents before administering chemo-
therapeutics appear quite promising.179,180

Aside from directly affecting delivery of drugs, it is 
apparent also that privileged niches within the microenvi-
ronment protect tumor cells from the damaging effects of 
therapeutics. One such niche is the BM. It has long been 
established that β1 integrin–mediated binding of BM sup-
presses apoptosis of normal mammary epithelial cells.71,181 
Binding of a principal constituent of BM—laminin-111—
via integrin-β1 has also been shown to mediate resistance 
of small-cell lung carcinoma to cytotoxic agents.182 BM also 
directs formation of polarized acini that render mammary 
epithelial cells resistant to a host of cytotoxic drugs and 
death receptor ligands independent of growth status. This 
la minin-induced resistance to apoptosis is transmitted via 
integrin α6β4 through formation of mature hemidesmo-
somes to direct cytoskeletal organization and polarity.183

Adhesion to other ECM molecules also plays a role 
in therapeutic resistance. For instance, engagement of the 
fibronectin ED-A splice variant via integrin α5β1 diminishes 
the radioresponse of breast cancer cells,184 and association 
with type VI collagen renders ovarian cancer cells resistant 
to cisplatin.185 These molecules as well as others are likely to 
act by hyperactivating integrin-mediated survival pathways 
(e.g., integrin→focal adhesion kinase→Akt),186 thus provid-
ing tumor cells with a survival advantage.

It is also important to consider the effects of chemo-
therapeutics on nontumor cells, and how their response alters 
the tumor microenvironment. For instance, normal epithelial 
cells and stromal fibroblasts respond to the chemotherapeu-
tic mitoxantrone by shifting toward a senescence-associated 
secretory phenotype. This phenotype is characterized by 
secretion of a host of molecules associated with angiogene-
sis, immune cell recruitment, and EMT.187 Hence, a possible 
by-product of treatment is that the reactive stroma secretes 
factors that stimulate nearby tumor cells to grow, invade, and 
spread. This applies not just to resident tissue cells, but to 
recruited myeloid cells as well.188-190

Because tumor cells are able to successfully seek refuge 
in a variety of protective niches, single therapies are highly 
unlikely to retain their efficacy over the long-term. An attrac-
tive solution is to devise therapeutic regimens that target the 
tumor and its microenvironment simultaneously or in step-
wise fashion to deprive the tumor of the interactions that 
sustain it in the face of chemotherapy.

Targeting the Tumor Microenvironment

In this chapter, we have provided a number of examples of 
how reciprocal interactions between cells and their micro-
environment function to initiate tumors, force progression, 
facilitate metastatic outgrowth, and compose a privileged 
niche that confers therapeutic resistance. A logical exten-
sion of these findings is that inhibiting critical interactions 
between tumor cells and their microenvironmental constit-
uents could slow tumor progression and render these cells 
more susceptible to treatment. The growing literature on 
the importance of microenvironment that now spans more 
than a century offers a blueprint as to how this can be accom-
plished, including:
  
 1.  Targeting reactive elements of the tumor microenviron-

ment. This notion has spurred a number of studies aimed 
at testing new therapies (and revisiting others) that tar-
get angiogenesis, fibrosis, inflammation, desmoplasia, and 
other aspects of the tumor microenvironment. A brief 
summary of these drugs is presented in Table 16-1 (for  
a detailed list, see Ref. 13).
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Table 16-1 A Sampling of Drugs Developed to Target the Tumor Microenvironment

Common Name
(Trade Name)

Company Drug Information

Bevacizumab (Avastin) Genentech/Roche In 2004, bevacizumab became the first FDA-approved angiogenesis inhibitor. It is a humanized 
monoclonal antibody with specific affinity for VEGF-A, thus inhibiting the signaling between 
the tumor and endothelial cells in the microenvironment.191

Sunitinib, SU11248  
(Sutent)

Pfizer Sunitinib garnered FDA approval in 2006. A small-molecule receptor tyrosine kinase inhibitor, it 
inhibits signaling through PDGFRα, PDGFRβ, VEGFR1, VEGFR2, VEGFR3, KIT, FLT3, CSF-1R, and RET 
to disrupt angiogenesis, macrophage recruitment, lymphangiogenesis, and tumor cell growth.

Endostatin (Endostar) Simcere Endostatin is a 20-kDa peptide fragment derived from the extracellular matrix protein collagen 
XVIII.192 Endostatin has a potent effect on endothelial cell proliferation and angiogenesis. It 
is currently used therapeutically (and in clinical studies) only in China under the trade name 
Endostar.

Sorafenib,
BAY 43-9006 (Nexavar)

Bayer Approved by the FDA in 2005, sorafenib is a small-molecule kinase inhibitor that inhibits many 
intracellular and extracellular kinases. Most affected are Raf kinase, VEGF receptor, and PDG-
FRs, thus resulting in reduced tumor growth and angiogenesis.193

MK-2461 Merck MK-2461 is a small-molecule inhibitor of c-MET kinase, the receptor of the stromal-derived 
hepatocyte growth factor (HGF). c-MET activation stimulates proliferation and invasion of 
tumor cells and also stimulates angiogenesis.194

Zoledronate (Zometa) Novartis Zoledronate belongs to the bisphosphonate class of drugs. It inhibits bone resorption by osteo-
clasts. Also inhibited is the differentiation of myeloid cells; TAMs are also affected.195,196

Denosumab (Xgeva) Amgen Approved by the FDA in 2010, denosumab is a human antibody that binds to human receptor 
activator of nuclear factor kappa-B ligand (RANKL). RANKL regulates osteoclastogenesis and 
is involved in pathways regulating osteoclastogenesis and tumor cell metastasis to bone, as 
well as endothelial cell proliferation and apoptosis.197,198

Anastrozole (Armidex) Novartis Anastrozole is a third-generation inhibitor of aromatase, a cytochrome p450 complex present in 
the stromal fibroblasts and adipocytes. Aromatase catalyzes the conversion of androgens to 
estrogens; the inhibitors are approved for the treatment of breast cancer in postmenopausal 
women.

AMD070 Genzyme Currently in clinical trials, AMD070 belongs to a class of drugs that inhibit CXCR4. CXCR4 is 
specific for stromal-derived factor 1 (SDF-1/CXCL12) ligand, which is predominantly expressed 
by fibroblasts and pericytes.

DX2400 Dyax In development, DX2400 is a new-generation MMP inhibitor, a human monoclonal antibody spe-
cific for MMP14. Previous broad-spectrum MMP inhibitors were generally plagued by a lack of 
efficacy. However, since the end of the previous trials, much has been learned about MMPs, 
notably the need for specificity. Some are regarded as being protective, and others not. Thus, 
newer inhibitors are being designed with specificity in mind.199

MK0822 Merck MK0822 is an inhibitor of cathepsin K, a secreted protease involved in bone resorption. Similar 
to bisphosphonates, inhibitors of cathepsin K proteases may protect against bone loss 
induced by metastatic tumor cells.200 Cathepsin inhibitors may be useful also in blocking 
cathepsin-mediated protumor effects of TAMs.201

TGF-β2 AP12009  
(Trabedersen)

Antisense Pharma Trabedersen is an antisense oligodeoxynucleotide with specificity toward TGFβ2. It is currently 
in phase I, II, and III clinical trials and is being developed for the treatment of tumors that 
exhibit high levels of TGFβ2 (pancreatic carcinoma, melanoma, and gliomas). Reductions in 
TGFβ2 in the tumor are likely to be profound, affecting both tumor and stromal cells (tumor 
cell growth, angiogenesis, and immune response).

AVE1642 Immunogen/Sanofi 
Aventis

AVE1642, a humanized monoclonal antibody, is a specific antagonist of the insulin-like growth 
factor 1 receptor (IGF-1R). IGF-1 derived from bone-marrow stroma promotes survival and 
growth of multiple myeloma cells. IGF-1R signaling also contributes to angiogenesis via its 
influence on HIF1α/VEGF expression.202

BGJ398 Novartis Currently in clinical trials, BGJ398 is a small-molecule inhibitor of fibroblast growth factor recep-
tors (FGFR). The ligands of this receptor, FGFs, are expressed by the activated fibroblasts of 
tumor stroma and have a protumorigenic effect.

Bortezomib, PS-341  
(Velcade)

Millennium 
Pharmaceuticals

Bortezomib is a novel inhibitor of the 26S proteasome complex and is indicated for the treat-
ment of relapsed multiple myeloma and mantle-cell lymphoma. In addition to direct inhibi-
tion of the tumor cells, bortezomib interferes with MM tumor and bone marrow stromal cell 
interactions, inhibiting cytokine signaling and angiogenesis.203

PEGPH20 Halozyme PEGPH20 is a covalently modified form of hyaluronidase, which catalyzes the degradation of the 
extracellular matrix component hyaluronan. In preclinical animal models, PEGPH20 led to dra-
matic reductions of the tumor interstitial fluid pressure, subsequently enhancing the delivery 
of co-administered drugs.179 PEGPH20 is currently in Phase II clinical trials for patients with 
stage IV pancreatic cancer.204
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 2.  Inhibiting signals that impart chemotherapeutic resis-
tance, e.g., β1-integrin–mediated signaling, prior to or 
coincident with administration of chemotherapeutics or 
radiation.

 3.  Reverting the tumor microenvironment. A more com-
plete understanding about the signals that end the devel-
opment of tissues, or those that deactivate wounding 
stroma, could lead to therapies based on these same cues 
that neutralize tumor stroma.

  
In the end, it is important to remember that the 

tumor and its microenvironment do not function in a 
vacuum. They are constantly engaged in dynamic and 
reciprocal interactions, and it is the balance of signaling 
among all of these components that is key to homeosta-
sis. Disrupting this balance without correction can result 

in tumor initiation and accelerated progression. Remem-
ber also that there is likely no uniform way to restore the 
balance of signaling in a tumor. Just as tumor types are 
different, tumor microenvironments differ from tumor to 
tumor and from patient to patient. Accordingly, one should 
investigate multiple therapeutic avenues and remain open 
to how these can be applied in concert, as this is likely to 
provide the best means to manage tumors and improve 
patient outcome.
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Solid tumors require a vascular system to grow beyond about 
2 mm in diameter, a size at which diffusion of oxygen and 
nutrients is limiting. The establishment of a tumor vascu-
lature through the process of angiogenesis overcomes these 
limitations, while also providing a conduit through which 
cancer cells can metastasize. The close association between 
tumor growth and increased vascularity was described in the 
19th century by several researchers,1 including the patholo-
gist Rudolf Virchow, who also first proposed a link between 
chronic inflammation and cancer.2 An important experimen-
tal advance in angiogenic research came in the 1920s, when 
transparent chambers were first used to observe the growth 
of vessels into tumors in animals in real time.1 In a seminal 
study published in 1950, Algire and colleagues3 used trans-
parent chambers to follow vessel recruitment to a variety of 
normal and malignant tissues transplanted into mice. Their 
studies provided some of the first observations that trans-
planted tumor tissue, in contrast to normal tissue, induced 
the development of an extensive vascular bed; moreover, 
this angiogenic response preceded rapid tumor growth. The 
authors succinctly stated the now-axiomatic idea that “the 
rapid growth of tumor explants is dependent on the develop-
ment of a rich vascular supply.”3 Judah Folkman’s proposal in 
1971 that tumor growth might be inhibited, or even reversed, 
by blocking tumor angiogenesis4 sparked a remarkable flurry 
of activity in basic and clinical research. A milestone in 
angiogenic cancer therapy was passed in 2003, when the U.S. 
Food and Drug Administration (FDA) approved the anti-
angiogenic monoclonal antibody Avastin (bevacizumab) as a 
first-line treatment for metastatic colorectal cancer.

This chapter provides a general overview of tumor 
angiogenesis, highlighting specific molecular pathways that 
regulate this process, and discusses the ongoing develop-
ment and clinical evaluation of anti-angiogenic therapies. It 
is organized into sections that describe (1) the development 
of vascular structures in normal and malignant tissues, (2) 
the signaling pathways that regulate their formation, and 
(3) the therapeutic strategies that underlie ongoing drug 

development, as well as the current results of clinical trials 
using anti-angiogenic therapies. Finally, we discuss some 
of the remaining questions and challenges that are likely to 
drive angiogenic research in the coming years.

Vascular Development

Normal Vascular Development

Development of the vascular system is one of the first events 
in embryonic organogenesis. Mesoderm-derived vascular 
endothelial cells (ECs) generate lumen-containing tubular 
structures that form the basic functional unit of blood ves-
sels. Initially, vascular networks form independently in the 
yolk sac and the embryo, and then connect to generate a 
closed circulatory system. In a process known as vasculogene-
sis, endothelial cell progenitors (angioblasts) and their deriva-
tive ECs aggregate de novo in the yolk sac to form a primitive 
vascular network or plexus of approximately uniform dimen-
sions (Figure 17-1). Subsequent angiogenesis occurs through 
vessel sprouting, in which ECs from existing vessels respond 
to angiogenic signals by degrading their basement mem-
brane, loosening their association with support cells, alter-
ing their morphology, and proliferating. These ECs migrate 
in response to chemotactic signals and coalesce to form new 
vessels that connect to the existing vasculature. The coor-
dinated recruitment of supporting mural cells, including 
pericytes and smooth muscle cells, results in vessel maturation. 
In a parallel mechanism termed intussusception, columns of 
endothelial cells create a barrier in the lumen of a preexist-
ing vessel, thus partitioning it into multiple independent ves-
sels5,6 (Figure 17-2). This complex series of events produces 
a closed, highly arborized system of larger and smaller vessels 
including arteries, veins, and capillaries.

In contrast to the yolk sac, angioblasts in the embryo 
migrate along specific pathways and aggregate directly to 
form the dorsal aorta and posterior cardinal vein, without 
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passing through an intermediate plexus phase.7 These ves-
sels undergo subsequent remodeling and ultimately connect 
to the extra-embryonic yolk sac vessels to form a mature 
vascular system. Interestingly, vascular development is also 
intimately associated with the development of hematopoi-
etic cell lineages, as hematopoietic stem cells (HSCs) have 
been shown to arise from the hemogenic endothelium, which 
comprises Runx-1 expressing ECs restricted to the ventral 
portion of the developing dorsal aorta (see Figure 17-1).8

The vessels of the parallel lymphatic system collect and 
return interstitial fluids, particulates, and extravasated cells to 
the venous circulation. Lymphatic vessels differ from blood 
vessels in that lymphatic capillaries have internal membra-
nous valves that prevent fluid backflow, and they are generally 
not surrounded by support cells.9 Lymphatic ECs are derived 

from primitive veins and express and respond to a different 
spectrum of receptors and signaling molecules than ECs in 
blood vessels (Ref. 9, and see later discussion). The ability of 
cancer cells to invade lymphatics and collect in lymph nodes, 
complex organs involved in local immune surveillance, is an 
important indicator of tumor metastasis. It is likely that the 
lymphatic vessels at the periphery of a solid tumor are most 
directly involved in metastasis, as interstitial pressure within 
the tumor often leads to vessel collapse.5,9 Recent evidence 
supports the idea that lymphatic ECs may secrete chemo-
kines that attract tumor cells and may therefore participate 
more actively in metastasis than was previously recognized.10

In adult humans and mice, there is little regular angio-
genic activity, with the notable exception of the female 
reproductive system. Localized angiogenesis is, however, an 
important aspect of normal wound healing, and inflammatory 
cells including macrophages, neutrophils, and mast cells, as 
well as activated resident fibroblasts, are an important source 
of angiogenic modulators during wound repair. Recently, it 
was shown that macrophages directly bind angiogenic ECs 
and promote the formation of anastomoses between them.11 
On remodeling and fusion with the surrounding vascula-
ture, these new vessels restore normal blood supply to the 
wounded area. These infiltrating stromal cells also repre-
sent an important component of many solid tumors, where 
they can produce angiogenic factors as part of what may be 
considered an aberrant wound healing response, leading to 
the idea that tumors represent “wounds that never heal.”12 
Genetic experiments using multiple murine cancer models 
have established that tumor-associated macrophages play a 
critical role in driving tumor angiogenesis and metastasis.12

Rapid growth of any tissue (embryos, neoplasias, 
adipose tissue, regenerating liver, etc.) invariably requires a 
supply of oxygen, nutrients, and hormones and is typically 
accompanied by active angiogenesis. Consequently, angio-
genesis can be seen as a genetically programmed, dynamic 
process that can be activated locally in response to stimula-
tory signals. The fact that most blood vessels in the adult 
body are quiescent has been proposed as an advantage of 
anti-angiogenic strategies, which typically target actively 
dividing ECs, as these drugs may be less generally toxic to 
quiescent ECs lining established vessels.

Tumor Vasculature

The blood vessels found in solid tumors are notable for being 
highly disorganized compared to those of normal organs and 
are characterized by tortuous and misshapen vessels that 
sometimes terminate in open-ended blood lakes5,13 (Figure 
17-3). These aberrant vessels are thought to result from dys-
regulated angiogenic signaling in the tumor bed, as a result 
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Vasculogenesis

Angiogenesis

PC
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VEGFR2/FIk-1
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VEGF
VEGFR2/FIk-1
VEGFR1/FIt-1
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Recruitment of mural cells
PDGF-β
PDGFR-β
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Figure 17-1 Major events in vascular development Some of the 
critical signaling molecules and receptors are shown corresponding to 
the cells or processes in which they are known to play a role. Vascular 
progenitors are derived from vascular endothelial growth receptor-2 
(VEGFR2/Flk-1)-positive cells in the lateral plate mesoderm. Hemogenic 
endothelial cells give rise to hematopoietic stem cells (HSCs) and vas-
cular endothelial precursors (angioblasts). In the yolk sac, angioblasts 
align to generate a primary capillary plexus (vasculogenesis). Vessels in 
this plexus grow primarily by sprouting, which involves endothelial cell 
proliferation and migration (angiogenesis), and eventually connect to 
vessels in the embryo to form a closed vascular system. Vasculogenesis 
and angiogenesis are both highly dependent on VEGF, angiopoietins, 
and their receptors, along with many other signaling molecules (see 
figure and text). Maturation of the vascular system requires remodel-
ing of the vascular network into large and small vessels, along with the 
recruitment of supporting mural cells (pericytes and smooth-muscle 
cells). Ang, Angiopoietin; Notch/Delta4, Notch receptor/Delta4 ligand; 
PC, pericyte; PDGF-β, platelet-derived growth factor β; PDGFR-β, PDGF 
receptor β; Robo/Slit, roundabout receptor/slit ligand; TGF-β, transform-
ing growth factor-β; Tie2/Tek and Tie1, Tie family of endothelial receptor 
tyrosine kinases. (Adapted from Risau W. Mechanisms of angiogenesis. Nature. 
1997;386:671-674).
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Figure 17-2 Cellular mechanisms of tumor angiogen-
esis Tumor vessels grow by multiple mechanisms, some 
of which are formally similar to those observed in normal 
vascular development: (1) budding of endothelial sprouts 
and formation of bridges (angiogenesis) and (2) insertion 
of interstitial tissue columns into the lumen of preexisting 
vessels (intussusception). In contrast to normal vascular 
development, the signaling events controlling these events 
are often highly disordered, resulting in chaotic vascular 
organization, uneven blood flow, and localized hypoxia. In 
addition, endothelial cell precursors home to tumors from 
the bone marrow or peripheral blood (3) where they can 
contribute, either directly or indirectly, to the endothelial 
lining of tumor vessels. Lymphatic vessels (4) around 
tumors drain interstitial fluid and also provide a gateway 
for metastasizing tumor cells. (Reproduced from Carmeliet 
P, Jain RK. Angiogenesis in cancer and other diseases. Nature. 
2000;407:249-257).

(3) Endothelial precursor

(2) Intussusceptive growth

(4) Lymphangiogenesis

(1) Angiogenic sprouting

Tumor

Figure 17-3 The highly disorganized nature of tumor 
vasculature can be visualized by generating a polymer cast 
before fixation (A) or using intravital imaging techniques 
that reveal functional vessels in live tissues (B). As 
opposed to the clearly ordered arrangement of vessels 
in normal tissue, the chaotic nature of tumor vessels 
reflects the disrupted balance of pro- and anti-angiogenic 
factors generated by tumor and stromal cells. (Reproduced 
from Weinberg RA. The Biology of Cancer. New York, NY: Garland 
 Science; 2007:562).

A

B
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of oncogene activation and tumor suppressor loss. Micro-
scopic analysis of tumor vessels reveals disrupted junctions 
between tumor ECs and reduced or inconsistent coverage 
by pericytes, which helps explain the increased permeability 
characteristic of tumor vessels.14 The origin of some tumor 
ECs is also controversial: In addition to ECs recruited 
through sprouting of preexisting vessels, growing evidence 
supports a role of circulating endothelial progenitor cells 
(EPCs) that either differentiate into endothelial-like cells or 
promote expansion of bona fide ECs (see Figure 17-2). The 
precise cellular origins and complexity of these cells remain 
controversial, and the degree to which murine EPCs actually 
contribute directly to the lining of new tumor vessels varies 
considerably, depending on the model used, genetic back-
ground, and other factors.15,16 In addition, bone marrow–
derived myeloid cells contribute to tumor angiogenesis; these 
cells have been reported to express a variety of cell surface 
markers, including those common to endothelial cells (Tie-2)  
and myeloid cells (CD11b, Gr-1), and may function by pro-
viding paracrine angiogenic signals.17,18 It is interesting to 
note that genetic ablation of bone marrow–derived Tie-2 
expressing monocytes (TEMs), in particular, has profound 
effects on tumor angiogenesis in mice (see Refs. 19 and 20, 
and references therein).

Tumors often display sluggish, uneven, and highly vari-
able patterns of blood flow,13 as well as direct arteriole-venule 
shunts.21 Tumor vessels also differ from normal vasculature in 
being exposed to an acidic microenvironment characterized by 
oxygen and nutrient deprivation. In rapidly growing tumors, 
aberrant angiogenic regulation and high interstitial pressure 
can produce regions of localized anoxia and/or ischemia. This 
typically results in pockets of necrosis surrounded by a penum-
bra of hypoxic but living cells. Severely hypoxic conditions are 
thought to protect tumor cells from radiation therapy, which 
depends on the generation of reactive oxygen intermediates to 
kill tumor cells. Moreover, hypoxic regions in tumors appear to 
select for highly malignant cancer cells.22 In particular, hypoxia 
directly promotes angiogenic signaling in tumors, as discussed 
in more detail later.23

The degree to which tumors generate vascular beds is 
often expressed as microvessel, or mean vessel, density (MVD), 
which can vary widely within a given tumor and between 
tumors of similar or different tissues. MVD is tradition-
ally determined by staining tumor sections with antibodies 
raised against proteins expressed on ECs, including CD31 
(PECAM), CD34, and von Willebrand factor. Clinical stud-
ies have demonstrated that MVD is a useful prognostic indi-
cator for a wide array of cancers, including breast, prostate, 
non–small-cell lung, gastrointestinal, and even hematologi-
cal tumors.24 It is important to note, however, that not all 
tumor vessels are functional and that MVD may greatly 
exceed the basic metabolic requirements of a growing tumor. 

The striking functional heterogeneity of vessels within a 
tumor, and the ability of many cancer cells to withstand 
severe hypoxia, glucose deprivation, and tissue acidity, makes 
it difficult to assess the effects of angiogenesis-based thera-
pies based solely on MVD.24

Critical Signaling Factors—Targets  
for Therapy

Over the past 15 years, work from many laboratories has 
demonstrated that vascular development in normal tissues 
is under elaborate genetic and molecular control. Many of 
the signaling molecules that regulate normal developmental 
angiogenesis have also been shown to drive angiogenesis in 
cancer and other pathophysiological conditions, although 
their expression and function in tumors are often highly 
uncoordinated. A growing list of molecules has been shown 
to regulate different aspects of developmental and patho-
logical angiogenesis. Primary among these is the family of 
vascular endothelial growth factors (VEGFs) that, along 
with their receptors, regulate endothelial cell proliferation, 
survival, and function. The vascular-specific angiopoietins 
and their receptor tyrosine kinases also play important roles 
in angiogenic remodeling. In addition, vascular develop-
ment is regulated by signaling pathways familiar from other 
developmental processes, including fibroblast growth fac-
tors (in particular, basic or bFGF), transforming growth fac-
tor beta (TGF-β), Notch and its ligand Delta-like ligand 4 
(Dll4), and platelet-derived growth factor (PDGF). In addi-
tion, a number of molecules originally implicated in con-
trolling axon guidance, including the semaphorins, netrins, 
and Robo/slit, have been shown to contribute to vascular 
development.7,25 Finally, the Notch pathway, along with the 
EphB4/ephrinB2 signaling system, has been shown to con-
trol specification of arteries and veins (see Refs. 7 and 25, 
and references therein). Our understanding of the mecha-
nisms by which these genes and pathways regulate angio-
genesis is based largely on genetic “knockout” experiments 
in mice, often confirmed by in vitro cell-based assays or in 
experimental tumors. How this complex array of signal-
ing pathways is coordinated to regulate angiogenic events 
in normal organogenesis and disease is a focus of intensive 
research. The discovery of endogenous angiogenic inhibitors, 
including thrombospondin-1, endostatin, tumstatin, and oth-
ers, provided strong support for the idea that angiogenesis 
regulated by the balance between pro- and anti- angiogenic 
factors.26 In this section, we discuss the molecular biology 
and function of a small subset of pro-angiogenic and anti-
angiogenic factors that show particular promise as targets 
for cancer therapies.
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Pro-angiogenic Factors

VEGF

Vascular endothelial growth factor (also known as VEGF-A)  
is among the most potent angiogenic factors described and 
stimulates EC proliferation, survival, chemotaxis, and ves-
sel permeability. VEGF belongs to a family of structurally 
related growth factors that includes placental growth fac-
tor (PlGF), VEGF-B, VEGF-C, and VEGF-D. VEGF is a 
homodimeric glycoprotein of 45 kDa and is expressed in four 
different molecular-weight forms—VEGF-121, VEGF-
165, VEGF-189, and VEGF-206—produced by differen-
tial mRNA splicing. VEGF-121 is diffusible, whereas the 
other forms bind to heparin and heparin proteoglycans in 
the extracellular matrix (ECM) and on cell surfaces. These 
bound forms are released through the action of proteases, 
including plasmin and matrix metalloproteases (MMPs), 
which are produced by tumor cells and/or by activated stro-
mal cells. Interestingly, VEGF was first identified as vascular 
permeability factor (VPF) based on its ability to increase 
the leakage of fluid and plasma proteins from blood vessels 
(see Refs. 1, 5, 14, and 27 for details). These leaked proteins 
provide an ECM for migrating ECs, and their release into 
interstitial spaces represents an early step in angiogenesis. 
The central importance of VEGF in regulating angiogenesis 
became clear through genetic targeting experiments in mice. 
Loss of only one Vegf allele resulted in lethality at embry-
onic day 9.5 (E9.5), characterized by a reduction in ECs 
and abnormal vessel morphology.28,29 Embryos lacking both 
Vegf alleles died even earlier (E8.5) and displayed a complete 
absence of the dorsal aorta and other vascular structures.

VEGF mediates its effects by binding its cognate 
receptor tyrosine kinases, VEGFR1 (also called Flt-1) and 
VEGFR-2 (also called Flk-1 or KDR). Binding of VEGF to 
VEGFR-2/Flk-1 triggers receptor autophosphorylation and 
robustly activates several downstream signaling pathways 
(including phosphoinositide 3-kinase [PI3K], Src, and pro-
tein kinase C [PKC]), leading to rapid and profound effects 
on EC proliferation, survival, migration and gene expres-
sion.7,30 Genetic ablation of Flk-1 in mice caused embry-
onic lethality at E8.5 that correlated with a loss of normal 
vascular structures and hematopoietic cells, consistent with 
the bipotential fate of hemogenic endothelial cells.8,31 Subse-
quent studies have confirmed the importance of VEGF and 
VEGFR-2/Flk-1 in hematopoietic development (Ref. 7 and 
references therein). Although VEGFR-1/Flt-1 also binds 
VEGF, its major angiogenic function may be to modulate 
the amount of VEGF available to bind to VEGFR-2/Flk-
1.14 Deletion of the gene encoding murine VEGFR-1/Flt-1 
resulted in embryonic lethality; however, this lethality was 
rescued by transgenic expression of a truncated VEGFR-1/
Flt-1 protein that lacked its cytoplasmic signaling domain. 

Although these results argue strongly that VEGFR-1/Flt-1 
acts as a nonsignaling sink for free VEGF, subsequent stud-
ies indicate that it can, in fact, modulate pathophysiological 
angiogenesis, possibly by intermolecular phosphorylation 
of VEGFR-2/Flk-1.9 Neuropilins 1 and 2 can also act as 
a sink for VEGF and appear to function, at least in part, by 
presenting VEGF to VEGFR-2/Flk-1 or by modulating its 
effective free concentration.32

The central role of VEGF signaling in tumor angio-
genesis has been clearly demonstrated in a wide variety of 
experimental models, including VEGF overexpression in 
tumor or host cells, treatment with recombinant VEGF, 
increased VEGF expression in response to oncogene activa-
tion, or inhibition by antisense VEGF oligonucleotides or 
anti-VEGF antibodies.1,25 Furthermore, many oncoproteins 
(including KRAS, HER2, FOS, and TRKB), tumor sup-
pressor proteins (including pVHL and p53), and growth 
factors (including PDGF, bFGF, and TGF-β) regulate 
angiogenesis, partly by inducing the expression of VEGF 
either directly or indirectly.25

The von Hippel–Lindau (pVHL) tumor suppressor is 
a particularly interesting case in point. Patients with VHL 
disease, a hereditary cancer syndrome, develop a variety of 
tumor types including highly vascularized renal clear cell 
carcinomas, cerebral hemangioblastomas, and retinal hem-
angiomas. The pVHL protein functions as an E3 ubiquitin 
ligase that targets the hypoxia inducible factor (HIF) subunits 
HIF-1α and HIF-2α for oxygen-dependent degradation via 
the 26S proteasome.33 HIF-1α and HIF-2α play a predomi-
nant role in hypoxic responses,34 and their activity is con-
trolled in a similar oxygen-dependent fashion. Both proteins 
regulate the expression of target genes that mediate adaptive 
responses to hypoxic stress, including those encoding VEGF 
and many other angiogenic factors23,35 (see Figures 17-3 and 
17-4). When pVHL expression or function is lost, cells 
can no longer degrade the HIF-α subunits under condi-
tions of abundant oxygen, leading to constitutive expression 
of VEGF and other HIF target genes, thereby promoting 
tumor angiogenesis (Figure 17-5). Both HIF-α subunits are 
often overexpressed in cancer cells as a consequence of onco-
gene activation, tumor suppressor loss, or tumor hypoxia. 
The close spatial overlap between HIF-α protein accumula-
tion and VEGF expression in hypoxic tumor cells is a further 
indication that HIF-dependent VEGF expression is an 
important aspect of tumor angiogenesis (see Figure 17-3).

Both HIF-1α and HIF-2α bind to the Vegf gene pro-
moter and can activate VEGF expression independently; 
hence, deletion of either subunit has relatively subtle effects 
on embryonic VEGF expression, despite the fact that both 
mutations are embryonically lethal.23,36-38 Targeted deletion 
of the common binding partner (HIF-1β or ARNT), how-
ever, resulted in early embryonic lethality with substantial 
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fusion limit for oxygen) away from blood vessels and become hypoxic (red-to-blue gradient indicates progressive hypoxia). Tumor cells survive fluctua-
tions in oxygen tensions, in part because clones are selected in hypoxic tumors that switch to a pro-angiogenic phenotype. HIFs increase transcription 
of several angiogenic genes (for example, genes encoding VEGF, PDGF-BB, and nitric oxide synthase [NOS]). HIFs also affect cellular survival/apoptosis 
pathways. Inset: Relationship between the distance of tumor cells from nearby vessels and their degree of hypoxia (blue symbols) and acidosis (red 
symbols). (Reproduced from Carmeliet P, Jain RK. Angiogenesis in cancer and other diseases. Nature. 2000;407:249-257). (B) Section of rat prostatic carcinoma in 
which vessels were identified by CD31 immunostaining. A “cuff” of viable cells surrounds each capillary, beyond which regions of necrosis are evident. 
(Reproduced from Hlatky L, Hahnfeldt P, Folkman J. Clinical application of antiangiogenic therapy: microvessel density, what it does and doesn’t tell us. J Natl Cancer Inst. 
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Figure 17-5 Loss of the pVHL tumor suppressor increases tumor angiogenesis Fibrosarcomas were generated subcutaneously in immunocom-
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pVHL, and consequent constitutive HIF activation, correlated with increased tumor angiogenesis. Tumor vessels were labeled with either FITC-lectin  
(C, D) or CD34 antibodies (E, F). H and E, Hematoxylin and eosin (A, B). (Courtesy F. Mack and M. C. Simon).
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loss of VEGF expression39 associated with fundamental 
defects in angiogenesis.40 The close link between the HIFs 
and VEGF expression in tumors has prompted the design of 
specific HIF inhibitors, partly to limit expression of VEGF 
and other hypoxically induced angiogenic factors in cancer 
and other diseases.41,42

Each of the several VEGF homologs in mammals 
(VEGF-B, VEGF-C, VEGF-D, and PlGF) has distinct 
influences on angiogenesis and binds to one or more of the 
family of VEGF receptors. VEGF-C and VEGF-D regulate 
lymphangiogenesis through their effects on VEGFR-3/Flt-
3, which is expressed on lymphatic ECs.9 PlGF binds to both 
VEGFR-1/Flt-1 and the neuropilins, displacing VEGF 
and thereby making it available for binding to VEGFR-2.32 
Some data, however, suggest that heterodimers of PlGF and 
VEGF may be more potent in some contexts than the more 
typical VEGF homodimer.14 Much work remains to be done 
to tease apart the unique and overlapping functions of the 
various VEGF homologs and their receptors.

bFGF

Basic FGF (bFGF or FGF2) is one of more than 20 known 
fibroblast growth factors that mediate a large number of 
developmental and homeostatic functions in different tis-
sues. bFGF was identified biochemically in a search for 
angiogenic molecules released by tumor cells. When added to 
tissues exogenously or overexpressed in transplanted tumor 
cells, bFGF has potent angiogenic properties.43 Like VEGF, 
bFGF binds to extracellular heparan sulfate proteoglycans 
and activates cognate receptor tyrosine kinases. Interestingly, 
loss-of-function studies have failed to reveal an inherent role 
of bFGF in embryonic angiogenesis, although this may be 
due to functional complementation by other FGF family 
members. As many of the angiogenic properties of bFGF 
appear to require VEGF function, however, one important 
role of bFGF in tumor angiogenesis may be to induce VEGF 
expression.43 The situation is almost certainly more complex, 
because VEGF and bFGF act synergistically in some con-
texts but clearly have independent effects on ECs in others. 
The emerging picture suggests that bFGF and many other 
angiogenic factors act as general growth and survival fac-
tors for ECs partly by regulating VEGF expression, whereas 
VEGF itself may preferentially stimulate many of the cel-
lular processes that lead to new vessel formation.

Angiopoietins/Tie Receptors

In addition to VEGF and FGF receptors, ECs express 
the Tie1 and Tie2/Tek receptor tyrosine kinases. Genetic 
ablation of either Tie1 or Tie2 in mice produced embryos in 
which vasculogenesis was intact, but subsequent angiogenic 
remodeling was inhibited. Soluble forms of these receptors 
were used to identify endogenous ligands, called angiopoietins 

(Ang1-4) (reviewed in Ref. 44). Deletion of Ang1 produced 
a phenotype similar to loss of Tie2, supporting a role for 
Ang1 as an important activator of Tie2 signaling. Interest-
ingly, Ang2 also binds to Tie2 with high affinity but does not 
stimulate Tie2 tyrosine phosphorylation or downstream sig-
naling. Transgenic overexpression of Ang2 produced a phe-
notype similar to that associated with loss of Ang1 or Tie2, 
suggesting that Ang2 may be a naturally occurring inhibitor 
of Ang1 signaling. The role of Ang2 became clearer when it 
was found to be induced in concert with VEGF at sites of 
vascular remodeling. Several studies have suggested a model 
in which Ang2 interferes with the stabilizing effects of Ang1 
(such as increased pericyte and smooth muscle recruitment), 
thereby allowing VEGF to stimulate EC division and migra-
tion more efficiently. The roles of Ang3 and Ang4 are less 
clear, and a cognate ligand for Tie1 has not yet been identi-
fied,44 although Tie1 may act primarily as a repressor of Tie2 
signaling.45

PDGF

Maturation and maintenance of the vascular system require 
the establishment of a close functional relationship between 
ECs and pericytes (PCs). ECs undergoing active division 
and morphogenesis express PDGF-B, and PCs express 
the corresponding receptor PDGFRβ. Genetic ablation of 
either ligand or receptor in mice disrupts PC recruitment, 
resulting in leaky, malformed blood vessels and increased EC 
apoptosis.46 Bergers and colleagues identified a population 
of c-Kit+, Sca-1+ bone marrow–derived progenitor cells 
that are recruited to perivascular sites in tumors, where they 
differentiate into PCs and stabilize the tumor vessels in a 
PDGFRβ-dependent manner.47 Overexpression of PDGF 
promoted recruitment of PCs and tumor vessel stabiliza-
tion, whereas inhibition of PDGF signaling reduced PC 
recruitment with a concomitant increase in EC apoptosis.25 
Consequently, a combination of therapies that target both 
tumor ECs and PCs may prove to be a particularly effective 
approach.25,48

Anti-angiogenic Factors

In his landmark 1971 paper, Judah Folkman not only pro-
posed that tumor growth depends on angiogenesis, but also 
suggested that endogenous angiogenic inhibitors could be 
identified and used therapeutically.4 Intensive efforts over 
the subsequent three decades have led to the identification 
of more than 30 endogenous inhibitors whose application 
can block angiogenesis in a variety of assays and genetic 
models.49,50 These naturally occurring compounds include 
proteolytic cleavage products of extracellular matrix pro-
teins (thrombospondin, endostatin, tumstatin), the protease 
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plasminogen (angiostatin), and clotting factors (cleaved 
antithrombin III and prothrombin kringle-2), as well as 
immune modulators such as interferons and interleukins.49 
The specific function of each of these compounds in tumor 
angiogenesis, and their possible utility as therapies for cancer 
treatment, continues to be an area of active investigation.

Thrombospondin 1 (TSP-1)

Initially identified as an extracellular glycoprotein with cell-
adhesive properties, TSP-1 binds to integrin and nonintegrin 
cellular receptors, cytokines, growth factors, and extracellular 
proteases. TSP-1 is thought to act as a molecular scaffold 
that facilitates interactions between proteins that regulate 
cell morphology, signaling, and adhesion, possibly by pro-
moting receptor clustering.51 In 1990, Bouck, Polverini, and 
colleagues described the strong anti-angiogenic activity of a 
TSP-1 proteolytic fragment.52 Targeted deletion of TSP-1 
in mice increased tumor angiogenesis and growth, and sub-
sequent reports confirm the inability of TSP-1 mutant mice 
to mount a normal angiogenic response in other assays.53 
The Tsp-1 gene has been shown to be a direct target of 
the p53 tumor suppressor, and TSP-1 expression has been 
inversely correlated with the progression of carcinomas and 
melanoma in humans.49 The molecular mechanisms by 
which TSP-1 blocks angiogenesis are likely to be complex, 
but may include integrin inhibition, interference with VEGF 
and bFGF signaling, and/or induced expression of the pro-
apoptotic FasL protein on ECs.49 The identification of the 
gene encoding TSP-1 as a direct p53 target suggests yet 
another mechanism whereby p53 inactivation can promote 
tumor progression.

Endostatin and Tumstatin

Both endostatin and tumstatin are proteolytic cleavage frag-
ments derived from collagen molecules. Endostatin was ini-
tially purified from a murine hemangioendothelioma cell 
line and identified as a 20-kDa carboxy-terminal fragment 
of type XVIII collagen. Recombinant endostatin has multi-
ple anti-angiogenic properties, including the ability to inter-
fere with VEGF and bFGF signaling, inhibit EC motility, 
and induce EC cell cycle arrest and apoptosis.49 Endostatin 
appears to mediate these pleiotropic effects by binding EC 
integrins, including α5β1, αVβ3, and αVβ1. Tumstatin 
consists of a 28-kDa fragment of the α3 chain of type IV 
collagen, promotes EC apoptosis, and suppresses the growth 
of various human tumor cells in xenograft experiments. Sim-
ilar to endostatin, tumstatin binds to integrins and thereby 
inhibits activation of downstream signaling pathways.49,50 
Despite their similarities, endostatin and tumstatin pep-
tides share little sequence identity and can clearly mediate 
independent functions: For example, endostatin inhibits EC 
migration with little effect on VEGF-induced proliferation, 

whereas tumstatin inhibits EC proliferation without signifi-
cantly affecting migration.

It is interesting to note that many endogenous angio-
genesis inhibitors are generated by proteolytic degradation of 
ECM proteins, or from proteins involved in blood clotting, 
and that many bind directly to integrin receptors. Growing 
evidence supports the notion that these compounds play an 
important role in fine-tuning the angiogenic response that 
accompanies thrombosis and tissue repair.54 The produc-
tion of these endogenous angiogenesis inhibitors may also 
help explain tumor dormancy, as first proposed by Folkman 
in 1971. Control of local angiogenic activity in a tumor is 
thought to be determined by the balance of pro-angiogenic 
factors (VEGF, angiopoietin 1, bFGF, etc.) and angiogen-
esis inhibitors (TSP-1, endostatin, tumstatin, etc.). Conse-
quently, it may take months or years to generate the proper 
genetic and physiological conditions necessary to tip the 
balance to favor active blood vessel development and tumor 
growth—an event called the angiogenic switch.55

Multiple lines of evidence from preclinical models, as 
well as patient data, support the role of an angiogenic switch 
in regulating tumor growth. For example, several murine 
genetic models have shown that tumors generated by trans-
genic expression of oncogenes initially remain small, with 
tumor cell proliferation largely offset by apoptosis. After a 
period of relative stasis, the tumors begin to show evidence 
of increased vascularity, after which they grow rapidly.55 The 
synthesis of angiogenesis inhibitors by a primary tumor may 
also keep distant metastases from progressing, as removal 
of a large primary tumor often correlates with the rapid 
outgrowth of previously unidentified metastatic tumors in 
patients.4,50 It has also been suggested that bone marrow–
derived EPCs may play an important role in controlling this 
event and may regulate a critical step in the progression of 
micrometastases into macrometastases.16 Collectively, a 
growing body of data suggests that manipulating the angio-
genic switch can control tumor growth; this has prompted 
the development of clinically relevant angiogenesis inhibitors 
as cancer therapies.

Targeting Tumor Angiogenesis  
in Patients

Over the past 15 years, a large number of clinical trials 
have been conducted to test the efficacy of anti-angiogenic 
compounds in cancer therapy. Early results, however, were 
mixed: For example, early trials of endostatin and other com-
pounds that showed promise in preclinical models yielded 
disappointing results in the clinic,56,57 although exceptions 
included a trial showing positive effects of angiostatin in 
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treating non–small-cell lung cancer when combined with 
cytotoxic chemotherapy.58 Some possible reasons for the 
apparent discrepancies between dramatic results in preclini-
cal models and actual patient responses are discussed next. 
Despite this somewhat rocky beginning, a number of tar-
geted therapies have shown clinical benefit and have attained 
approval from the U.S. FDA and the EMA (European Med-
icines Agency) for treating cancer. In particular, the promi-
nent role of VEGF in tumor angiogenesis made it an obvious 
therapeutic target, and multiple drugs have been developed 
that either sequester free VEGF (reducing its effective con-
centration) or block VEGFR-dependent signaling. The large 
number of preclinical and clinical studies on drugs directed 
against VEGF signaling provides an instructive paradigm 
for the potential successes and shortcomings of other anti-
angiogenic strategies to treat cancer.

VEGF-Based Therapies

In 1993, Ferrara and colleagues reported that a murine 
anti-human VEGF monoclonal antibody could inhibit the 
growth of different human tumor cell lines in immunocom-
promised mice, although the antibody had no effect on tumor 
cell proliferation in vitro.59 Subsequent analysis revealed that 
the antibody blocked angiogenic activity in these xenografts, 
and this led to the development of a humanized version of 
the antibody, called bevacizumab or Avastin, for human clini-
cal trials. In 2003, results from two clinical trials of beva-
cizumab function generated tremendous excitement in the 
field. In one phase III trial, patients with advanced metastatic 
colorectal cancer were treated with bevacizumab in conjunc-
tion with cytotoxic chemotherapy60 and displayed an average 
increase in overall survival (OS) of approximately 4 months 
(from 16 to 20). Although this response seems modest, it was 
the first indication that specific targeting of VEGF in highly 
metastatic human cancer could have a survival benefit. In a 
separate phase II trial, patients with metastatic renal cancer 
showed a significant, dose-dependent increase in progression-
free survival (PFS) when treated with bevacizumab compared 
to placebo.61 Interestingly, an Fab fragment of bevacizumab 
(marketed as Lucentis) has shown great success in treating 
patients with the angiogenic, or “wet,” form of age-related 
macular degeneration.62

Since garnering FDA approval as a first-line treatment 
(along with standard chemotherapy) for metastatic colorectal 
cancer in 2003, bevacizumab has been subjected to more than 
400 different clinical trials in a broad array of cancer types. 
The FDA approved bevacizumab for treating advanced non-
squamous non–small-cell lung cancer (NSCLC) in 2006, 
metastatic breast cancer in 2008, and metastatic renal can-
cer and recurrent gliobastoma multiforme in 2009. In each 

case, increases in PFS were observed, although improved 
OS was reported in only some cases (e.g., NSCLC patients 
had increased OS by 2 to 4 months63). In 2011, the FDA 
withdrew its approval for bevacizumab in treating metastatic 
breast cancer, citing the absence of an OS benefit, and the 
UK also rejected bevacizumab for this purpose in 2012.

What explains the relatively short-lived responses 
observed in the clinic, given that bevacizumab clearly increases 
PFS in multiple cancers, and diverse preclinical models have 
shown that this activity correlates with predicted reductions 
in MVD and perfusion? Compensatory signaling through 
alternative pro-angiogenic pathways (e.g., bFGF) is likely a 
major factor in acquired resistance to bevacizumab and dis-
ease progression, as observed for other selectively targeted 
therapies. It has also been proposed that decreased perfu-
sion increases tumor hypoxia, which then promotes tumor 
cell invasion and metastasis promoted in part by HIF acti-
vation. Recently, two groups reported increased tumor cell 
invasiveness and metastasis in independent murine cancer 
models when mice were treated with a variety of different 
anti-VEGF therapies.64,65 Although these results suggest 
that anti-angiogenics may ultimately drive hypoxic tumor 
progression, they remain controversial.35 It is also possible 
that recruitment of pro-angiogenic EPCs and bone marrow–
derived myeloid cells to tumors could help tumors overcome 
anti-VEGF therapy.66 In a similar vein, the demonstration 
that elevated tumor hypoxia can select for the emergence of 
more malignant tumor cell clones is potentially worrisome.

The relatively short-term improvements attained with 
bevacizumab and other anti-VEGF therapies may reflect the 
aggressive and advanced nature of the tumors treated in most 
clinical trials and suggests that effects on earlier stage tumors 
might be more dramatic. Surprisingly, a recent randomized 
phase III trial on patients with stage II and III colon cancer 
demonstrated no benefit when bevacizumab was added to 
the standard FOLFOX chemotherapy regimen.67,68 These 
data suggest that bevacizumab (and possibly other anti-
angiogenic compounds) may not prove helpful in treating 
early-stage disease, although this needs to be tested directly 
in multiple tumor types.

Although substantial evidence from preclinical mod-
els indicates that bevacizumab blocks tumor angiogenesis, 
Jain and colleagues have proposed an alternative model in 
which bevacizumab (and other anti-angiogenic therapies) 
may actually “normalize” highly aberrant tumor vasculature 
by restoring the local balance of pro- and anti-angiogenic sig-
naling.69 Vessel normalization would therefore be predicted 
to improve overall perfusion and consequent delivery of che-
motherapeutic compounds. This model is consistent with the 
observation that anti-angiogenic therapies are generally not 
effective as single agents but function best when combined 
with standard-of-care chemotherapy. If true, it also raises the 
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specter that anti-angiogenic therapy could paradoxically pro-
vide a tumor with a more functional vasculature, ultimately 
promoting its growth. Recently, however, Van der Velt and 
colleagues measured perfusion and delivery of radiolabeled 
chemotherapeutic agents to tumors in NSCLC patients 
directly and found no evidence that bevacizumab promoted 
vessel normalization in this setting.70 In contrast, bevacizumab 
treatment rapidly decreased tumor perfusion and infiltration 
of 11C-docetaxel, effects that were maintained for several 
days posttreatment. Although a preliminary study with only 
10 patients, these data argue strongly for similar direct mea-
surement of perfusion and drug delivery in distinct tumor 
types, as vessel normalization could still be an important 
phenomenon in other settings.

We have thus far focused primarily on bevacizumab, 
as it is the most well-studied anti-VEGF therapy in clinical 
use to date, but there are many other VEGF-related drugs 
currently in clinical trials. These include small-molecule 
kinase inhibitors such as sorafenib (Bayer-43-0009, Nexa-
var), originally designed as a Raf kinase inhibitor. Sorafenib 
also binds and inhibits VEGFR-2/Flk-1, VEGFR-3/Flt-
3, and PDGFRβ and was approved by the FDA for treat-
ing renal cancer in 2006 and hepatocellular carcinoma in 
2007. Another small-molecule kinase inhibitor, sunitinib 
(Sugen11248), that inhibits all three VEGF receptors, c-Kit, 
and PDGFRβ was approved for treating renal cancer and 
imatinib-resistant gastrointestinal stromal tumors (GISTs) 
in 2006. Given the broad substrate specificity of both drugs, 
however, the degree to which their anti-angiogenic activity 
underlies clinical effectiveness is not entirely clear. In addi-
tion, multiple VEGF-related therapies developed over the 
past decade, including small-molecule kinase inhibitors and 
monoclonal antibodies, are in clinical trials for cancer treat-
ment. Similar drugs targeted toward distinct angiogenic 
signaling pathways are also under development as cancer 
therapies and will be the focus of additional preclinical and 
clinical investigation in the coming years.

Metronomic Therapy

Traditional chemotherapy regimens are based on treat-
ing patients with drugs at the MTD (maximum tolerated 
dose), typically followed by a break period to allow recovery 
from the toxic and myelosuppressive effects of the chemo-
therapeutic agent. MTD chemotherapy typically causes a 
significant decrease in the number of circulating hemato-
poietic cells, including neutrophils and other myeloid cells, 
as well as EPCs. These drops can be quite precipitous and 
are usually followed by a rapid “rebound” period in which 
circulating progenitors are mobilized from the bone mar-
row, a response observed both in mice and in humans. One 

potentially unfortunate consequence of this response is the 
increase in EPCs, which, along with recruitment of bone 
marrow–derived myeloid cells, such as TEMs, could con-
tribute directly or indirectly to tumor angiogenesis (Ref. 71 
and references therein). The breaks in MTD regimens may 
therefore allow repair or expansion of the tumor vasculature 
and reduce cytotoxic benefit. Although the precise nature 
and function of EPCs and their differentiated progeny cells 
remain controversial, there is evidence that VEGF and other 
angiogenic factors stimulate their release from the bone mar-
row.17 Therefore, the addition of anti-angiogenic drugs to 
standard chemotherapeutic treatments may suppress the 
ability of tumors to recruit EPCs and their progeny during 
the drug-free break periods between MTD treatments.

The reduction in drug-free breaks appears to have an 
additional inhibitory effect on tumor angiogenesis. In 2000, 
the effects on tumor growth in mice were greater when an 
MTD regimen was changed to one in which animals were  
treated with low doses of the same drug but at more fre-
quent intervals.72 Surprisingly, tumor growth was inhibited 
or reversed, despite the fact that (in some cases) the tumor 
cells were themselves resistant to the same cytotoxic drug. 
These results suggest that the chemotherapy was not only 
targeting the tumor cells but also inhibiting normal cells 
such as ECs or recruitment of EPCs. Subsequent work 
showed that regular, low-dose chemotherapy (also termed 
metronomic dosing) induced the expression of the angiogenic 
inhibitor TSP-1 in mice, and that genetic deletion of TSP-1 
promoted tumor growth and angiogenesis in this model.53 
In fact, one might predict that normal ECs, which are nei-
ther transformed nor genetically unstable, would be more 
sensitive to the cytotoxic effects of chemotherapeutics than 
tumor cells. By treating patients with a sustained, low dose 
of the drug and avoiding the breaks inherent to MTD regi-
mens, it is possible that EC recruitment to the tumor vascu-
lature could be more uniformly suppressed, thereby limiting 
tumor growth.

Remaining Challenges

The clear success of anti-angiogenic therapies, tempered by 
the relatively short gains in OS, suggests that oncologists will 
have a new and growing arsenal of weapons to complement 
standard chemo- and radiation-based therapies in the future. 
As always, caution is necessary, as preclinical data have only 
rarely predicted the outcome of treatments in patients. One 
reason for this discrepancy is that many preclinical stud-
ies have continued to rely on xenograft models, in which a 
large number of highly malignant tumor cells are introduced 
subcutaneously into recipient mice. Although a quick and 
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reproducible approach, it is perhaps not surprising that 
events that are rate limiting for xenograft growth may have 
little to do with those controlling human cancer progres-
sion. Some anti-angiogenic compounds, such as endostatin, 
profoundly limited or regressed tumor growth in xenografts 
but failed to show any significant benefit in early clinical tri-
als.56,57 The development of genetically altered strains of 
mice that more closely mimic the development and histol-
ogy of human cancers73 may offer more predictive preclinical 
models for anti-angiogenic therapy.

It is increasingly clear that anti-angiogenic therapies are 
likely to be most effective when combined with other treat-
ments, for the reasons elaborated earlier. Currently, however, 
it is essentially impossible to predict which specific combina-
tions of drugs, and which specific delivery strategies, are likely 
to be effective in inhibiting angiogenesis for a given tumor type 

or in a given patient.74 The largely encouraging clinical trial 
results argue for additional research to determine precisely 
how tumor and stromal cells respond to specific targeted anti-
angiogenic therapies, as well as metronomic therapy. Equally 
important, protocols need to be developed to integrate anti-
angiogenic approaches effectively with standard MTD che-
motherapy and radiation therapy. Finally, tumors can develop 
resistance to specific angiogenesis inhibitors, either by altering 
the expression of multiple pro- and anti-angiogenic factors or 
by modulating the tumor stroma. A great deal more research 
will be necessary to establish even the most general guidelines, 
but the potential benefits of treating cancer patients with 
angiogenesis inhibitors are considerable. It is likely that our 
current understanding of tumor angiogenesis, and our ability 
to manipulate it clinically, will have once again altered greatly 
by the next edition of this book.
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In the written history of medicine, neoplasms have been 
diagnosed for nearly 4000 years. Almost from the begin-
ning, medical practitioners recognized that the most life-
threatening attribute of neoplastic cells is the ability to 
disseminate and colonize distant tissues. When tumors are 
diagnosed and have not spread beyond the tissue of origin, 
cure rates for most cancers approach 100%. However, when 
tumor cells have established colonies elsewhere, cancer is 
often incurable.

The process of converting a normal cell into a 
life-threatening metastatic cancer cell is referred to as 
tumor progression (Figure 18-1). As discussed in previ-
ous chapters, medicine has evolved toward a recognition 
that neoplasia is a cellular disease, and further advanced 
to understand the molecular underpinnings of the early 
stages of progression resulting in cancer development. It 
is now recognized that metastases represent a subset of 
cells that have left the primary tumor, which are behavior-
ally distinct from the cells remaining at the site of tumor 
origin, and the molecular mechanisms underlying the phe-
notypic differences that characterize a metastatic cell are 
being elucidated.

Generation of a Metastatic Cell

Metastasis is defined as the dissemination of neoplas-
tic cells to discontiguous nearby or distant secondary sites 
where they proliferate to form a mass. But how did tumor 
cells acquire the ability to metastasize? The answer to this 
question requires examination of the mechanisms underly-
ing how tumors arose and progressed toward increasingly 
aggressive behavior.

By the time a neoplasm is diagnosed, it comprises at 
least 109 cells. Yet, even cursory examination of a tumor his-
tologically reveals that the cells are pleiomorphic. Further-
more, if one isolates single cell clones from a tumor, they vary 
dramatically in terms of biological behavior.

Tumor heterogeneity exists for virtually every phe-
notype measured.1,2 There are three types of heterogeneity 
within a tumor: positional, temporal, and genetic. Positional 
heterogeneity is determined by the accessibility of a cell 
to external stimuli (e.g., oxygen [O2] levels). For example, 
radiation sensitivity is proportional to oxygenation; there-
fore, two identical cells would exhibit differences in radio-
response depending on distance from a capillary. Temporal 
heterogeneity is relevant with regard to changes in cells due 
to cyclical signals. Cells in the G0/G1 phase of the cell cycle 
would be less sensitive than cells in the S phase to drugs tar-
geting DNA replication. Genetic heterogeneity is the result 
of inherent properties of tumor cells themselves. Isolation 
of single-cell clones confirms that there are inherent differ-
ences between subpopulations comprising a single tumor 
mass.

The heterogeneity of tumors raises an important ques-
tion regarding tumor origin: Are tumors of unicellular or 
multicellular origin? Tumors express maternal or paternal 
isoenzymes, but rarely both, strongly suggesting that they 
arose from a single cell. Analysis of karyotypes reveals that 
virtually all cells within a tumor share a common abnormal  
chromosomal change (e.g., all CML cells have t[9;22]). 
Additional karyotypic abnormalities may be superimposed 
on the shared ones. If tumors are monoclonal, how, then, 
does heterogeneity arise?
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The generation of heterogeneity requires divergence of 
single transformed cells into multiple phenotypically distinct 
progeny. The process appears to be fundamental to tumor 
progression, but it also occurs in normal physiology. For 
example, pluripotent hematopoietic stem cells can generate 
cells along multiple lineages, and a single fertilized egg yields 
a multicellular organism with organs and tissues. Although 
stem cell theory accommodates diversification, the molecular 
mechanisms underlying differentiation and diversification of 
both normal and cancer cells are still being elucidated (see 
Chapter 10). The journey of a metastatic cell is described in 
the next sections.

Tumor Invasion

Tumor invasion, the capacity for tumor cells to disrupt the 
basement membrane and penetrate underlying stroma, is the 
distinguishing feature of malignancy. Invasion requires major 
changes in cell morphology and phenotype, in particular for 
epithelial cells that represent the precursors to over 90% of 
human cancers. Normal epithelial cells form polarized sheets 
maintained by tight junctions, adherens junctions that orga-
nize the actin (microfilament) and tubulin (microtubule) 
cytoskeleton, and desmosomes attached to keratin-contain-
ing intermediate filaments. They are anchored to the base-
ment membrane by hemidesmosomes and their associated 
intermediate filaments and integrin contacts that organize 
actin. Invasion requires alterations in cell-cell and cell-matrix 
adhesion, coordinated with matrix degradation and cellular 
motility (Figure 18-2).5 The structural and regulatory pro-
teins that control cell adhesion and migration are key down-
stream targets of oncogene and tumor suppressor-controlled 
signaling pathways, providing insights into how oncogenic 
transformation results in progression to an invasive pheno-
type. An interesting observation has been that many of the 
molecules implicated in tumor invasion also affect other pro-
cesses involved in tumor progression, including cell survival, 
growth, apoptosis, and angiogenesis, highlighting the intri-
cacy of the network of interrelated pathways that controls 
cellular behavior.6

Adhesion

Invasion of epithelial cell–derived carcinomas often involves 
dramatic changes in cell shape. Conversion from an epithe-
lial morphology to a nonpolarized, motile, spindle-shaped 
cell resembling a fibroblast is referred to as the epithelial-
mesenchymal transition (EMT).7 EMT is characterized by 
the loss of epithelial-specific E-cadherin from the adher-
ens junctions and a switch from the expression of keratins 
as the major intermediate filament to the mesenchymal 
 intermediate-filament vimentin. EMT is not cancer spe-
cific; it is a normal process that occurs during embryonic 
development and wound healing. EMT is influenced by 
the tumor microenvironment and is observed primarily at 
the edge of the tumor in contact with tumor stroma. Solu-
ble factors, in particular transforming growth factor-β and 
hepatocyte growth factor/scatter factor, are regulators of 
EMT. Tumor cells may reverse the process and undergo a 
mesenchymal-epithelial transition (MET) in the absence of 
EMT- inducing signals. The transient nature of EMT helps 
explain why metastatic cells can morphologically resemble 
cells in the primary tumor despite the fact that they by neces-
sity have accomplished all the steps of the metastatic cascade.

Epithelial cell-cell interactions are mediated primar-
ily by cadherins, transmembrane glycoproteins that form 
 calcium-dependent homotypic complexes. The epithelial-
specific cadherin, E-cadherin, functions as a tumor sup-
pressor and a metastasis suppressor.8 Loss of E-cadherin 
correlates with increased invasion and metastatic potential in 
most tumor types. Reexpression of E-cadherin in experimen-
tal models can block invasion, suggesting that E- cadherin 
loss is indeed causative. Loss of E-cadherin in cancer occurs 
through several mechanisms, including transcriptional 
repression and proteolytic degradation. The zinc finger 
transcriptional repressors Snail and Slug, in particular, have 
been implicated in regulating EMT by virtue of their abil-
ity to repress E-cadherin transcription. Cadherins are regu-
lated by catenins (α-, β-, γ-, and p120 catenins), cytoplasmic 
proteins that functionally link the cadherin complex to the 
actin cytoskeleton. β-Catenin is a cell adhesion protein and a 
transcription factor. In addition to its role in adherens junc-
tions, it participates in canonical Wnt signaling, a signaling 

Figure 18-2 The steps of tumor invasion Tumor invasion involves the loss of cell-cell adhesions (cadherins represented by green bars), alterations 
in cell-matrix adhesion (integrins represented by ovals), proteolysis of the extracellular matrix (blue matrix, degradation demonstrated by clearing of 
matrix mediated by proteinases represented by scissors), and motility involving alterations in the actin cytoskeleton (intracellular black and gray lines).
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pathway important in development and cancer. E-cadherin 
levels and function are also disrupted by loss of p120 catenin, 
which occurs in many tumor types and may also contribute 
to tumor metastasis.

Loss of function of cell-cell adhesion molecules other 
than E-cadherin is associated with the ability of tumor cells 
to invade and metastasize. Neural cell adhesion molecule 
(NCAM), a member of the immunoglobulin-like cell adhe-
sion molecule Ig-CAM family, is downregulated in several 
tumor types, and NCAM loss results in an increased abil-
ity of tumor cells to disseminate.8 Other Ig-CAMs, such as 
DCC (deleted in colorectal carcinoma), CEACAM1 (carci-
noembryonic antigen CAM1), and Mel-CAM (melanoma-
CAM), also demonstrate reduced expression in specific 
cancer types. However, not all cell-cell adhesion molecules 
can be viewed as potential invasion suppressors. N-cadherin 
promotes motility in some cell types, and Ig-CAMs such as 
L1, CEA (carcinoembryonic antigen), and ALCAM (acti-
vated leukocyte CAM) are often overexpressed in advanced 
cancers and have functions associated with cancer progres-
sion. This complexity may be explained by signaling func-
tions for these molecules, either direct or indirect, that are 
distinct from their role in cell-cell adhesion. The interrelat-
edness of tumor growth and tumor invasion, and limitations 
of experimental model systems, often does not allow a dis-
tinction between growth effects that influence the appear-
ance of an invasive phenotype and an effect on cellular 
invasion per se.

The extracellular matrix (ECM) provides a scaffold 
for the organization of cells and spatial cues that dictate 
cell behavior.9 The ECM is composed of proteins, primarily 
triple-helical collagens, glycoproteins such as laminins and 
fibronectin, and proteoglycans. The basement membrane 
is an organized ECM that separates polarized epithelial, 
endothelial, and muscle cells from the underlying tissue. 
Interstitial matrix provides the structure characteristic of 
connective tissues. The molecular composition of the ECM 
varies between tissues and organs and provides contextual 
information to cellular constituents. In addition, the ECM 
serves as a repository for secreted regulatory proteins and 
growth factors. Finally, ECM proteins themselves can be 
active signaling molecules, activities that frequently are only 
revealed after proteolysis reveals cryptic sites. Thus, the 
interaction of cells with ECM molecules determines their 
capacity for survival, growth, differentiation, and migration.

Cells adhere to ECM via integrins, a family of trans-
membrane glycoproteins assembled as specific combina-
tions of 18 α and 8 β subunits.5 Integrins bind to distinct 
but overlapping subsets of ECM components. During 
tumor progression, cancer cells tend to undergo a switch 
in their integrin expression pattern, downregulating the 
integrins that mediate adhesion and maintain a quiescent, 

differentiated state, and expressing integrins that promotes 
survival, migration, and proliferation.10 Although there is a 
cell-type dependency on integrin function, in general inte-
grins α2β1 and α3β1 are viewed as suppressors of tumor 
progression, whereas αvβ3, αβ6, and α6β4 promote cellular 
proliferation and migration. Integrins mediate both “outside-
in” and “inside-out” signaling, so that changes in cellular 
adhesion can alter cellular phenotype, and changes in intra-
cellular signaling pathways can modulate cellular adhesion. A 
well-described and important mechanism whereby integrin-
ECM interactions modulate cell function is by cooperative 
signaling with different growth factor receptors. Many of the 
cellular responses induced by activation of tyrosine kinase 
growth factor receptors are dependent on the cells being able 
to adhere to an ECM substrate in an integrin-dependent 
fashion. Signaling in response to ECM ligation usually acti-
vates focal adhesion kinase (FAK) and nonreceptor tyrosine 
kinases of the src family.

Matrix Degradation

Disruption of basement membrane is a hallmark of malig-
nancy. Degradative enzymes produced by the tumor cells, 
and by resident and infiltrating cells as a response to the 
tumor, contribute to matrix degradation and facilitate 
tumor cell invasion. Proteolytic enzymes of many classes 
have been implicated in tumor cell invasion, including 
the serine proteinases plasmin, plasminogen activator, 
seprase, hepsin, several kallikreins, the cysteine protein-
ase cathepsin-B, the aspartyl proteinase cathepsin-D, and 
metal-dependent proteinases of the matrix metallopro-
teinase (MMP) and a disintegrin and metalloproteinase 
(ADAM) families. Other matrix-degrading enzymes such 
as heparanase, which cleaves heparin sulfate proteoglycans, 
and hyaluronidase cleavage of its substrate hyaluronic acid 
have also been causally associated with tumor progression 
and invasion.

Liotta and colleagues observed that metastatic poten-
tial correlates with the degradation of type IV basement 
membrane collagen and focused attention on the metal-
dependent gelatinases.11 These enzymes are now recognized 
as MMP2 and MMP9, and many of the 23 members of the 
MMP family of matrix-degrading metalloproteinases have 
been associated with tumor progression. Elevated MMP lev-
els correlate with invasion, metastasis, and poor prognosis in 
many cancer types, and animal models provide evidence for 
a causal role for MMP activity in cancer progression.12 The 
plasminogen activator/plasmin system has also been caus-
ally implicated in cancer invasion,13 and urokinase plasmino-
gen activator (uPA) and plasminogen activator inhibitor-1 
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(PAI-1) are validated prognostic and predictive markers for 
breast cancer.14

The regulation of matrix proteolysis is complex and 
can involve the concerted action of multiple proteinases 
and proteinase classes from both tumor cells and adjacent 
resident and infiltrating cells (Figure 18-3). The conversion 
of pro-MMP2 to active MMP2 requires membrane-type 
MT1-MMP (MMP14), a transmembrane MMP that is 
activated intracellularly by the proprotein convertase family 
member, furin. There is evidence for a cascade of cathepsin- 
D– cathepsin-B–uPA–plasmin–MMP activation that results  
in activated enzymes capable of degrading all components 
of the ECM. Proteolysis is also regulated by the produc-
tion of specific endogenous protease inhibitors, including 
the tissue inhibitors of metalloproteinases (TIMPs), serine 
proteinase inhibitors (serpins), and cysteine protease inhibi-
tors (cystatins). These inhibitory activities are produced and 
secreted by tumor or stromal cell types, and some protein-
ase inhibitors are stored in high concentrations in the ECM. 
Proteinase activity cascades can function via proteolytic deg-
radation of some of these proteinase inhibitors in addition to 
activation of other proteinases.

The original view that proteolytic enzymes function 
predominantly to remove physical ECM barriers has been 
expanded with the realization that proteolysis is a key regu-
lator of multiple steps of tumor progression. For example, 
MMP substrates in the matrix or on the cell surface that mod-
ulate cellular growth, differentiation, apoptosis, angiogenesis, 

chemotaxis, and migration have been identified.12 The abun-
dant evidence for a role for MMPs in tumor progression led 
to the design and testing of synthetic MMP inhibitors for 
cancer therapy.15 These inhibitors proved to be ineffective in 
clinical trials, results that have been explained by problems 
with inhibitor or clinical trial design and a lack of under-
standing of the broad range of MMP activities resulting in 
both cancer-promoting and cancer-inhibitory effects.

Motility

Cellular locomotion occurs as the result of coordinated 
polymerization and depolymerization of the actin cytoskel-
eton to extend a pseudopod at the leading edge of the cell, 
followed by contraction associated with disassembly of cell-
matrix adhesive contacts at the trailing edge.16 Lamellipodial 
protrusions at the leading edge are nucleated by a branched 
actin network involving the Arp2/3 complex and its regula-
tors, the WASp (Wiskott-Aldrich syndrome protein) fam-
ily, cortactin, and the GTPase Rac. Actin contractility is 
regulated by myosin light-chain kinase and upstream small 
GTPases, in particular Rho and its effector Rho-kinase 
(ROCK). Single cells migrate with a spindle-shaped mor-
phology, referred to as mesenchymal migration, or with the 
less adhesive ellipsoid shape used by leukocytes and Dictyo-
stelium termed amoeboid migration (Figure 18-4). Collective 
migration can occur when the cells retain cell-cell junctions 
and clusters of cells move in single file through a tissue.

Tumor cells can secrete factors that stimulate motility in 
an autocrine fashion. Tumor cell–produced lysophospholipase 
D (autotaxin) stimulates motility, as does lysophosphatidic 
acid (LPA), which can be produced by lysophospholipase D 
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Figure 18-3 Proteolytic cascades Extracellular proteinases are made 
by tumor cells as well as by stromal fibroblasts and inflammatory cells. 
Proteolytic cascades result in the conversion of proenzymes to their 
active form. Enzymes in blue boxes are capable of degrading components 
of the extracellular matrix (ECM). In many cases, proteolytic cascades 
are localized to the surface of tumor cells. The urinary plasminogen 
activator receptor (uPAR) is expressed by many tumor cells and initiates 
and localizes the conversion of pro-urokinase plasminogen activator 
(pro-uPA) to its active form, which then converts the serum protein plas-
minogen into the active serine proteinase, plasmin. The membrane type 
1-matrix metalloproteinase (MT1-MMP) is a transmembrane protein that 
is activated intracellularly by the proprotein convertase furin. MT1-MMP 
converts pro-MMP2 to its active form, MMP-2. Enzymes of many classes 
convert pro-MMPs to their active form.
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Figure 18-4 Types of cellular invasion Cells can move through 
matrix barriers as collectives, in which multiple cells remain attached and 
move together, or as single cells with mesenchymal or amoeboid charac-
teristics. Epithelial-derived tumor cells undergoing collective migration 
retain cell-cell adhesions, whereas those undergoing mesenchymal or 
amoeboid movement have reduced or absent cadherin-mediated adhe-
sions. Mesenchymal motility requires proteolysis and integrin-mediated 
cell-matrix adhesion. In the absence of proteolysis and extracellular 
matrix (ECM) adhesions, tumor cells can move through ECM using 
amoeboid movement, similar to that displayed by infiltrating leukocytes. 
Amoeboid movement is characterized by elevated actin cytoskeleton 
activity mediated by the small GTPase Rho and its regulator Rho-kinase.
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activity on lysophosphatidylcholine. Hepatocyte growth factor/
scatter factor (HGF/SF) interacts with its receptor, c-met, to 
induce chemokinetic activity of epithelial cells, resulting in an 
invasive phenotype. Directional motility is a chemotactic or 
haptotactic effect in response to a gradient of soluble or local-
ized factors, respectively. Chemotaxis is often the result of 
growth factors such as IGF, and chemokines of the CCR and 
CXC family. Haptotaxis is characterized as a response to gra-
dients of ECM components such as laminin-5 and fibronectin 
and can be modulated positively or negatively by proteolysis.

Coordination of Cancer Invasion

The coordination of cell-cell and cell-matrix adhesion, matrix 
degradation, and cytoskeletal activity is required for cellular 
invasion. The type of cell migration (i.e., collective, mesen-
chymal, or amoeboid) is influenced by the relative levels of 
adhesion mediated by cadherins and integrins, proteolytic 
activity, and actin contractility. Modulation of any of these 
factors can convert one type of motility into another.16

Invadopodia is the name that has been given to struc-
tures identified in invading cells that represent the physical 

convergence of the adhesive, proteolytic, and motility com-
ponents of invasion (Figure 18-5).4 Invadopodia are actin-
rich organelles that protrude from the plasma membrane 
and contact and locally degrade the ECM. Invadopodia con-
tain adhesion molecules, including several β1 integrins and 
CD44, the serine proteinases seprase and dipeptidyl dipepti-
dase IV, and several MMP and ADAM metalloproteinases. 
Inside the plasma membrane, invadopodia contain actin and 
actin assembly molecules and multiple signaling molecules 
including focal adhesion kinase (FAK), src-associated pro-
teins such as p130Cas and Tks5/FISH (tyrosine kinase sub-
strate 5/five SH3 domains), and the small GTPases cdc42, 
Arf1, and Arf6. Thus, invadopodia are implicated as key cel-
lular structures that are used to coordinate and regulate the 
various components of the process of cancer invasion.

The Metastatic Cascade

Although invasion is required for metastasis, the ability to 
invade is not sufficient for metastasis (see Figure 18-1). Some 
tumors are highly aggressive, forming secondary lesions 
with high frequency (e.g., small-cell carcinoma of the lung, 

A B C

Nucleus
Golgi

complex

Extracellular
matrixInvadopodia

D
Figure 18-5 Invadopodia Confocal laser image showing triple immunofluorescence labeling of A375MM melanoma cells plated on tetramethylrhoda-
mine isothiocyanate (TRITCJ)-conjugated gelatin. (A) Invadopodial structures marked by actin-binding phalloidin-Alexa 546. (B) Invadopodial structures 
marked by Alexa 633-conjugated anti-phosphotyrosine antibodies. (C) Degradation areas on the underlying Alexa 488-conjugated gelatin. Image shows 
colocalization between actin, phosphotyrosine, and patches of degraded extracellular matrix, fulfilling the criteria for the definition of invadopodia. (D) 
Schematic diagram of the invadopodial complex based on correlative light-electron microscopy reconstructions. Spatial relationships with the nucleus 
and the Golgi complex are shown. Invadopodial protrusions originate from profound invaginations of the ventral surface of the plasma membrane; 
within the area delimited by the large invagination, large fragments of gelatin can often be seen. From Ayala I, Baldassarre M, Caldieri G, et al. Invadopodia: a 
guided tour. Eur J Cell Biol. 2006;85:159-164, with permission.
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melanoma, pancreatic carcinoma), whereas others are rarely 
metastatic despite being locally invasive (e.g., basal cell carci-
nomas of the skin, glioblastoma multiforme). Fidler and col-
leagues have proposed an analogy regarding metastasis that 
is highly illustrative. Metastatic cells are likened to athletes 
participating in the decathlon. Each cell must be capable of 
completing every step of the metastatic cascade. If a cell can-
not complete any step, it cannot go on to subsequent steps 
and cannot form a metastasis.

Metastasis is primarily thought of as developing via 
dissemination in the bloodstream, although other routes of 
spread occur. Carcinoma cells tend to escape and spread ini-
tially to draining lymph nodes, becoming trapped and prolif-
erating. The thoracic duct links the lymphatic system to the 
bloodstream, connecting lymphatic to hematogenous spread. 
Metastases can also develop by spreading across body cavities. 
For example, ovarian carcinoma cells most frequently establish 
secondary tumors by dissemination in the peritoneum while 
rarely forming metastases via hematogenous spread. Other 
routes of spread also exist but are far less common (e.g., dis-
semination of melanoma cells along the space between endo-
thelium and basement membrane or perineural spread in 
pancreatic and prostatic carcinomas). Thus, the route of dis-
semination is not inherent to a definition of metastasis.

Intravasation

How tumor cells enter the bloodstream is not clearly under-
stood. The growth of a tumor exerts a hydrostatic pressure, 
and studies imply that tumor-cell invasive cords follow lines 
of least resistance. Angiogenesis is likely to be a prerequisite 
for metastasis, but this has not been formally proven (see 
Chapter 17). Tumor cell entry into intact blood vessels is 
an active process that requires serine and metalloproteinase 
activity in an experimental model of intravasation.17 Tumor 
blood vessels, however, are highly abnormal, with fewer peri-
cytes and increased permeability compared with normal ves-
sels, and presumably provide an easier route for direct entry 
into the bloodstream.18 Lymphatic vessels are also abnormal, 
but their role in intravasation is unknown. Regardless of the 
route, tumor cells enter the circulation in great numbers: 
Estimates are 3 to 4 million cells/day/g of tumor.19 The 
number of tumor cells in the peripheral blood, however, 
does not necessarily predict whether the patient will develop 
metastases.20 In contrast, the detection of disseminated 
tumor cells in lymph nodes and bone marrow does corre-
late with metastatic relapse, suggesting that, at least in breast 
cancer, the properties that allow the cells to find their way to 
these tissues and survive are the same properties that permit 
distant metastases.

Transport

Once tumor cells enter a circulatory compartment, they can 
move actively by motility mechanisms or passively, carried 
or pushed along with fluid flow. Injection of radiolabeled 
cells directly into circulation reveals that a substantial pro-
portion is lost during the transport phase of the metastatic 
cascade. Many tumor cells are eliminated by natural killer 
(NK) cells or monocytes before arrival in a secondary site. 
Tumor cells that escape immune recognition are frequently 
killed by exposure to hemostatic shear forces.21 Bioassays 
in the lungs, liver, heart, and muscle have been performed 
following intravenous injection of tumor cells. It is noted 
that by the time it takes to remove the tissues for assay (2 to  
3 minutes), most cells are dead due to mechanical trauma.21 
The average tumor cell diameter ranges from 20 to 30 μm 
but must navigate through vessels significantly smaller (e.g., 
6- to 7-μm capillaries). Even if tumor cells have the ability 
to deform and squeeze through the passages, they are sub-
jected to significant hydrostatic pressures. Depending on the 
tumor type and biophysical parameters such as membrane 
fluidity, cellular elasticity, and cytoskeletal organization, the 
cells will remain intact or be broken by shear. Deformability 
is also affected by the pressures found within various tissues. 
In contrast to the shear forces usually encountered in the 
vasculature, blood flow in bone sinusoids is sluggish (about 
30-fold less than in capillaries and postcapillary venules), 
and diameter is not a concern.22

During transport, the behavior of tumor cells is often 
determined by their presence as single cells or as emboli. 
Embolization can be homotypic (tumor cell–tumor cell) 
or heterotypic (tumor cell–leukocyte, tumor cell–platelet, 
tumor cell–fibrin). The association of tumor cells with blood 
cells can be the result of altered cell surface glycosylation and 
expression of sialyl Lewis X/A on the tumor cell that per-
mits interaction with a class of vascular adhesion molecules 
found on normal leukocytes and endothelium, the selectins. 
Alterations in the adherence of tumor cells to endothelium 
via E-selectin, platelets via P-selectin, and leukocytes via 
L-selectin alter the metastatic potential in animal models.23 
Embolus size can also contribute to protection of the tumor 
cells from biophysical forces or immune attack. In essence, 
encapsulation of tumor cells helps to protect them. As a 
result of the consequence of embolus formation, heparin, an 
inhibitor of selectin/glycan interactions, has been considered 
as an antimetastatic agent.

Visualization of tumor cells in the circulation during 
transport indicates that the cells roll rather than float in a 
manner analogous to leukocytes. Nonetheless, during this 
time, tumor cells are weakly adherent and subject to anoi-
kis, a specialized type of apoptosis in which cells that are 
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anchorage dependent are induced to die.24 In general, meta-
static cells are more resistant to anoikis than nonmetastatic 
cells and are frequently referred to as being anchorage inde-
pendent. This is somewhat misleading, because some tumor 
cells will induce apoptosis even if firmly attached to a sub-
strate if that substrate is not the preferred one for the type 
of cell. It is possible, then, that circulating tumor cells receive 
sufficient signals from the ECM, other cells, and/or serum 
proteins to limit their susceptibility to anoikis.

Arrest

It is important to discriminate between the physical trapping 
and arrest of circulating cells in the microvasculature and 
selective adhesion to the walls of the microvasculature. Both 
processes have been observed, and the relative importance of 
these mechanisms in specific organs is debated.

There are three types of endothelial structures found 
in higher vertebrates: continuous, discontinuous, and fenes-
trated. Most endothelial cells form tight junctions with their 
neighbors and have a continuous, unbroken basement mem-
brane beneath them. However, in certain organs, such as liver 
and spleen, the endothelial cells and the basement membrane 
have gaps, or discontinuities, in their structure. In the kid-
ney, a fenestrated endothelium, there are gaps between endo-
thelial cells, but a membrane-like structure connects them 
and the entire structure overlaps in a continuous basement 
membrane. The structure of these endothelial/basement 
membrane barriers contributes to the normal function of the 
tissues and forms different barriers through which tumor 
cells must pass.

Adhesion of circulating tumor cells to organ microves-
sel endothelial cells represents one of the more important 
steps in metastasis, especially organ-specific metastasis. In 
general, higher rates of tumor cell–endothelial adhesion 
correlate well with metastatic potential. In vivo and in vitro 
kinetic studies indicate that initial attachment of cancer cells 
occurs preferentially at endothelial cell junctions.25 Fre-
quently, tumor cells adhere at sites where inflammation is 
taking place and is most likely related to alterations in cell 
surface components of endothelial cells at these sites. Tumor 
cells use many of the same mechanisms to attach to and tra-
verse endothelium as inflammatory cells, including glycan/
selectin interactions.

Once tumor cells bind to the endothelium, they induce 
the endothelial cells to retract and eventually overlap the 
tumor cell. During this time, there is no loss of electrical 
resistance, suggesting that tight junction integrity is main-
tained. Tumor cells then adhere to subendothelial basement 
membrane components, and a higher rate of tumor cell 

adhesion to subendothelial basement membrane correlates 
with metastatic potential. In the case of HT1080 fibrosar-
coma cells, the attachment of circulating tumor cells to the 
lung vasculature is mediated by tumor α3β1 integrin liga-
tion to laminin-5 in the basement membrane.26 Patches of 
exposed basement membrane were found to be preexisting 
using intravital microscopy techniques in isolated, perfused 
lungs.

Arrested tumor cells can undergo rapid apoptosis. It 
is envisioned that in some cases this is the result of the lack 
of suitable survival signals and the initiation of anoikis. In 
addition, the attachment of tumor cells to endothelium can 
release nitric oxide (NO) produced by endothelial nitric 
oxide synthase.27 NO can induce apoptosis of tumor cells, 
indicating an active process that contributes to tumor cell 
loss and metastatic inefficiency.

Extravasation

Extravasation is the process of tumor cells invading from the 
interior of a vessel into the organ parenchyma. Extravasation 
was viewed as a rate-limiting step for metastasis formation, 
but intravital microscopy studies have indicated that extrava-
sation can be a remarkably efficient process, at least in some 
situations. For example, 87% of B16F1 murine melanoma 
cells that were injected through the mesenteric vein into the 
liver were arrested in the liver 90 minutes after injection, and 
83% of the injected cells were found in the liver parenchyma 
by 3 days, indicating that more than 95% of the arrested 
cells extravasated.28 The molecular mechanisms underlying 
extravasation are viewed as being identical to those involved 
in invasion, and in vitro assays for extravasation reveal a con-
tribution of cellular adhesion molecules, proteinases, and 
motility factors.

There is controversy as to whether extravasation is 
required for the formation of metastases. In the case of some 
pulmonary metastases, there is evidence that tumor cells can 
attach to the lung endothelium, survive, and grow intravas-
cularly.29 Extravasation occurs in this model only when the 
intravascular foci outgrow the vessel.

Colonization

Colonization, the formation of clusters of tumor cells at 
ectopic sites, represents a highly inefficient step in the meta-
static cascade. In the model of B16F1 cells injected into the 
liver vasculature, only 2% of the injected cells formed micro-
metastases, and only 0.02% formed lesions that persisted, 
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grew progressively, and threatened the life of the animal.28 
The formation of micrometastatic lesions requires that the 
tumor cell must first survive and then grow in the foreign 
environment. In some tumor types (i.e., breast and mela-
noma), metastases can arise decades after the treatment of 
the primary tumor, indicating that tumor cells can survive in 
a state of dormancy for long periods. Tumor cells can persist 
as solitary cells, or they can grow to a size of several hundred 
cells in which the rate of growth is balanced by the rate of 
apoptosis. Conversion to a clinically detectable metastatic 
lesion requires the subsequent initiation of angiogenesis (see 
Chapter 17). The growth of the cells is dependent on fac-
tors, primarily soluble growth factors, present at the site of 
colonization. Although it is natural to focus on factors that 
promote the growth of tumor cells in selective sites, there is 
ample experimental evidence showing that some tissues are 
hostile to tumor cells.

A tumor cell’s ability to establish a metastatic lesion is 
very much dependent on the microenvironment (see Chapter 
16). A prime example of this effect is the role of the “vicious 
cycle” in the propensity for breast carcinoma to metastasize 
to bone (Figure 18-6).30 The mammary carcinoma cells 
produce parathyroid hormone–related peptide (PTHrP), 
which during pregnancy would function to release calcium 
from bone stores. Using the same molecular pathways, 
tumor cell-produced PTHrP acts on its receptors on osteo-
blasts to release the tumor necrosis factor-α (TNF-α) fam-
ily member, receptor activator of nuclear factor-κB ligand 
(RANKL). RANKL interacts with its receptor RANK on 
osteoclasts and activates them to degrade mineralized bone. 

The bone matrix contains an abundance of growth factors, 
including PDGF, FGFs, IGF-1, and TGF-β/bone morpho-
genetic protein family members, which are released during 
the osteolytic process. It is the release of these growth fac-
tors that stimulates the breast cancer cells to grow and to 
continue to secrete PTHrP and fuel the “vicious cycle.” The 
colonization of breast cancer cells in the bone is thus facili-
tated by specific characteristics of the bone microenviron-
ment that promote the growth of breast cancer cells.

Organ Selectivity of Metastasis

There is a clear tendency for primary tumors to form meta-
static lesions in specific organ sites (Table 18-1). Common 
regional metastatic involvements can often be attributed to 
anatomic or mechanical considerations (e.g., efferent venous 
circulation or lymphatic drainage) and explained by arrest of 
tumor cells in the first capillary bed or lymph node encoun-
tered.31 Because most tumor cells enter the vasculature in 
small veins or capillaries, the most common site of metasta-
sis is lung and liver. However, distant metastasis patterns are 
typically more site specific. In 1889, Paget analyzed postmor-
tem data of women who died of breast cancer and noticed 
a higher frequency of metastasis to skeleton than would be 
expected based solely on cardiac output to each organ.32 He 
concluded that the pattern of organ distribution of metas-
tases was not simply a matter of chance and suggested that 
metastases develop only when the “seed” (tumor cells with 
metastatic ability) and the “soil” (organs or tissues provid-
ing growth advantages to seeds) are compatible. Importantly, 
the mechanical theory and the “seed and soil” hypothesis are 
not mutually exclusive, and both contribute to metastatic 
dissemination.

Experimental data supporting the seed and soil 
hypothesis include preferential invasion and growth of B16 
melanoma metastases in specific organs.33 In addition, pal-
liative treatment of women with advanced ovarian carcinoma 
has provided an opportunity to test this theory in humans. 
These patients often have a large ascites burden, but seldom 
present with disease outside the peritoneal cavity. Tarin and 
colleagues treated patients with potentially lethal malignant 
ascites by introducing a tube that drains the peritoneal asci-
tes into the vena cava.34 In doing so, tumor cells in the ascites 
were given direct entry into the circulation. Despite continu-
ous entry of billions of viable tumor cells into the circulation, 
metastases to the lung (i.e., the first capillary bed encoun-
tered) were rare. This single clinical observation highlights 
the inefficiency of the metastatic process and, more impor-
tant, demonstrates that merely seeding cells in different tis-
sues is not adequate to develop metastases.
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Figure 18-6 The vicious cycle of host-tumor interactions in 
breast cancer metastasis to bone Breast cancer cells produce 
parathyroid hormone–related protein (PTHrP), which stimulates bone 
osteoblasts to express the tumor necrosis factor-α (TNF-α) family 
member receptor activator of nuclear factor-κB ligand (RANKL). RANKL 
interacts with its receptor RANK on osteoclast precursors to differenti-
ate into active osteoclasts, resulting in the release of proteases and 
bone degradation. Growth factors such as platelet-derived growth 
factor (PDGF), fibroblast growth factor (FGF), insulin-like growth factor 
(IGF-1), and transforming growth factor-β (TGF-β), which are stored in 
the bone matrix, are released and stimulate the growth of receptor-
containing tumor cells. An increase in tumor cells results in an increase 
in PTHrP release, leading to a vicious cycle of tumor cell growth and bone 
degradation.
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The mechanisms responsible for organ selectivity in 
tissues can be attributed to the arrest and the colonization 
steps of the metastatic cascade in particular. Tumor cells 
adhere more selectively to organ-derived microvascular 
endothelial cells than to large-vessel endothelial cells, and 
variants of the B16 melanoma previously selected for metas-
tases to brain, lung, ovary, or liver adhere at a more rapid 
rate to brain, lung, ovary, or liver endothelial cells, respec-
tively.35 Using phage-display technology, endothelial cells in 
different tissues have been demonstrated to express unique 
markers, and tumor cells recognize the molecular “addresses” 
to adhere to in a selective manner.35 Tumor cells are also 
able to recognize subendothelial basement membrane dif-
ferences. In  vitro studies demonstrate the selective growth 
of tumor cells in organ-derived soluble growth factors or 
cells.36 In vivo, breast tumor cells that express the chemokine 
receptor CXCR4 preferentially metastasized to tissues that 
expressed the ligand SDF1/CXCL12.37 There is a concept 
that tumor cells colonize in a premetastatic niche initiated 
in target organs by tumor cell–generated soluble factors that 
induce the expression of fibronectin by resident fibroblast-
like cells.38 Bone marrow–derived cells that express the 
vascular endothelial cell growth factor receptor 1 and the 
integrin α4β1 selectively adhere to these regions, produce the 
proteinase MMP9 and the chemokine SDF1/CXCL12, and 
provide a permissive niche for colonization by tumor cells.

Although the data strongly support the notion that 
there are soluble factors produced in different tissues to 

which tumor cells can respond, the process of homing has 
not been validated. Strictly speaking, homing would require 
directed movement throughout the transit of tumor cells as 
they leave the primary tumor. Rather, tumor cells distribute 
according to circulatory patterns initially but may “home” 
once they are more proximate. Many of the mechanisms 
used by lymphocytes to home to peripheral lymph nodes or 
sites of inflammation are apparently shared by tumor cells.

Some of the strongest evidence supporting organ 
selectivity of cancer cells comes from data showing selection 
of variants that colonize different tissues. The first selections 
were done by repetitive isolation of lung metastases from the 
B16 melanoma followed by reinjection and recolonization.33 
Similar approaches have been used for other tumors, most 
recently using a human breast carcinoma cell line with selec-
tion of metastases to bone, lung, and adrenal gland. Using 
these breast carcinoma cell lines coupled with a comparison 
by cDNA microarray has highlighted the requirement for 
coordinated expression of multiple genes for metastasis.39 
Transcriptomes were compared between parental and bone-
selective variants, and over- and underexpressed genes were 
identified. Among the overexpressed genes in the bone metas-
tasis signature were a matrix metalloproteinase, MMP1; the 
ECM component osteopontin; the cytokine interleukin-11; 
the chemokine receptor, CXCR4; and connective tissue–
derived growth factor. Subpopulations within the parental 
population expressed one or more of the bone signature 
genes, but only a few expressed all of them. Transfection of 
individual cDNAs only modestly increased bone metastatic 
efficiency, whereas cotransfection of gene combinations into 
the parental cells resulted in populations as efficient at bone 
colonization as the bone-selective variants. Similar studies 
with a lung-selective variant revealed a lung metastasis sig-
nature that overlapped only minimally with the bone metas-
tasis signature.40 These data highlight that there are specific 
genes that control metastasis in an organ-specific fashion, 
and coordinated expression of multiple genes is required.

Metastatic Progression

The journey of a metastatic cancer cell involves several steps 
from the time it leaves the primary site to the moment it 
reaches a distant organ. So how long does this journey take 
to commence, and what is the path that these cells take? Are 
these metastatic cancer cells or “seeds” disseminated early or 
late in the life of an evolving primary tumor? These questions 
are important to understand, because they are linked to the 
functional consequences of genetic and epigenetic changes 
that are accrued by metastatic cancer cells when compared 
to their originating primary tumor. If metastatic progression 

Table 18-1 Common Sites of Metastasis

Primary Tumor Site Most Common Sites of Metastases

Breast Axillary RLN, contralateral breast via lymphat-
ics, lung, pleura, liver, bone, brain, adrenal, 
spleen, ovary

Colon RLN, liver, lung, direct extension into urinary 
bladder or stomach

Kidney Lung, liver, bone

Lung RLN, pleura, diaphragm by direct extension, 
liver, bone, brain, kidney, adrenal, thyroid, 
spleen

Ovary Peritoneum, RLN, lung, liver

Pancreas Liver, stomach by direct extension, colon, 
peritoneum

Prostate Bones of spine and pelvis, RLN

Stomach RLN, liver, lung, bone

Testis RLN, lung, liver

Urinary bladder Direct extension into rectum, colon, prostate, 
ureter, vagina, bone, RLN, lung, peritoneum, 
pleura, liver, brain

Uterine endometrium RLN, lung, liver, ovary

RLN, Regional lymph nodes.
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occurs early and takes place in parallel to the primary tumor, 
the genomic landscape of the primary tumor and metastasis 
can be predicted to be significantly different. On the other 
hand, if metastatic progression occurs late through clonal 
evolution within the primary tumor and the cancer cells that 
left the tumor early became dead ends, then one can expect 
the primary tumor and metastases to look genetically simi-
lar. These questions have direct clinical implications because 
several drugs that target the primary tumor fail to treat 
advanced metastatic disease in the clinic. If the metastases 
were indeed genetically distinct from the primary tumors, it 
could be envisioned that drugs that target oncogenic changes 
in the primary tumor would not work for metastases.

Deciphering both the similarities and distinctions  
between the primary tumor and the metastases may be impor-
tant in devising strategies to successfully treat metastatic 
cancer. What is also necessary is gaining an understanding of 
the regional differences and heterogeneity within the tumor 
and metastases. A large part of the intratumoral heterogene-
ity and metastatic diversity is shaped by the distinct tumor 
microenvironment in which the cancer cells reside. Therefore 
it can be envisioned that  microenvironment-linked selective 
pressures influence the genetic and epigenetic heterogene-
ity of tumors and determine the evolutionary trajectory of 
cancer cells during metastatic progression. Recognition and 
characterization of such genetic and phenotypic diversity is 
therefore key for designing rational therapeutic interventions.

The advent of major technological advances over the 
past decade in the field of sequencing and high-resolution 
analysis of disseminated cancer cells has made it possible to 
begin to address such complex biological questions. Deci-
phering metastatic progression and phylogeny of metastases 
is an emerging goal as sequencing data from different can-
cers accumulate, with several hypotheses and models being 
discussed and debated. Two hypotheses that tower over the 
rest in explaining the origin of metastatic cells are the lin-
ear progression and clonal evolution model on one hand and 
the parallel progression model on the other. The two models 
are not mutually exclusive and could be at play to different 
degrees, depending on the tumor type and its oncogenetic 
composition.

Linear Progression Model

Pioneering work by the group of Isaiah Fidler has shown 
that only a subset of preexisting cells within a heteroge-
neous primary tumor is competent to metastasize.41 The 
linear progression paradigm has been the prevalent model 
to explain this observation. According to this model, can-
cer cells undergo multiple rounds of mutation and selec-
tion in the primary tumor, and only a small subset of 

these malignant clones acquire the genetic and epigenetic 
alterations necessary for metastasis.42,43 A clinical correla-
tion between tumor size and frequency of metastasis is in 
line with this model.44 The model also suggests that larger 
tumors growing over time would have a higher likelihood 
of containing metastasis-competent clones within their het-
erogeneous population. The reduced probability of metas-
tasis in cases where primary tumors of less than 2 cm in 
size are surgically resected in the clinic lends support to 
this model. New insights into genomic evolution during 
tumor progression came from Aparicio and colleagues, who 
sequenced a breast cancer metastasis and its corresponding 
primary tumor that was removed 9 years earlier.45 Eleven 
of the 30 mutations detected in the metastatic lesion were 
present in the primary tumor. This study revealed that pre-
existing mutations in the primary tumor do get selected 
in the metastases, but there is also considerable genomic 
evolution that occurs during the metastatic process. Com-
paring the frequency of these somatic mutations in the 
primary tumors and metastases revealed two discernible 
trends. Five of the 11 shared mutations were prevalent in 
the primary tumor, whereas 6 were present in low frequen-
cies. In contrast, all these mutations were prevalent in the 
metastases, indicating less heterogeneity than the primary 
tumors. These data are compatible with the clonal expan-
sion model and suggest that a clone from the heterogeneous 
primary tumor is selected, expands, and generates the dis-
tant metastasis. More recently, analysis of tumor evolution 
using single-cell sequencing technology in two breast cancer 
cases, by Michael Wigler and colleagues, suggested that a 
single clonal expansion both formed the primary tumor and 
seeded the metastasis in the examined cases.46 It remains 
to be seen how general these findings are as more matched 
primary tumors and their metastases in different cancers are 
sequenced.

In the context of metastasis, what is the time line of 
metastatic progression? The linear progression model would 
predict metastatic spread to be a late event in tumor pro-
gression, given the time required for the accumulation of 
sufficient genetic and epigenetic alterations within the pri-
mary tumor that permits metastasis. Also implicit in the 
assumptions from this model and discussed earlier, primary 
tumors and metastasis are expected to be genetically simi-
lar, and a majority of the mutations detected in metastasis 
should preexist in the primary tumor. Indeed, new insights 
from genomic sequencing of pancreatic cancer patients sug-
gest that metastasis is a late event in the genetic evolution 
of pancreatic cancer.47 Clonal populations that give rise to 
metastasis preexist within the primary tumor but are more 
genetically evolved than the original parental, nonmetastatic 
clone. Using mathematical modeling, Yachida and colleagues 
showed that a decade passes between the occurrence of an 
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initiating mutation and the birth of a parental, nonmetastatic 
cancer cell clone in a pancreatic tumor. Thereafter, at least  
5 years pass before metastatic ability is gained in these clones 
and an average of 2 years elapses until the patient’s death. 
In an analogous manner, colorectal cancer progression was 
calculated to be 17 years between the birth of an adenoma 
founder cell and advanced carcinoma; however, only a fur-
ther 1.8 years pass until the evolution of a metastatic founder 
cell appears.48 These studies provide several key insights into 
the time scale of evolution of metastases in the setting of 
pancreatic and colon cancer. They suggest that clones in cer-
tain advanced cancer already harbor most of the mutations 
needed for metastatic competence and it takes a relatively 
short time to develop into metastases. We have to keep in 
mind that the temporal course of acquisition of metastatic 
traits might vary greatly between different types of cancers. 
It is thought that in the case of estrogen receptor–positive 
breast cancer, there is usually a prolonged latency period, 
often up to a decade, from gaining infiltration potential and 
seeding until competence to colonize and outgrow in a dis-
tant organ is gained. However, in the case of lung cancer, 
there is a relatively short interval (often measured in months) 
between gaining infiltration ability and successful coloniza-
tion.49 Large-scale sequencing efforts are under way to reveal 
the genetic landscape of primary tumors and their metasta-
ses in other cancer types, and this could provide insights into 
the generality of these observations.

Parallel Progression Model

Although there is supportive evidence for the linear progres-
sion model, single-cell comparative genomic hybridization 
analysis of isolated disseminated tumor cells (DTCs) in the 
bone marrow and primary breast tumors provides an alter-
native explanation. Christoph Klein and colleagues observed 
that the genetic changes in the DTCs in the bone marrow 
did not resemble those in their corresponding primary breast 
tumor, which led to the conception of the “parallel progres-
sion model.” According to this model, quasinormal cells 
disseminate relatively early in the course of tumor progres-
sion and evolve independently from the cells in the primary 
tumor.50 As a result, genetic and epigenetic evolution occurs 
through multiple rounds of genetic diversification and clonal 
selection mostly at the distant organ site(s), which ulti-
mately gives rise to overt metastasis. Parallel evolution thus 
predicts divergence for many mutations and genetic altera-
tions for the selected cells at the distant sites.51 Based on the 
mathematical modeling of tumor growth rates, the parallel 
progression model questions how large sizes of metastases 
can be explained by the linear model if they arise only at the 
advanced stages of tumor progression. Work emerging from 

several laboratories has shown that tumor cells can indeed 
disseminate early at the pre-invasive stages in breast can-
cer progression, both in human breast cancer patients and 
in experimental mammary tumor models.52-54 Moreover, 
Podsypanina and colleagues54 showed that even untrans-
formed mouse mammary epithelial progenitor cells are able 
to extravasate and survive at the distant site for prolonged 
periods and start to grow again on oncogene induction. Col-
lectively, these findings in breast cancer lend support to the 
parallel progression model and underscore the need for a 
deeper understanding of metastatic progression in different 
cancers.

Tumor Self-Seeding

Self-seeding is a recent paradigm that addresses the direc-
tionality of tumor seeding by experimental modeling and 
provides new insights into tumor progression.55 The concept 
of self-seeding is not in conflict with either of the models 
discussed earlier but is complementary to both and provides 
deeper insights into how the disease can progress. According 
to this model, cancer dissemination is a bidirectional process 
in which cancer cells not only seed distant sites but some 
of these cells reenter the circulation and are attracted back 
to the original primary tumor.55 Having egressed to dis-
tant organs and having gained increased metastatic abilities, 
many of these aggressive circulating tumor cells (CTCs) also 
return to their birthplace using the acquired metastatic abili-
ties. In experimental tumor models, self-seeders are attracted 
back to the primary tumor by cytokines such as interleukins 
IL-6 and IL-8. Moreover, seeder cells express high levels of 
the proteolytic enzyme matrix metalloproteinase 1 (MMP1) 
and the actin crosslinking protein of invadopodia, Fascin-1, to 
aid in their infiltration back to the primary tumor. Once back 
in the primary tumors, self-seeders clonally expand, enrich-
ing the tumor population with aggressive clones. Self-seeders 
may also promote tumor growth using a number of genes, 
including the chemokine CXC motif ligand1 (CXCL-1)  
that recruits leukocytes to the tumor microenvironment. 
Therefore this model predicts that the process of tumor 
self-seeding can select for aggressive CTCs that can accel-
erate primary tumor growth and in the process also selects 
for aggressive subpopulations that are primed for metastasis. 
Local growth of the primary tumor can therefore be pro-
moted by returning metastatic cells, which in turn can act as 
a reservoir for breeding aggressive clones through the process 
of “self-seeding.”

In summary, the recent studies on linear progression,  
parallel progression, and DTC dynamics are clearly bell-
wethers that have provided new molecular insights into tumor  
progression. However, it has to be kept in mind that these 
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efforts represent only early steps of decoding metastatic evo-
lution with several open questions. Though there has been 
a plethora of supportive evidence for the linear progression 
model over the past decades, the parallel progression model 
is intriguing and deserves careful consideration. It is becom-
ing increasingly evident that quasinormal cancer cells can 
be detected early in circulation during the course of tumor 
progression, but whether these disseminated cells give rise 
to pathologically detectable, overt metastasis remains to be 
shown. None of the models of metastatic progression alone 
can explain all the phenomena in their entirety in all cancers.

Colonization and Interactions with the 
Tumor Microenvironment

One of the most challenging and rate-limiting steps of 
the metastasis cascade is the final step of colonization. On 
arrival in distant organs, cancer cells need not only to sur-
vive in a new and unfamiliar microenvironment but also to 
grow out into overt metastasis. A large proportion of can-
cer cells die soon after extravasation; among the few that 
survive, some remain singly and some in clusters known as 
micrometastases. A vast majority of these cells will stay in a 
dormant state and never form clinically detectable metas-
tases. However, some of these cells may successfully with-
stand these unfavorable conditions, or metastatic stress, and 
are able to reinitiate tumor growth, resulting in macrome-
tastases. It is not difficult to envision that the cancer cells 
that can give rise to metastatic lesions are one of the most 
aggressively selected populations and are often refractory to 
most standard therapies.

It is now well recognized that tumors grow in a com-
plex environment composed of multiple cell types and 
supporting structures together known as the tumor microen-
vironment. Tumor cells interact with their neighbors in this 
microenvironment, composed of ECM, immune cells, and 
blood vessels, which influences metastatic success. Recent 
examples of interactions of metastatic cells with components 
of the tumor microenvironment are discussed next.

Extracellular Matrix

A major component of the metastasis niche or tumor micro-
environment is the ECM, a network of proteins, proteogly-
cans, glycoproteins, and polysaccharides that constitutes the 
scaffold and milieu in which all cells sit and migrate. The 
diverse functions of ECM have been well characterized in 
primary tumors, where this molecular meshwork provides 
physical support and serves as a base for cell anchorage. The 

ECM is also critical in determining polarity and acts as a sub-
strate for migration. Adding to its versatile role, the ECM also 
acts as a reservoir for bound factors that can be released as 
bioactive ligands. As a tumor grows with the disruption of tis-
sue organization and remodeling, the mechanical state of the 
tumor in relation to force, tension, and stiffness of the matrix 
constantly changes and evolves. ECM remodeling is a highly 
dynamic process in which the biomechanical cues and ECM 
alterations influence cell growth, migration, and survival in 
various stages of tumor progression.56 For example, lysyl oxi-
dase (LOX) activity is upregulated in several cancers and is 
tightly linked to the biomechanical properties of the ECM. 
LOX acts as a crosslinking enzyme that increases ECM stiff-
ness to promote tumor cell invasion and progression in breast 
cancer models.57 LOX has been also shown to promote pri-
mary tumor growth and metastasis in colon cancer models.58

Several studies have shed light on new roles of ECM 
proteins in premetastatic and metastatic niches. ECM mol-
ecules have been shown to be important components of stem 
cell niches. Perturbation of ECM function by either loss of 
ECM contact or inhibition of ECM receptor integrins or 
other ECM binding components leads to reduction of stem 
cells.56 Furthermore, ECM proteins can provide anchorage 
for stem cells that is essential for maintaining their stem-
cell characteristics.59 An interesting example is that of 
ECM proteins such as fibronectin and osteopontin, which 
can modulate recruitment of bone marrow–derived cells in 
the distant microenvironment before the arrival of tumor 
cells.60, 61 Such interactions in the premetastatic niche can 
dictate the pattern and success of colonization of metastatic 
tumor cells.

The function of ECM proteins as niche components 
in metastasis is becoming increasingly appreciated. New 
studies suggest that the ECM provides essential support 
for  metastasis-initiating cells. Recent reports elucidate how 
two ECM components, tenascin-C (TNC) and periostin, 
that coexist in the metastatic niche maintain the viability of 
metastasis-initiating cells. TNC and periostin bind to each 
other tightly to form scaffolding. TNC enhances metastatic 
colonization by promoting the survival and fitness of metas-
tasis-initiating cells.62 Interestingly, stem cell–like breast can-
cer cells express the ECM component TNC, which enhances 
their response to Wnt and Notch signaling pathways. TNC 
expression therefore can help metastasis-initiating cells to 
thrive in harsh microenvironments and promote metastatic 
outgrowth. In the lung parenchyma, TGFβ3 stimulates myo-
fibroblast cells that produce the other ECM protein, perios-
tin, which then binds to stromal Wnt factors.63 Periostin thus 
concentrates Wnt ligands and presents them to cancer cells, 
which results in their enhanced ability for lung colonization. 
Moreover, the cancer cells that benefit from the periostin-Wnt 
axis are thought to be stem cell–like, metastasis-initiating cells.

https://CafePezeshki.IR



Invasion and Metastasis 281

Immune Cells

Myeloid cells are the most abundant nucleated hematopoi-
etic cells in the body, consisting of several types of cells with 
diverse functions. Among myeloid cells, tumor-associated 
macrophages (TAMs) represent one of the most abundant 
immune infiltrates in a tumor, and their presence is clinically 
correlated with poor patient outcome.64 TAMs belong to a 
subcategory of macrophages that is associated with immuno-
suppressive cytokines and pro-angiogenic factors.65 Several 
tumor growth-promoting factors and paracrine interactions 
between cancer cells and macrophages have been charac-
terized in the past few years. Pollard, Condeelis, and col-
leagues have elucidated how TAMs increase the invasiveness 
of breast cancer cells via the paracrine interaction between 
cancer cells and TAMs.66 Cancer cells express colony- 
stimulating factor (CSF)1, a critical cytokine for macrophage 
maturation and activation. CSF1 is also a potent chemoat-
tractant for TAMs that express the CSF1R receptor. TAMs, 
for their part, express epidermal growth factor that enhances 
the migration and invasiveness of breast cancer cells express-
ing the EGF receptor (EGFR). These studies showed how 
the density of TAMs influences the efficiency of the intrava-
sation of tumor cells. An effector of the CSF1 signaling 
pathway is the transcription factor Ets2. Deletion of Ets2 in 
TAMs decreases tumor angiogenesis and lung metastasis in 
breast tumor models.67 Yet another interesting interaction is 
between TAMs and breast cancer cells in the lung involving  
the cell adhesion molecule vascular cell adhesion molecule 1 
(VCAM-1) that promotes cell survival of metastatic cells in 
the lung.68 VCAM-1 expressed on breast cancer cells binds 
to α4 integrin on TAMs. Thus engaged, VCAM1 activates 
the adaptor protein Ezrin, which enhances PI3K/Akt sig-
naling in the cancer cells to suppress apoptosis.

Recent studies have shed new light on novel interac-
tions between cells of the adaptive immune system and 
TAMs that promote metastatic progression. The cross talk 
between helper T cells and TAMs serves as an example. A 
large portion of the literature has been focused on T-cell 
responses in mediating anti-tumor immunity. T-cell activa-
tion pathways can be categorized into Th1, Th2, and Th17 
responses based on the three different known subsets of 
helper T cells.69 Th1 effector cells are characterized by pro-
ducing γ-interferon, Th2 cells by IL-4 and IL-13 production, 
and Th17 by IL-17A production. With current advances in 
understanding the adaptive immune system, it is becom-
ing clear that the presence of CD8+ T cells with markers of 
Th1 response overall signify good prognosis in solid tumors. 
Recent studies have revealed that IL-4–expressing CD4+ 
T cells promote lung metastasis in breast cancer models by 
affecting macrophage phenotype and effector functions. This 
prometastatic Th2 CD4 response is mediated by a subset of 

macrophages that are dependent on IL-4 and IL-13. Such 
macrophages (referred to as M2 macrophages) produce a 
number of cytokines, including TGF-β that suppresses anti-
tumor immune responses and EGFR ligands that promote 
tumor growth. IL-4–producing T cells therefore are able to 
program macrophages toward a prometastatic phenotype 
that enhances both tumor invasion and metastasis. Another 
mechanism by which IL-4 regulates growth-promoting func-
tions of TAM in metastasis is by inducing cathepsin prote-
ase activity.70 Cathepsin proteases are a class of proteolytic 
enzymes that have been associated with increased motility 
of tumor cells through the matrix and vasculature. Stud-
ies in prostate cancer suggest that T cell and macrophage-
derived factor RANKL promotes metastasis.71 This effect 
is mediated through the activation of inhibitor of nuclear 
factor kappa-B kinase subunit alpha (IKK-α). Upon activa-
tion, IKK alpha represses a metastasis suppressor gene called 
maspin.72

Myeloid-derived suppressor cells, or MDSCs, have 
become the focus of intense study in cancer biology over the 
past few years in the context of tumor progression. MDSCs 
are a heterogeneous population of myeloid cells composed of 
immature myeloid cells and progenitor cells. These cells are 
usually not abundant under normal physiological conditions. 
In healthy individuals, immature myeloid cells differentiate 
into mature granulocytes or macrophages. However, in indi-
viduals with cancer, these bone marrow–derived cells have a 
partial block in differentiation that results in an expansion of 
the immature population. The ability of the MDSC popula-
tion to suppress immune function has major implications for 
cancer progression. The MDSCs can be categorized into two 
distinct groups, granulocytic/polymorphonuclear MDSCs 
(G/PMN-MDSCs) and monocytic MDSCs (M-MDSCs), 
based on their phenotype.73 Besides phenotypic differences, 
the two subsets of MDSCs also differ in the mechanisms 
they use to suppress immune functions. G-MDSCs use 
reactive oxygen species (ROS) for immunosuppression, 
whereas M-MDSCs use inducible nitric oxide synthase 
(iNOS) and arginase for suppressing immune functions.74 
G/PMN-MDSCs are immature neutrophils that express 
abnormally high ROS, myeloperoxidase, and lysosomal 
enzymes compared to differentiated neutrophils (PMN). 
G/PMN-MDSCs are also less phagocytic than neutrophils. 
MDSCs isolated from cancer patients with the phenotype  
LIN−HLA−DR−CD33+CD11b+ share properties of gran-
ulocyte precursors or progranulocytes. The abundance of 
these cells correlates with poor prognosis and radiographic 
progression of disease in breast and colorectal cancers. In ani-
mal models, MDSCs are shown to infiltrate at the invasive 
front of tumors, where they contribute to metastasis through 
enhanced metalloproteinase activity.75 MDSCs are also 
responsible for the refractoriness of anti-angiogenic VEGF 
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inhibitors at least in part by promoting tumor angiogenesis 
bypassing the VEGF requirement.76 Recently, G/PMN-
MDSCs have been shown to play a critical role in mediat-
ing both chemoresistance and metastasis in breast cancer 
through a network of paracrine signals between carcinoma, 
endothelial cells, and G/PMN-MDSCs.77 M-MDSCs in 
metastatic sites express versican, an ECM proteoglycan that 
promote metastasis in animal models.78

Platelets are specialized blood cells that are produced 
from megakaryocytes in the bone marrow. Their main func-
tion in physiology is to prevent hemorrhage from injury. 
In the mid-19th century, Trousseau first documented that 
excessive clotting was related to occult cancer in the body, 
thus proposing a link between the hemostatic system and 
malignancy. Since then it has been well recognized that 
clinical signs of thrombosis or aberrant platelet activation 
and aggregation are often present in cancer patients with 
advanced metastatic disease.79 High platelet counts are asso-
ciated with poor prognosis in breast, lung, and pancreatic 
cancers. It has been also shown that depletion of platelets 
or inhibition of platelet aggregation indeed reduces experi-
mental metastasis in animals.80 Experimental insights from 
several laboratories suggest that several functions of plate-
lets might be at play in promoting metastatic progression.81 
Early studies showed that platelets might be functioning 
in shielding tumor cells from the immune system, in par-
ticular from NK cell–mediated tumor lysis.82 Interestingly, 
TGF-β released from platelets can also diminish NK func-
tion by affecting their granule mobilization and cytotoxicity. 
Recently Labelle and colleagues showed that platelets could 
actively signal to tumor cells in transit outside the primary 
microenvironment.83 A transient contact between platelets 
and tumor cells can induce an EMT phenotype by synergistic 
action of both TGF-β/Smad and NFκB pathways that can 
increase the invasiveness and metastatic potential in tumor 
cells. Ablation of TGF-β in platelets or inhibition of NFκB 
in tumor cells significantly reduces lung metastasis. However, 
activation of neither the TGF-β/Smad nor the NFκB path-
way alone in this context is sufficient to promote lung metas-
tasis. What this study suggests is that tumor cells that have 
intravasated without losing their epithelial properties might 
become more mesenchymal and invasive on interactions 
with platelets in circulation. Although our understanding of 
platelet function advances, the pro- metastatic functions of 
platelets in cancer progression remain to be fully explored. It 
is interesting that platelets can release the neurotransmitter 
serotonin on activation and thus modulate vascular tone.84 
Future research is necessary to determine how platelets sup-
port metastatic growth by altering blood vessel permeability. 
Given the promising mechanistic studies on platelet func-
tion in metastasis, the clinical correlation of platelet activities 
and cancer, and the potential for antimetastatic therapy, it is 

imperative to understand platelet involvement in metastatic 
progression.

In summary, as advances in genomics usher us into an 
era of personalized diagnostics and treatment development, 
combinatorial targeting approaches of inhibiting both can-
cer cell intrinsic and microenvironment-linked pathways 
are much needed. A deeper understanding of the biology of 
metastases will be gained by comparing the genetic and phe-
notypic characteristics of the primary tumor and associated 
metastases in different cancers and by predicting the course 
of the development of metastases.

Challenges and Opportunities 
in Studying the Biology of  
Disseminated Cancer Cells

New insights into the process of metastasis are pointing to 
new clinical opportunities for prognosis and intervention 
and have paved the way for future research. Beyond this, it 
is becoming increasingly recognized that genetic variations 
in individual tumors fueled by gene amplification, specific 
mutations, and single-nucleotide polymorphisms greatly 
affect the relative efficacy of anticancer treatment. These 
observations stimulate the consideration of personalized 
medicine, where treatment would ultimately be determined 
by each tumor’s unique molecular and genomic features. A 
critical question for oncologists is to define which cancer 
patients are at a higher risk of metastatic relapse so that 
treatments can be tailored to those patients most likely to 
benefit. Research is currently geared toward developing new 
technologies for detecting cancer cells in the blood (CTCs) 
and in various organs (DTCs) and to correlate the presence 
of these cells with the risk of metastatic relapse.

Advanced molecular, cytometric and immunological 
approaches have improved the ability to detect, monitor, and 
analyze single DTCs in the bone marrow and CTCs in the 
blood of cancer patients. Detecting these cells early could 
provide insights into the biology of metastatic spread and 
serve as a diagnostic resource for monitoring the efficacy 
of current cancer therapy. CTC numbers in several cancers 
have been shown to be prognostic of disease recurrence.85 
For example, CTC numbers before treatment and at the first 
follow-up visit after initiation of therapy were found to be 
independently associated with progression-free and overall 
survival in patients with metastatic breast cancer.86 Clinical 
evidence also exists for the association between the presence 
of DTCs at the time of tumor resection and postoperative 
metastatic relapse.87-89 Several new techniques based on 
cytometric/immunological and molecular approaches have 
been developed for the detection of CTCs/DTCs over the 
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past few years. For example, the commercially available Cell-
Search system ( Johnson & Johnson, USA), which consists of 
an automated enrichment and immunostaining device, was 
approved by the FDA for the detection of CTCs in patients 
with breast, colon, and prostate cancer.90 Other examples 
include EPISPOT (epithelial immunospot) for the detec-
tion of viable DTCs and CTCs and the microfluid platform 
called the CTC chip that captures CTCs from unfractionated 
blood under controlled laminar flow. Molecular polymerase 
chain reaction (PCR)-based techniques are also under devel-
opment. In the future, analysis of CTCs and perhaps DTCs 

could also be helpful when estimating the efficacy of ther-
apy. However, as is the case with developing new technolo-
gies, there are several hurdles to be overcome. At present, a 
major limitation is that CTCs can be detected in many more 
patients than ever experience relapse. Other hurdles include 
tumor heterogeneity, lack of expression of uniform surface 
markers, limit of detection, and repeated need for bone mar-
row sampling in cancer patients, to name only a few. None-
theless, these efforts represent steps in the right direction that 
could provide critical tools for diagnosis and guiding person-
alized treatment of metastatic disease in the future.
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Introduction

Adult tissues contain a multitude of cell types that are spa-
tially and functionally coordinated to regulate normal tissue 
homeostasis. When a tissue becomes injured, for example, 
from a skin wound, there is a surge of infiltrating cell types 
and inflammatory responses within the microenvironment 
that work in concert to heal the injury and restore tissue 
homeostasis. Interestingly, tumors share many features with 
injured tissue, as their microenvironment is characterized by 
various infiltrating immune cell types and chronic inflamma-
tion.1 However, in cancer, the coordinated cell-cell interac-
tions that are critical during normal tissue homeostasis are 
disrupted, as the tumor acquires the capacity to chronically 
circumvent normalizing cues from the microenvironment, 
and in turn, the microenvironment evolves to accommodate 
the growing tumor.2 In this chapter, we discuss representa-
tive examples of the positive and negative roles that different 
types of immune cells can play in cancer, to underscore the 
importance of inflammation in regulating the initiation and 
progression of this disease. We review the multifaceted role 
of inflammation in cancer, with a focus on hematopoiesis, 
chronic injury and tumorigenesis, and the contributions of 
myeloid and lymphoid cell types to a growing tumor.

Hematopoiesis and the Immune System

Hematopoiesis is the process by which hematopoietic pro-
genitor cells (HPCs) from the bone marrow constitute all 
mature cell types in the blood (Figure 19-1). As progenitor 
cells, HPCs have the capacity to either self-renew or differ-
entiate into either myeloid or lymphoid lineages, to ensure 
that both immature and mature components of the blood 
system are not depleted.3 The myeloid lineage of HPC dif-
ferentiation gives rise to thrombocytes, erythrocytes, mast 

cells, granulocytes, and monocytes, which further differen-
tiate into macrophages and myeloid dendritic cells. In con-
trast, the lymphoid lineage of HPC differentiation gives rise 
to lymphoblasts, which undergo lymphopoiesis to generate B 
cells, T cells, and natural killer (NK) cells.

There are two arms of the immune system that use cells 
generated through hematopoiesis to mediate immunogenic 
functions: the innate and adaptive arms. The innate immune 
system provides immediate chemical and cellular responses 
to foreign microorganisms that invade the body. Chemical 
defenses, including the complement system, consist of bio-
chemical cascades that attack invading cells, via the exponen-
tial activation and release of proteases. Cellular defenses are 
largely mediated by NK and myeloid cell types, including 
macrophages, dendritic cells (DCs), mast cells, and granu-
locytes. These cells work together to phagocytose or ingest 
invading microorganisms, including bacteria and viruses, or 
to present antigens for recognition by cells of the adaptive 
immune system. Of note, the adaptive arm of the immune 
system is largely mediated by lymphoid cell types. Examples 
include T cells, which recognize antigens presented by major 
histocompatibility complex (MHC) molecules, and B cells, 
which recognize antigens in their native form. Whereas the 
innate immune system provides an immediate defense mech-
anism against foreign invaders, the adaptive immune system 
ensures that the body remembers how to protect itself against 
specific microorganisms in the future.

Chronic Inflammation and  
Tumor Incidence

The link between chronic inflammation and tumorigen-
esis was first proposed by Rudolf Virchow in 1863 after 
he made a seminal observation that linked the presence 
of infiltrating leukocytes with cancer.4 Perhaps one of the 
most straightforward pieces of evidence that deregulated 
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inflammation affects tumorigenesis is that tissues which 
experience chronic injury exhibit a high risk for subse-
quently developing tumors. Classic examples of tissue 
damage leading to chronic inflammation include the devel-
opment of lung cancer arising from tobacco smoke, or skin 
cancer resulting from exposure to UV (ultraviolet) light 
(Table 19-1).1 In both of these cases, the onset of tumori-
genesis is supported by a repetitive inflammatory response, 
whereby immune cells accumulate and their tissue-repair 
functions become excessive and maladaptive, leading to 
the development of a pro-tumorigenic niche.2,5 Recruited 
inflammatory cells support disease progression by pro-
viding critical growth factors and cytokines to sustain 
tumorigenesis.5

Another piece of evidence that deregulated inflamma-
tion contributes to tumorigenesis is the correlation between 
chronic viral infection and cancer initiation. In 1911, the 
discovery of a tumor virus in chickens by Peyton Rous, later 
termed the Rous sarcoma virus (RSV), was a pivotal discov-
ery in molecular cancer biology that led to the discovery of 
src, the first oncogene.6,7 Decades later, Bissell and colleagues 
demonstrated a clear connection between inflammation and 
tumorigenesis, when they showed that chickens systemically 
infected with RSV only developed tumors at the site of initial 
injection or a subsequent inflicted wound.8,9 It is also known 
that people infected with hepatitis B or C virus are prone to 
developing cirrhosis of the liver, which increases the risk of 
hepatocellular carcinoma by 100-fold.10 In fact, it has recently 
been estimated that approximately 2 million cancer cases 
worldwide, representing 16% of total cases, are caused by 
infectious agents every year.11 For a list of infectious agents, 
inflammatory conditions, and associated cancers, refer to 
Table 19-1.1

Recent attempts to understand the connection be t-
ween infection, inflammation, and cancer have led to the 
Human Microbiome Project, which was initiated by the 
National Institutes of Health (NIH) Roadmap for Medi-
cal Research.12 The project was launched in an effort to 
gain insight into how microorganisms influence health and 
disease, given that the human body contains 10 times more 
microbial cells than human cells, and 100 times more micro-
bial genes (i.e., the microbiome) than human genes.13 Indeed, 
it is estimated that in humans, the distal gut contains up to 
1000 species and 7000 strains of microbes. It is currently 

Table 19-1 Inflammatory Conditions and Infectious Agents That Are 
Associated with Specific Types of Cancers

Condition/Infection Associated Neoplasm(s)

Asbestos Lung cancer

Bronchitis Lung cancer

Gingivitis Oral cancer

Inflammatory bowel disease Colorectal cancer

Skin inflammation (UV) Skin cancer

Hepatitis Liver cancer

AIDS Non-Hodgkin’s lymphoma

Chronic pancreatitis Pancreatic cancer

AIDS, Acquired immunodeficiency syndrome; UV, ultraviolet.

Figure 19-1 Hematopoiesis  
Hematopoietic progenitor cells 
(HPCs) can self-renew or differenti-
ate into two multipotent progenitor 
cell types, myeloid and lymphoid 
progenitors, which further dif-
ferentiate to give rise to all cells 
of the immune system. Myeloid 
cells differentiate into megakaryo-
cytes, erythrocytes, mast cells, 
and myeloblasts, which further 
differentiate into macrophages and 
dendritic cells. Lymphoid cells give 
rise to natural killer (NK) cells, and 
small lymphocytes including T cells 
(including helper, cytotoxic, and reg-
ulatory T cells) and B cells. Together, 
these cell types work in concert to 
coordinate both innate and adaptive 
inflammatory responses.
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known that microorganisms contribute to the develop-
ment of diseases including cancer, despite often maintain-
ing symbiotic relationships with the human body.13-15 For 
example, it has been shown that stomach cancer can arise 
from chronic gastric inflammation caused by Helicobacter 
pylori infection. Inflammatory bowel disease, comprising 
ulcerative colitis and Crohn’s disease, is also associated with 
recurrent bacterial infection and can predispose to colorectal 
cancer.16,17 However, the specific mechanisms and intercel-
lular interactions that disrupt microbial homeostasis, leading 
to inflammation-induced cancer, remain elusive and an area 
of active investigation.

Inflammation and the Metastatic Cascade

In each of the cases just described, the onset of tumorigen-
esis is supported by an unresolved inflammatory response 
that contributes to a pro-tumorigenic niche, character-
ized by a plethora of different stromal cell types, growth 

factors, and cytokines (Figure 19-2).2,5 For example, stud-
ies in breast cancer have shown that the type of inflam-
matory response is an important predictor of tumor 
development. In particular, acute inflammation involving 
cytolytic CD8+ T lymphocytes, CD4+ T helper (TH1) 
cells, or classically activated M1 macrophages is gener-
ally anti-tumorigenic, whereas chronic inflammation in -
volving B lymphocytes, CD4+ T helper (TH2) cells, or 
alternatively activated M2 macrophages is frequently 
pro-tumorigenic (Table 19-2).2,18,19 These findings dem-
onstrate a complex relationship between tumor cells and 
their microenvironment and suggest that the develop-
ment of a pro-tumorigenic niche is highly dependent on 
the type of immune response that ensues.

The metastatic cascade begins at the primary tumor 
site, when tumor cells recruit a vascular supply (angiogene-
sis), invade through the extracellular matrix (ECM), intrav-
asate into the circulation, disseminate through the body, 
extravasate at secondary sites, and self-renew to sustain 
secondary tumor growth. Bone marrow–derived cells have 
diverse effects on each step of the metastatic cascade and 

Table 19-2 Stromal Cell Populations in the Tumor Microenvironment Are Defined by Various Cell Surface Markers and Have Distinct Functions During 
Tumorigenesis

Cell Type Functions in the Tumor Microenvironment

Myeloid Lineage

TAM Classically activated M1 macrophages are pro-inflammatory and anti-tumorigenic and secrete TH1 cytokines. Alternatively 
activated M2 macrophages are anti-inflammatory and pro-tumorigenic and secrete TH2 cytokines. TAMs exhibit an M2 
phenotype; their presence in tumors supports angiogenesis and invasive phenotypes.

TEM TEMs are monocytes that express the angiopoietin receptor TIE-2. TEMs play a role during tumor angiogenesis through 
paracrine signaling with angiopoietin-expressing endothelial cells.

Neutrophil N1 neutrophils are pro-inflammatory and anti-tumorigenic and secrete TH1 cytokines. N2 neutrophils are anti-inflammatory 
and pro-tumorigenic and secrete TH2 cytokines. TGFβ mediates the transition from an N1 to an N2 phenotype.

Mast cell Mast cells are important in generating and maintaining innate and adaptive immune responses. Mast cells are recruited to 
tumors where they release factors that enhance proliferation of endothelial cells to promote tumor angiogenesis.

MDSC MDSCs are elevated in circulation of patients with cancer. Their main function is to disrupt tumor immunosurveillance by 
interfering with T and NK cell function and promoting M2 macrophage polarization.

Lymphoid Lineage

NK cell NK cells are cytotoxic lymphocytes that can kill stressed cells in the absence of antigen presentation. NK cells can detect 
and kill tumor cells through “missing-self” activation (loss of healthy cell markers) or “stress-induced” activation (gain of 
stressed cell markers).

CD4+ TH cell CD4+ helper T (TH) cells can be divided into TH1 and TH2 lineages. TH1 cells secrete pro-inflammatory cytokines and are anti-
tumorigenic. TH2 cells secrete anti-inflammatory cytokines and are pro-tumorigenic. The ratio of TH1:TH2 cells in cancer 
correlates with tumor stage and grade.

TREG cell TREG cells play divergent roles in cancer. They elicit pro-tumorigenic roles by suppressing immunosurveillance; yet their 
presence in tumors is positively correlated with overall survival in multiple cancer types. These divergent roles may be 
attributed to context-dependent functions or an inability to distinguish between subpopulations using conventional 
markers.

CD8+ TC cell CD8+ cytotoxic T (TC) cells are effector cells of the adaptive immune system. They specifically recognize and destroy cancer 
cells through perforin and granzyme-mediated apoptosis.

B cell B lymphocytes are important mediators of humoral immunity. In cancer, they play a pro-tumorigenic role by secreting pro-
tumorigenic cytokines and altering TH1:TH2 ratios. Their importance in supporting tumor growth is evident in B-cell–deficient 
mice, which exhibit resistance to engraftment of syngeneic tumors.
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render the microenvironment susceptible or resistant to 
tumorigenic growth.2 For example, studies in breast cancer 
have shown that tumor-associated macrophages (TAMs) 
are critical for promoting angiogenesis and tumor cell inva-
sion and helping cancer cells to cross blood vessel walls. 
Within the circulation, platelets can enhance the survival 
of tumor cells by protecting them from NK cell-mediated 
death and promoting their adhesion to the endothelium 
at the site of metastasis.20 Furthermore, myeloid-derived 
suppressor cells play a role in suppressing immune sur-
veillance of cancer cells, promoting tumor growth.21 In 
an elegant study by Lyden and colleagues, hematopoietic 
progenitor cells (HPCs) positive for vascular endothelial 
growth factor receptor 1 (VEGFR1) and endothelial pro-
genitor cells positive for VEGFR2 were both shown to be 
required for mediating neovascularization at sites of future 
metastasis: the premetastatic niche.22 Another study 
reported that recruited CD11c+ DC precursors were capa-
ble of assembling tumor-associated neovessels in a model 
of ovarian carcinoma.23 As illustrated by these examples, 
the diverse effects of all these different immune cell types 
during multiple steps of the metastatic cascade underscore 
the complexity of tumor-microenvironment relationships 
in cancer. In the following section, various immune cell 
types and their roles during tumorigenesis and metastasis 
are reviewed.

Immune Cells in Cancer

Myeloid Lineage

Macrophages

In normal physiological contexts, macrophages defend 
against infection, clear debris, and remodel injured tissue to 
maintain homeostasis. In cancer, normal macrophage func-
tion is hijacked by tumor cells to support tumor progres-
sion. In fact, in 80% of epithelial cancers, it has been shown 
that high macrophage infiltration is associated with poor 
patient prognosis.24 TAMs typically represent the major 
immune cell type infiltrating tumors, and in some cancers, 
such as gliomas and breast cancer, TAMs can constitute 
up to 30% of the total tumor mass. TAM progenitors are 
largely recruited from the bone marrow and, once in the 
tumor mass, represent a critical source of secreted growth 
factors, proteases, and cytokines that participate in para-
crine signaling loops with tumor cells to support invasive 
phenotypes.25,26 One important function of TAMs is that 
they help tumor cells enter blood vessels, a process called 
intravasation. Condeelis and colleagues have published 
seminal studies using sophisticated multiphoton intravi-
tal imaging techniques to observe intimate macrophage–
tumor cell interactions during metastatic dissemination in 

Figure 19-2 The primary tumor 
environment Cells within a tumor are 
supported by a complex and dynamic 
microenvironment composed of multiple 
infiltrating cell types, including endothe-
lial cells (which line blood and lymphatic 
vessels), cancer-associated fibroblasts 
(CAFs), and a variety of bone marrow–
derived cells (BMDCs). Infiltrating 
BMDCs mediate inflammatory responses 
during cancer progression and can have 
negative or positive consequences. 
Major BMDCs within the tumor niche 
include tumor-associated macrophages 
(TAMs), myeloid-derived suppressor 
cells (MDSCs), TIE2-expressing mono-
cytes (TEMs), mesenchymal stem cells 
(MSCs), and various other cell types from 
lymphocyte and monocyte lineages. This 
tumor-associated cellular cocktail largely 
dictates the evolution of the surround-
ing environment and, ultimately, the 
outcome of disease. (Image adapted from 
Joyce JA, Pollard JW. Microenvironmental regu-
lation of metastasis. Nat Rev Cancer. 2009;9: 
239-252).
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live animals.27 These studies have shown that macrophages 
are primarily localized in perivascular areas, where they 
help tumor cells intravasate into the  circulation (Figure 
19-3).27-30

One explanation for the divergent functions of mac-
rophages during normal tissue homeostasis versus tumori-
genesis lies in their polarization state. Macrophages are 
phenotypically plastic. They can alter their polarization 
status to rapidly accommodate for the needs of different 
physiological contexts. At the extremes of their phenotypic 
continuum, macrophages range from M1 to M2 polarization 
states.31 “Classically activated” (M1-polarized) macrophages 
produce type I pro-inflammatory cytokines and participate 
in antigen presentation, and they play an anti-tumorigenic 
role in cancer.2,32 On the other hand, “alternatively activated” 
(M2-polarized) macrophages produce type II cytokines and 
anti-inflammatory responses, and they play a pro-tumori-
genic role in cancer (Figure 19-4).2,32 Of note, M2-polarized 
TAMs have been shown to promote tumorigenesis by pro-
viding a major source of proteases and chemokines that sup-
port tumor invasion and therapeutic resistance in multiple 
cancer types.33-36 For example, it has been shown that TAM-
derived cathepsin proteases B and S promote breast cancer 
growth and metastasis by blunting chemotherapy-induced 

apoptosis.34 Furthermore, tumor-secreted cytokines, such as 
interleukin-4 (IL-4), hijack macrophages in the tumor niche, 
activating them toward a pro-tumorigenic state.33,37 Addi-
tional characterization of bidirectional interactions between 
tumor cells and TAMs will likely provide valuable informa-
tion about how to manipulate the tumor niche in a therapeu-
tic context.

TIE-2–Expressing Monocytes

TEMs are monocytes that express TIE-2, which is a 
tyrosine kinase receptor for the angiogenic growth factor 
Angiopoietin. In healthy individuals, TEMs are present at 
very low levels in the bloodstream and are rarely detected 
in normal tissue. In contrast, in cancer patients, TEMs are 
present in higher numbers in the bloodstream and infiltrate 
neoplastic tissue.38 TEMs have been implicated in various 
aspects of tumorigenesis, but they are best known for their 
role in promoting tumor angiogenesis.38,39 TEMs regu-
late angiogenesis by participating in a paracrine signaling 
loop with Angiopoietin-expressing endothelial cells. This 
signaling loop is thought to contribute to the inefficacy of 
anti-angiogenic therapies, such as VEGF-targeted agents. 
Studies have shown that interfering with the TIE-2/Angio-
poietin signaling axis in spontaneous breast or pancreatic 

Figure 19-3 Live images of the tumor microenvironment of metas-
tasis (TMEM) in a mouse breast carcinoma TMEM, the direct interac-
tion of a macrophage, migratory tumor cell, and vascular endothelial 
cell, are sites of intravasation of tumor cells into the circulation. TMEM 
density correlates with increased risk of distant metastasis in breast 
cancer patients.29,30 TMEM are detected in this live image, from a mouse 
model of breast cancer, as pairs of macrophages (green) and tumor cells 
(blue) attached to blood vessels (red ), as visualized with a custom-built 
high-resolution multiphoton microscope. (Image courtesy of Drs. Allison 
Harney and John Condeelis. Microscope details obtained from Entenberg D, et al. 
Setup and use of a two-laser multiphoton microscope for multichannel intravital 
fluorescence imaging. Nat Protoc. 2011;6:1500-1520).
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Figure 19-4 The balance of pro- and anti-inflammatory cytokines 
and cellular states govern cancer outcome Tumor and stromal cells 
produce a variety of cytokines and chemokines that either contribute to or 
disrupt the development of a pro-tumorigenic niche. These factors can also 
reprogram infiltrating immune cells to adopt a pro- or anti-inflammatory 
state. Generally, M1, N1, and TH1 cell types produce and respond to TH1 
cytokines and exhibit anti-tumorigenic phenotypes, whereas M2, N2, 
and TH2 cell types produce and respond to TH2 cytokines and exhibit 
pro-tumorigenic phenotypes. It is likely that this inherent plasticity is 
important for these cells to reestablish normal homeostasis during inflam-
mation; however, their ability to adapt to different types of microenviron-
ments is hijacked in the tumor niche. (Image adapted from Coussens LM,  
Werb Z. Inflammation and cancer. Nature. 2002;420:860-867).
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neuroendocrine tumor models significantly inhibits tumor 
vascularization and blocks tumor growth.40 These findings 
suggest that interfering with the TIE-2/Angiopoietin axis 
may have clinical benefits in reducing tumor vascularization; 
however, this has not yet been explored in humans.

Neutrophils

Neutrophil granulocytes are the most abundant circulating 
leukocyte population in humans and play an early role during 
inflammation by rapidly defending against microorganisms 
at the site of an infection. Likewise, neutrophils are recruited 
to tumor sites in response to cytokines and chemoattractants, 
and the neutrophil:lymphocyte ratio is used as a prognostic 
indicator of survival and therapeutic outcome in a variety of 
cancer types.41-45 At the tumor site, neutrophils have quite 
diverse roles. For example, it has been shown that neutro-
phils stimulated with granulocyte colony-stimulating factor 
(G-CSF) enhance the capacity of circulating tumor cells to 
seed and grow in secondary sites such as lung.46 Infiltrating 
neutrophils were implicated in driving the initial angiogenic 
switch in pancreatic islet cancers through their ability to acti-
vate matrix metalloproteinase (MMP)-9.47 In contrast, in a 
recent report on breast cancer by Benezra and colleagues, 
primary tumor-entrained neutrophils were shown to colo-
nize the premetastatic lung, where they prevented metastatic 
colonization of disseminated tumor cells via H2O2-medi-
ated cell death.48 In another study, in renal cell carcinoma, it 
was demonstrated that tumor-secreted chemokines induce 
recruitment of neutrophils to the premetastatic lung, where 
they establish a barrier that blunts metastatic coloniza-
tion.49 Interestingly, microarray expression analysis revealed 
that poorly metastatic tumor cells expressed higher levels 
of these neutrophil chemokines compared to highly meta-
static tumor cells, providing a possible explanation for their 
 metastatic inefficiency.49

In light of these divergent findings, the role of neutro-
phils during tumor progression remains unclear. However, 
similar to the different polarized states of macrophages, it 
has been shown that neutrophils can acquire N1 or N2 
phenotypes, which have very different effects on cancer50 
(see Figure 19-4). The N1 phenotype is pro-inflammatory 
and elicits an anti-tumoral response by recruiting CD8+ T 
cells and secreting pro-inflammatory TH1 cytokines such as 
tumor necrosis factor-α (TNFα) or IL-12 (see Figure 19-4). 
In contrast, the N2 phenotype promotes tumorigenesis and 
plays a role in immune suppression mediated by transform-
ing growth factor (TGF)-β. Indeed, studies have shown that 
blocking TGFβ signaling can revert pro-tumorigenic N2 
neutrophils to an anti-tumorigenic N1 phenotype.51 This 
inherent plasticity may explain why neutrophils have been 
reported to have both pro- and anti-tumorigenic effects in 
animal models and in patients.50

Interestingly, a common side effect of patients under-
going chemotherapy is neutropenia, which is characterized 
by a significant deficiency in the population of neutrophil 
white blood cells. This deficiency underlies the extreme risk 
of infection in cancer patients, as the body loses a major rapid 
defensive mechanism against invading microorganisms. 
Recombinant G-CSF protein is frequently used in com-
bination with chemotherapy in cancer patients in order to 
stimulate the bone marrow to produce more neutrophils.52 
Despite the fact that neutropenia is dangerous for patients 
because of increased risk of infection, retrospective analyses 
have reported that neutropenia in response to chemotherapy 
is correlated with improved overall survival, suggesting that 
a depletion of systemic neutrophils may be important for 
 optimizing the anti-tumoral effects of therapy.52,53

Mast Cells

Mast cells are also derived from myeloid progenitors and act 
as cellular barriers of infection. Mast cells contain histamine 
and are best known for their roles during allergic responses 
and autoimmune diseases. As mediators of inflammation, 
mast cells become activated in response to tissue injury and 
release their granules containing histamine, proteases, hepa-
rin, prostaglandins, and various cytokines into the micro-
environment, where they induce proliferation of nearby 
endothelial cells. Of note, as tumors hijack inflammatory 
responses to tissue injury, it is not surprising that mast cells 
have also been implicated during tumor angiogenesis.54,55 In 
patients, studies have shown that mast cells are abundant in 
the tumor microenvironment and that the degree of mast cell 
infiltration correlates with microvascular density and poor 
prognosis.54,55 Moreover, in animal models of squamous-cell 
carcinoma and pancreatic islet cancer, oncogene activation 
was shown to rapidly recruit mast cells, which were essen-
tial for induction of angiogenesis via activation of different 
 proteolytic cascades.56,57

Myeloid-Derived Suppressor Cells

Myeloid-derived suppressor cells (MDSCs) are immuno -
suppressive precursors of dendritic cells, macrophages, and 
granulocytes and play a role in maintaining normal tis-
sue homeostasis in response to various systemic insults. 
MDSCs are elevated in the circulation in response to bacte-
rial and parasitic infection58-60 and are also elevated in the 
blood of tumor-bearing hosts. Mobilization of MDSCs into 
the bloodstream is mediated by cytokines that are secreted 
by tumor cells. For example, studies in breast cancer have 
shown that TGFβ signaling in tumor cells increases secre-
tion of tumor-derived chemokine CXCL5, which acts as a 
chemoattractant for CXCR2-expressing MDSCs.61 Inter-
estingly, the accumulation of MDSCs is a common response 
to cancer therapy and is thought to contribute to lack of 
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therapeutic efficacy. For instance, MDSCs have been shown 
to accumulate in the blood of breast cancer patients receiving 
doxorubicin-cyclophosphamide chemotherapy and are pres-
ent in highest numbers in stage IV patients with metastatic 
disease.62

Once MDSCs arrive at the tumor site, their main 
function is to disrupt major mechanisms of tumor immune 
surveillance, including antigen presentation and cell-medi-
ated anti-tumor immunity.21 They achieve immune sup-
pression in multiple ways: First, they have been reported 
to directly inhibit proliferation and activation of CD4+ T 
cells and CD8+ T cells.63,64 Several studies have demon-
strated that the immunosuppressive effects of MDSCs on  
T cells are largely mediated by the production of nitric oxide, 
among other factors.64-66 They are also associated with pro-
moting M2-polarization of TAMs to yield a pro-tumor-
igenic phenotype, as described earlier.67 MDSCs have also 
been shown to participate in a paracrine loop with TAMs, 
whereby MDSC-derived IL-10 (a type II cytokine) causes 
inhibition of macrophage-derived IL-12 (a type I cytokine), 
which feeds back to amplify the production of IL-10 from 
MDSCs.68 Last, they are capable of impairing NK cell func-
tion. Specifically, MDSCs inhibit cytotoxicity of NK cells by 
reducing production of NK-derived interferon γ (IFNγ) in 
a TGF-β–dependent manner.69,70 In light of these findings, 
it is not surprising that increased peripheral MDSC levels 
correlate with advanced disease.62

Lymphoid Lineage

NK Cells

Natural killer (NK) cells are cytotoxic lymphocytes that 
play an important role in both innate and adaptive immune 
responses. NK cells are unique compared to other lym-
phoid cell types in that they are capable of distinguishing 
between healthy cells and stressed cells (such as tumor 
cells) in the absence of antigen presentation.71 Therefore, 
it is generally recognized that NK cells provide an anti-
tumorigenic immune response. Indeed, reduced NK cell 
levels in patients with cancer have been shown to correlate 
with decreased overall survival.72-74 One way that NK cells 
can recognize and kill cancer is through “missing-self ” acti-
vation, whereby MHC class I molecules, which character-
ize healthy cells and inhibit NK cytotoxicity, are lost from 
tumor cells. Alternatively, NK cells can recognize cancer 
through “stress-induced activation,” whereby stress-induced 
ligands are upregulated on tumor cells to activate receptors 
on adjacent NK cells.71

Despite the many anti-tumor roles that NK cells 
have, it has been recently shown that following surgical 
removal of tumors in cancer patients, NK cell cytotoxicity 

is significantly reduced, largely attributed to surgical tissue 
stress.75 This effect is correlated with increased metastatic 
incidence in mouse models, demonstrating that the anti-
tumorigenic functions of NK cells can be disrupted with 
standard-of-care treatment regimens. Therefore, therapies 
that opt to enhance NK populations following surgery may 
provide an opportunity for improving therapeutic efficacy at 
early stages of treatment.

CD4+ Helper T Cells

CD4+ helper T (TH) cells play diverse roles in cancer. Like 
polarized macrophages, they can be subdivided into pheno-
typically divergent TH1 and TH2 lineages, directed by secre-
tion of IL-12 and IL-4, respectively.76 Specifically, TH1 cells 
secrete pro-inflammatory cytokines, including IFN-γ, TNFα, 
IL-2, and IL-12 (see Figure 19-4) to induce antigen presenta-
tion on MHC molecules by antigen-presenting cells (APCs), 
and CD8+ T cell cytotoxicity. They also exhibit direct cyto-
toxic functions by releasing granules that directly kill tumor 
cells in their microenvironment.77 On the other hand, TH2 
cells play a role in humoral immunity. They secrete high lev-
els of anti-inflammatory cytokines, such as IL4-6, IL-10, and 
IL-13 (see Figure 19-4), and elicit pro-tumorigenic effects 
through inhibition of CD8+ T-cell cytotoxicity and immuno-
suppression to promote tumor growth.77

Despite the finding that TH2 cells are generally associ-
ated with pro-tumorigenic functions, they may retain some 
inherent plasticity that allows them to provide beneficial 
anti-tumor effects. For instance, it has been shown that TH2 
cell infiltrates are positively correlated with disease-free sur-
vival in patients with Hodgkin’s lymphoma.78 In other types 
of cancers, the TH cell balance seems to be more important 
for disease outcome. For example, in breast cancer, the ratio 
of TH1 to TH2 cells within the tumor microenvironment 
correlates with tumor stage and grade, suggesting that the 
balance of TH cell types, rather than the degree of infiltration 
of any one TH subset, may be useful for predicting prognosis 
in patients.79

Regulatory T Cells (TREGS)

Regulatory T cells, or TREG cells, are a unique subtype 
of CD4+FoxP3+ T cells that play divergent roles during 
tumorigenesis. On the one hand, increased TREG cell infil-
trate has been correlated with reduced overall survival in 
various cancers such as breast cancer and hepatocellular car-
cinoma.80,81 In these pro-tumorigenic roles, TREG cells func-
tion by releasing immunosuppressive factors, such as TGF-β 
and TH2 cytokines, which disrupt antigen presentation by 
APCs and impair the anti-tumorigenic effects of CD8+ 
cytotoxic T cells and NK cells.82,83 Furthermore, TREG cells 
have been shown to impair M1-polarization of macrophages 
and support immunosuppressive myeloid cells.84
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On the other hand, it has been shown that infiltration 
of TREG cells is correlated with improved overall survival in 
cancers as diverse as colorectal cancer, bladder cancer, and 
head and neck cancer.85-87 The mechanisms of these diver-
gent roles remain elusive in the literature; it is not clear 
whether TREG cells exhibit context-dependent functional-
ity or whether they encompass multiple subpopulations of 
cell types, with distinct functions, that are not differentiated 
using conventional markers.76

CD8+ Cytotoxic T Cells

Cytotoxic CD8+ T (TC) cells are lymphocytes that kill 
cells infected with viruses and also have the capacity to kill 
tumor cells. They express T-cell receptors (TCRs) on their 
surfaces, which recognize antigens presented on MHC mol-
ecules on APCs. In cancer, infiltration of TC cells is associ-
ated with an anti-tumorigenic capacity across a wide range 
of cancer types, including melanoma, breast cancer, ovarian 
cancer, gliomas, and hepatocellular carcinoma, and is associ-
ated with prolonged overall survival in patients.76,88,89 On 
activation, TC cells release granules containing cytotoxic  
factors, for example, perforin and granzyme proteases, which 
induce apoptosis of infected cells.83 It has been reported 
that TC cells are abundant at the invasive edge of tumors, 
where they improve patient response to chemotherapy and 
prognosis.88

B Cells

B cells play an important role in humoral immunity and 
mediate both antibody production and activation of T cells 
through antigen presentation. They are most abundant at 
the tumor invasive edge and in adjacent tertiary lymphoid 
structures.76 Although infiltration of B cells in tumors tends 
to be correlated with better disease outcome and prolonged 
survival in patients, it remains largely unclear whether B cells 
have positive or negative roles in disease progression based on 
confounding literature.90 For instance, it has been reported 
that B cells elicit pro-tumorigenic effects by secreting tumor-
igenic cytokines, altering the ratio of TH1:TH2 cell infiltrates 
within tumors, and mediating immune cell recruitment.91 In 
addition, studies in breast cancer have shown that B cells 
influence phenotypic transitions between T-cell states and 
mediate the conversion of CD4+ TH cells into TREG cells to 
promote metastatic dissemination.92 In contrast, other stud-
ies have demonstrated anti-tumorigenic effects of tumor-
infiltrating B cells. For example, B cells can release cytotoxic 
factors to directly kill tumor cells, such as TNFα and the 
protease granzyme B, and can induce immune suppression 
through secretion of IL-10.93 Taken together, these studies 
suggest that further classification of B-cell subpopulations 
may explain their diverse functions and may suggest novel 
therapeutic avenues for disease intervention.

Nonhematopoietic Stromal Cell Types  
in the Tumor Microenvironment

In addition to the inflammatory cells that constitute the 
primary tumor and metastatic microenvironment, addi-
tional accessory cells in the tumor stroma, such as cancer-
associated fibroblasts (CAFs) and mesenchymal stem cells 
(MSCs), engage in a dynamic interplay between immune 
cells and tumor cells. In the following section, we discuss the 
role of CAFs and MSCs during tumor progression and how 
immune cells modulate their function.

Cancer-Associated Fibroblasts

Fibroblasts are a predominant cell type in connective tis-
sue and are responsible for depositing ECM and basement 
membrane components, regulating differentiation events in 
associated epithelial cells, modulating immune responses, 
and mediating wound healing.94,95 In the tumor microenvi-
ronment, fibroblasts are present in aberrantly high numbers 
and are generally regarded as genomically stable compared 
to tumor cells.96 However, CAFs are quite different from 
normal fibroblasts; it has been reported that normal pros-
tate epithelial cells resemble intraepithelial neoplasia in mice 
when co-injected with CAFs, but not when co-injected with 
normal fibroblasts.97 Once CAFs accumulate in the tumor 
microenvironment, they are activated by growth factors and 
cytokines such as TGF-β, platelet-derived growth factor 
(PDGF), and various proteases.95,98,99 Following activation, 
CAFs provide a major source of oncoproteins and growth 
factors that fuel the growing tumor and modulate immune 
function.100,101 For example, CAFs are a significant source of 
hepatocyte growth factor (HGF) in the tumor microenvi-
ronment, which supports angiogenesis, acts as a chemotactic 
agent for monocytes, and interferes with normal function 
and maturation of B cells.102-104

Mesenchymal Stem Cells

Bone marrow–derived MSCs play an important role during 
tissue remodeling and repair. They are mobilized into the 
circulation in response to cytokines released by tissue injury 
and have a multipotent capacity to give rise to osteoblasts, 
adipocytes, and chondrocytes.105 Given that tumorigenesis 
shares many similarities with the process of wound heal-
ing, tumors are likewise able to mobilize and recruit bone 
marrow–derived MSCs to support remodeling events.106 
Indeed, it has been shown that mobilization of MSCs into 
circulation is pronounced in patients with advanced breast 
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cancer and is associated with metastasis and chemoresis-
tance.107,108 Similar to the divergent roles that immune 
cells play in cancer, MSCs likewise have seemingly distinct 
functions. For example, it has been shown that glioma cells 
co-injected with MSCs into BALB/c-nu/nu mice exhibit 
a marked reduction of tumor vascularization compared to 
glioma cells injected with normal astrocytes.109 In contrast, 
other studies have demonstrated a positive regulatory rela-
tionship between MSCs and tumor angiogenesis, whereby 
co-injection of MSCs and colon cancer cells into BALB/c-
nu/nu mice induces a significant increase in tumor volume 
and microvascular density.110 The differential effects of 
MSCs may be due to their capacity to modulate immune 
cells and thereby change the landscape and secretome of 
the tumor microenvironment.105 Indeed, MSCs have 
been shown to alter both innate and adaptive arms of the 
immune system. For example, tumor-associated MSCs 
have been shown to suppress the pro-inflammatory func-
tion of dendritic cells, by blunting their ability to produce 
TNFα.101 Furthermore, MSCs can interfere with NK acti-
vation and cytotoxicity.111 Finally, MSCs have been shown 
to negatively regulate CD8+ TC cell–mediated cytotoxicity 
and have a capacity to switch pro-inflammatory TH1 cells 
to adopt an anti-inflammatory phenotype.101,112 Taken 
together, in addition to the complex relationship between 
tumor cells and immune cells, additional accessory cells in 
the tumor-associated stroma contribute to disease progres-
sion by influencing tumor-immune interactions.

Summary

Despite the classical role of the immune system in defend-
ing against infection and systemic insult, many studies have 
shown that immune cell functions in the tumor niche often 
correlate with disease progression. This correlation is largely 

attributed to the reprogramming effects of the tumor micro-
environment, which contains a plethora of growth factors 
and cytokines that hijack immune cells to play oncogenic 
roles. Although many immune cells are receptive to tumor-
secreted factors and can adopt pro-tumorigenic functions, 
these cells have also been reported to retain many defensive 
functions in the tumor microenvironment, speaking to the 
complexity of tumor–stroma interactions during disease. It 
is likely that the diverse outcomes of immune cell function 
are highly context dependent, involving a reprogramming 
decision that is based on a large variety of factors, including 
tissue type, tumor secretome, tumor landscape, oxygen avail-
ability, tissue pH, and ECM architecture.

The therapeutic implications of tumor microenviron-
ment research are vast. For example, disrupting key tumor–
stroma interactions that play known roles during disease 
progression may interfere with the tumor’s ability to exploit 
immune cells in the microenvironment. Furthermore, 
attempts have been made to deplete specific immune-cell 
populations in the tumor environment; however, this type 
of an approach has been reported to lead to compensatory 
infiltration of alternative cell types that completely alter the 
tumor landscape in a way that is unpredictable and often 
unfavorable.113,114 Of note, rather than depleting immune 
cell populations in tumors, it may be advantageous to 
develop therapies that opt to “re-educate” immune cells in the 
microenvironment, in order to take advantage of the valuable 
defense functions of these cell types. For instance, inducing 
anti-tumorigenic activation states in plastic immune-cell 
types, such as forcing classical activation of TAMs, may be a 
unique way to manipulate the tumor microenvironment in a 
way that re-establishes normal mechanisms of tissue homeo-
stasis. Many of these therapies have been studied or are cur-
rently being explored in the laboratory; it will be interesting 
to observe the evolution of these novel approaches in patients 
in the future, with the ultimate goal of maximizing positive 
responses to therapy.
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Over the past decade, complementary and at times antithetic 
views of tumor initiation and progression have emerged, 
often based on the introduction of novel high-throughput 
technologies for the characterization of the cell’s genetic 
and epigenetic landscape. On the one hand, the availability 
of a comprehensive map of the human genome has allowed 
the development of gene expression profiling techniques, 
mostly microarray based, to monitor the dynamic state of 
RNA transcripts in cancer cells. These efforts have revealed 
the existence of molecularly distinct subtypes of morpho-
logically indistinguishable tumors, often associated with 
differential outcome,1 progression,2 and chemosensitivity.3 
They have also helped identify key genetic programs that are 
consistently activated (e.g., proliferation, migration, immu-
noevasion), inactivated (apoptosis, senescence), or frequently 
modulated (adhesion, angiogenesis, etc.) in tumorigenesis.4,5 
On the other hand, genome-wide studies of both heritable 
and somatic human variability have moved from theoretical 
concept to practical reality, opening a new window on both 
the heritable and the somatic components of cancer etiology. 
Yet, even as we achieve increased sensitivity in the identifica-
tion of recurrent somatic alterations for several of the major 
tumor types, elucidation of the mechanistic role of genetic 
variability in cancer remains, overall, an elusive target.

Despite these advances, the relationship between 
genetic alterations and activation/inactivation of specific 
genetic programs contributing to cancer subtypes remains 
poorly understood, and the precise cascade of molecular 
events leading to tumorigenesis and progression is largely 
uncharted. For instance, although the mesenchymal subtype 
of glioblastoma is now universally accepted as a distinct sub-
type, only relatively rare mutations in the NF1 gene appear 
to co-segregate with it, and the mechanism by which NF1 
drives the subtype has not been elucidated6 (Figure 20-1). 
Similarly, despite massive sequencing efforts, many muta-
tions discovered in diffuse large B-cell lymphoma fail to 
precisely co-segregate with its two main functional sub-
types, the activated B-cell (ABC) and germinal center B-cell 
(GCB) phenotypes, which are associated with differential 

outcome.7 Even in very common tumors, such as prostate 
cancer, the repertoire of genomic alterations that contrib-
ute to the indolent versus the more aggressive tumors is still 
unknown.8 Critically, because of impractical requirements 
for cohort sizes9 and lack of methodologies that maximize 
power for such detection, few epistatic interactions and low-
penetrance variants have been identified so far.10

This chapter introduces a set of novel approaches 
and strategies, mostly developed over the past decade, for 
the elucidation of mechanisms associated with cancer ini-
tiation, progression, and chemosensitivity that, overall, go 
under the name of cancer systems biology. A fundamental 
departure from the previous methodologies is that, instead 
of being driven by the isolated analysis of a specific data 
modality, such as genomic alterations or gene expression pro-
files, the new discipline is both highly integrative and, more 
importantly, model driven. By the latter term, we mean that  
cancer-related datasets are analyzed using small- or large-
scale models of the cellular machinery that is most likely to 
have generated it. These models are still in their infancy and 
are largely imperfect and incomplete. Yet, even in this embry-
onic state, they are starting to provide significant new insight 
and dissecting power, which is only going to increase as the 
models become more accurate and comprehensive.

Specifically, a key challenge for previous methods, such 
as genome-wide association studies (GWAS), is lack of 
statistical power once datasets become truly genome wide. 
Indeed, given the very large number of somatic events rou-
tinely discovered in cancer genomes, including mutations, 
translocations, gene fusions, aberrant copy number changes, 
and structural rearrangements,11 distinguishing “drivers” 
from “passengers” is challenging and often impossible on a 
purely statistical basis (Figure 20-2). Not surprisingly, the 
tumors where greater progress has been made are those with 
somewhat more benign mutational landscapes, such as leu-
kemias and lymphomas. Still, a significant fraction of these 
tumors lacks an appropriate causal genetic characteriza-
tion or mechanistic elucidation of the relationship between 
genetic alterations and molecular phenotypes. The same can 
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be said for other genetic or epigenetic data modalities, from 
gene expression to DNA methylation profiles, which produce 
long lists of candidate genes with no intrinsic prioritization.

Recently, alternative approaches to those pursued using 
GWAS statistical approaches have started to emerge.12 The 
rationale for these methods is that genome-wide regula-
tory models representing causal molecular interactions in 
the cell—for example, transcription factors regulating their 
transcriptional targets or protein kinases activating their 
substrates—may help us identify a relatively small number 
of candidate genes, upstream of genetic programs that are 
dysregulated, which may be tested for genetic and epigenetic 
alterations (Figure 20-3).

Variants of such a genetic genomics approach were 
pioneered in plants13 and metabolic disease14 and have been 
used successfully in cancer-related studies. For instance, 
identification of the novel HUWE1-MYCN-DLL3 cascade 
in brain tumors was possible by reverse engineering post-
translational modulators of MYCN activity as well as its 
downstream targets using reverse engineering algorithms.15 
Similarly, the role of RUNX1 as a tumor suppressor mutated 
in T-cell acute lymphoblastic leukemia (T-ALL) was eluci-
dated based on its most significant overlap with the TLX1 
and TLX3 oncogene regulatory programs.16 In some cases, a 
network-based view of cancer biology may allow elucidation 
of the dependency of a phenotype on an entire collection of 

genetic events, which would be virtually impossible to dis-
sect using statistical approaches. For example, it was recently 
shown that deletion of any combination of 13 genetic loci 
distributed across the entire genome leads to functional 
inactivation of PTEN in glioma patients, via a novel inter-
action mechanism involving competitive endogenous RNA 
(ceRNA).17 Indeed, cancer systems biology applications have 
exploded over the past 3 years, with studies ranging from the 
study of key drivers of tumorigenesis in melanoma18,19 to the 
dissection of tyrosine kinase signals downstream of ERBB 
receptors.20,21

Such a regulatory-model–driven view of cancer biol-
ogy is thus emerging as an important systems-level contribu-
tion to the study of this disease. By taking a more holistic 
view of tumor-related processes, anchored in gene regulatory 
mechanisms, cancer systems biology mediates the genetic 
and the genomic views of cancer to provide novel insight 
into its mechanisms. Specifically, the proponents of these 
approaches argue that among all genetic and epigenetic alter-
ations in a tumor, those contributing to its initiation, progres-
sion, or drug sensitivity cannot affect regulatory interactions 
in a random way but must co-segregate within specific regu-
latory subnetworks that are thus globally dysregulated across 
different samples of a given tumor subtype. Hence, if the full 
complement of regulatory interactions regulating the behav-
ior of a specific cancer cell population were known, then it 
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Figure 20-1 Genomic alterations in glioma co-segregate with only some of the identified molecular subtypes. (With permission from Verhaak 
RG, Hoadley KA, Purdom E, et al. Integrated genomic analysis identifies clinically relevant subtypes of glioblastoma characterized by abnormalities in PDGFRA, IDH1, EGFR, 
and NF1. Cancer Cell. 2010;17:98-110).
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should be able to use its structure to separate driver from 
passenger alterations. The example of RUNX1 in T-ALL16 
is particularly revealing in this case. Here, the functional role 
of RUNX1 mutations could only be elucidated after deter-
mining that its targets are virtually overlapping with those of 
two previously established oncogenes, TLX1 and TLX3.22 
Without this regulatory insight, it would have been impos-
sible to identify these mutations as statistically significant 
across the full repertoire of genes.

A key issue, then, is how to assemble accurate and 
comprehensive repertoires of molecular interactions to cre-
ate a quantitative regulatory model that may be interrogated 
to elucidate drivers of tumor-related phenotypes. This is an 
important question, because virtually all cancer-related pub-
lications today contain appealing graphical presentations of 
molecular pathways in cancer. These bona fide models could 
provide a starting point for a systems-level study of cancer, 
as proposed, for instance, by pathway-wide association study 
(PWAS) strategies.23

Unfortunately, knowledge of molecular pathways 
governing physiological and tumor-related traits is still very 

poor. Indeed, canonical cancer pathways are more reflective 
of the researcher’s desire to understand biological processes 
as a relatively linear and interpretable set of events than 
of the true complexity of cellular regulation. Specifically, 
these representations have two major limitations. First, 
they are not context specific. For instance, the EGFR path-
way would be identically represented for a glioma and for 
a lung-cancer cell.

Second, they constitute a manually curated collection 
of published facts, of which several are actually incorrect, and 
which represents less than 1% of the total complement of reg-
ulatory interactions in the cell. Hence, their use introduces a 
strong bias toward what is already known (prior knowledge). 
Indeed, in the absence of a prior hypothesis, interrogation 
of canonical cancer pathways has been largely unsuccessful 
in the elucidation of novel tumor-related mechanisms. To 
understand the difference between a true regulatory network 
and a canonical cancer pathway, consider Figure 20-4, A, 
showing the differential phosphorylation of canonical EGFR 
pathway proteins in the H1650 cell line, where EGFR has 
an activating mutation, compared to the average of all cell 

Figure 20-2 Circos plot showing 
the whole-genome catalogue 
of somatic mutations from 
the malignant melanoma cell 
line COLO-829 This genome 
has approximately 30,000 
somatic base substitutions and 
1000 somatic insertions and/or 
deletions. In coding exons, 272 
somatic substitutions are present, 
including 155 missense changes, 
16 nonsense changes, and 101 
silent changes. The numbers and 
types of mutations are highly 
variable across different cancer 
genomes. Chromosome number 
and karyotype are indicated on 
the exterior of the plot. Key: blue 
lines, copy number across each 
chromosome; red lines, sites of 
loss of heterozygosity (LOH); green 
lines, intrachromosomal rearrange-
ments; purple lines, interchromo-
somal rearrangements; red spots, 
nonsense mutations; green spots, 
missense mutations; black spots, 
silent mutations; brown spots, 
intronic and intergenic mutations 
(merged). (With permission from 
Garnett M, McDermott U. Exploiting 
genetic complexity in cancer to improve 
therapeutic strategies. Drug Discov 
Today. 2012;17:188-193).
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lines. In contrast, Figure 20-4, B, shows the differentially 
phosphorylated proteins for the same cell lines in a signal 
transduction network, inferred de novo from a large-scale 
collection of phosphopeptide profiles of non–small-cell lung 
adenocarcinoma.24 Whereas the pathway-based representa-
tion provides no clue that the EGFR pathway may be dys-
regulated, the network-based representation shows a clear 
hyperphosphorylated protein pattern surrounding both 
EGFR and MET.

In the following, we discuss the idea of a simultaneous, 
de novo reconstruction of context-specific gene regulatory 
networks from large-scale molecular profile data, and of the 
genetic and epigenetic variability they harbor and mediate. 
A classic systems biology workflow generally involves three 
steps: First is acquisition of molecular profiles for a variety of 
molecular species, several of which represent gene products, 
from mRNA to phosphopeptide abundance, as well as of 
genetic and epigenetic alterations. Second is data integration 
and reconstruction of the regulatory models for the specific 
cellular context of interest. The final step is regulatory model 
interrogation, using genetic and genomic signatures that 

represent the cellular states of interest. Given the abundance 
and prior coverage of molecular profile data for cancer, we 
concentrate on the two latter steps.

Reverse Engineering  
Regulatory Networks

From a systems biology perspective, cell behavior is driven 
by the processing of endogenous and exogenous signals and 
maintenance of homeostasis by a complex network of molec-
ular interaction, that is, the regulatory model of the cell. The 
latter consists of several cross-interacting layers, including 
transcriptional, posttranscriptional, signal transduction, sta-
ble protein-complex formation, and metabolic interactions. 
Disruption of network topology or dynamics, within one of 
these layers or, more frequently, across layers, can aberrantly 
reprogram the cell by activating specific genetic programs, 
with the potential outcome of a stable phenotypic trans-
formation such as is observed in tumorigenesis. Systems 

Other omics:
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Protein
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protein

Cell Regulatory Logic
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Clinical trials
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Figure 20-3 The -omics layers of the cell both encode and are processed by a context-specific regulatory logic. At the atomic level, this 
logic is implemented via molecular interactions, such as protein-DNA, protein-protein, protein-RNA, and RNA-RNA. Dissection and interrogation of this 
logic in context-specific fashion, using systems biology approaches, is starting to allow elucidation of driver genes responsible for the presentation of 
relevant cancer-related phenotypes.
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biology, as a field, has evolved on the premise that these 
regulatory models, from simple kinetic models describing 
a handful of genes to probabilistic models of genome-wide 
regulation, could be dissected or “reverse engineered” from 
experimental data to infer their topology and behavior. One 
should be aware, however, that regulatory interactions in the 
cell are both dynamic and context dependent.25 For instance, 
the Stat3 transcription factor must be phosphorylated to be 
transcriptionally active. Hence, the presence or absence of 
kinase activity or upstream signals may activate or inactivate 
its role as a transcriptional regulator in dynamic fashion. Of 
course, one could generate a fully representative, multivari-
ate model of regulation that would represent both states of 
the transcription factor, but this requires the ability to detect 
changes in the pairwise interactions between the transcrip-
tion factor and its targets, as the result of the presence or 
absence of other molecular species.26 In addition, the com-
plete model is likely so complex and unyielding that it may 
be more convenient to use simpler, contextualized models of 
regulation.

Over the past decade, multiple strategies have been 
developed by systems biologists to reconstruct the regula-
tory networks of living cells. Initially, these efforts have been 
driven by the study of yeast and bacteria as simple model 
organisms.27-29 One advantage in these organisms is that 
regulatory regions on the genome, that is, regions where 
transcription factors and other chromatin binding proteins 
bind and regulate gene expression, are relatively short, allow-
ing the efficient use of sequence information in reverse engi-
neering. For instance, in yeast, promoter regions have an 
average length of 600 bp, whereas human genes may have 
distal regulatory elements hundreds of kilobases away from 
the transcription start site. In addition, gene regulation in 
higher eukaryotes is made dauntingly more complex by the 
presence of alternative splice variants, alternative start sites, 
and multiple poly-A tails.

Fortunately, as data generation technology and compu-
tational algorithms advance, regulatory models are becoming 
increasingly quantitative and predictive, thus capturing regu-
lation of biological process more precisely. Currently, reverse-
engineering methods can be mostly grouped into four 
categories. The following is not intended to provide a com-
prehensive description of all reverse engineering approaches 
in systems biology, but rather to provide a more general 
understanding of key differences between approaches.

Optimization-Driven Machine  
Learning Approaches

Because of the high-dimensional nature of the regulatory space 
covered by molecular profiles and the comparatively small 

number of distinct molecular profiles available in tumor repos-
itories, such as those assembled by the Cancer Genome Atlas 
(TCGA) consortium30 and the Catalogue of Somatic Muta-
tions in Cancer (COSMIC),31 classical methods such as max-
imum likelihood are not directly applicable to inferring causal 
relationships between regulators and regulated gene products. 
However, several assumptions, such as maximum parsimony, 
have allowed the successful use of machine learning (ML) 
approaches.32 In this context, ML addresses this problem by 
asking what is the regulatory model with the largest posterior 
probability to have generated the observed molecular profile 
data. This cannot be addressed by enumerating all the possible 
models, of course. As a result, many approaches rely on greedy 
algorithms and underlying approximations, such as assum-
ing that regulatory models can be effectively represented as 
directed acyclic graphs (DAG) that lack feedback loops.27 The 
final model can then be used to infer systems behavior infer-
ences with future data.32 Examples of such methods include 
the analysis of regulators of gene expression modules,33 as well 
as the use of Bayesian and dynamic Bayesian networks for 
reverse engineering transcriptional27,34 and signal-transduc-
tion networks.35 For a general review of these methods, see Refs.  
36 through 38. Factors that affect the precision of the predic-
tions by ML approaches include the dataset quality, feature 
preselection for single residues, and algorithm selection based 
on the purpose and data type.39

Integration of Prior Knowledge and 
Experimental Evidence

Rather than predicting interaction from a single data modal-
ity, such as gene expression profile data, systems biologists 
have embraced the vast number of repositories containing 
experimental data from high-throughput approaches. These 
range from gene expression profiles, to genome-wide chro-
matin immunoprecipitation data (GW-ChIP), to yeast-
two-hybrids and nuclear pull-down assays. Although partial 
and often inaccurate in isolation, the knowledge contained 
in these repositories can be effectively integrated into a sin-
gle unified model, using computational models to combine 
the probability about a specific event (e.g., the interaction 
between two molecular species) from a wealth of indepen-
dent facts. For instance, transcriptional interactions may 
combine data from GW-ChIP, DNA binding site motif 
analysis, and co-expression, among a number of other rel-
evant data types. Use of ML frameworks for the integra-
tion of multiple weak clues, from naïve Bayes classifiers,40 
to Bayesian networks,41 to a variety of consensus scoring 
methods, has been very successful in generating more accu-
rate and comprehensive molecular interaction models.42,43 
Recently, an intriguing result has been shown in the analysis 
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of the Dialogue on Reverse Engineering Assessment Meth-
ods (DREAM) challenges.44 DREAM is an attempt to 
objectively measure the ability of computational approaches 
to correctly infer facts about regulatory network structure. 
Specifically, it was shown that integration of the results of 
many different inference algorithms performs generally bet-
ter or at least as well as the best individual algorithm. This 
is an important result, as we often do not have a principled 
approach to objectively assess the quality of each given 
method and may instead want to use the integrative results 
of several of them. An additional value of integrative meth-
ods is that they allow the integration of completely hetero-
geneous types of data. For instance, it was recently shown 
that protein structure information from x-ray and nuclear 
magnetic resonance (NMR) crystallography can be effec-
tively integrated with functional data to accurately predict 
protein-protein interactions.45 For a more comprehensive 
review of integrative approaches, see Ref. 46.

Regression Analysis

Regression techniques have long been used to estimate 
parameters for kinetic models from experimental data and 
could, at least in theory, be extended to the inference of 
parameters for entire regulatory models. Various regression 
methods have been proposed for pathways or network infer-
ence, including maximum likelihood,47,48 least squares,49-51 
and Bayesian inference,52-54 to obtain estimates of model 
parameters.55 Maximum likelihood approaches infer param-
eter values from a distribution, as those maximizing the 
posterior probability of the experimental data; least squares 
approaches determine the parameter values that minimize 
the sum of the squares of the residuals, that is, the difference 
between each experimental and model data point; and finally, 
Bayesian methods use a priori models for the unknown 
parameter distribution to compute their most likely values.  
A key problem of regression methods is that they are gener-
ally underdetermined. A determined problem is one where 
the number of independent observations of a system is equal 
to the number of parameters that must be estimated. Over-
determined problems—that is, those with more observations 
than parameters—have the advantage that estimates have 
some level of statistical robustness. When the number of 
parameters is much larger than the number of observations, 
however, an infinite number of parameter values becomes 
equally possible, thus requiring other heuristics. This is a 
common issue in real biological systems, as the number of 
parameters for a system with tens of thousands of interacting 
molecular species can be in the several hundred thousands, 
but few datasets with more than a few hundred independent 
experimental profiles are available for the same system. To 

address this problem, a number of dimensionality reduc-
tion approaches have been developed, which work by either 
splitting a single high-dimensional problem into a number 
of independent lower-dimensional ones, such as via singular 
value decomposition, or by penalizing models with a larger 
number of connections via sparsity constraints.56

Information Theory and Probabilistic Methods

Shannon’s information theory provides a probabilistic model 
to characterize information flow in a system.57 In recent 
years, information theory has become a staple of systems 
biology approaches,58 for instance, by predicting the minimal 
machinery in the cell necessary to account for the globally 
observed information transfer between distinct molecular 
species characterized by a profile, such as mRNA,26,59,60 
mutational data,61 and microRNAs.17,62

In general, these approaches view a regulatory pro-
cess, such as a signaling pathway or a transcriptional regula-
tory circuit, as a flow of information carried by a cascade of 
molecular events, each one adding some noise to the process. 
Shannon entropies are estimated for each node of the cas-
cade to quantify the information flow, and gain or loss of 
information is used as evidence to derive the structure of 
the information circuit. Specifically, the concept of mutual 
information (MI)63 or conditional mutual information 
(CMI)64 is usually applied to quantify two-way and three-
way functional dependencies between variables, respec-
tively. MI measures the mutual dependence of two random 
variables, without any linearity assumptions, for instance, 
between the mRNA of a transcription factor and one of its 
potential targets. CMI measures whether the information 
transfer between two variables is dependent on a third vari-
able, for instance, the availability of a protein kinase affect-
ing the ability of a transcription factor to regulate its targets. 
Various probabilistic and information-theoretic methods 
have been proposed for the reverse engineering of regulatory 
networks, of which some have been extensively experimen-
tally validated, such as ARACNe,59,65 MINDy,26 Hermes,66 
minet,67 and CLR.68

ARACNe and MINDy: A Case Study

These two algorithms are among those with the most exten-
sive repertoire of experimental assays supporting their abil-
ity to dissect regulatory networks in cancer cells, as well as 
among the most adopted by the research community. We 
thus use them as a case study to illustrate several relevant 
concepts in the area of reverse engineering. Other examples 
of extensively validated algorithms with applications to the 
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study of cancer and other diseases include CONEXIC,19 
CLR,18 and Bayesian networks14,35; see Refs. 12 and 69 for a 
more detailed review.

ARACNe has been widely applied to dissect tran-
scriptional regulatory networks from gene expression 
profiles of multiple cancer subtypes, including B-cell 
lymphoma,65 breast cancer,70 glioma,71 and T-cell leu-
kemia.16 ARACNe first estimates the statistical signifi-
cance of the mutual information between every possible 
transcription factor and candidate target (TFA→T) and 
then removes candidate interactions that violate the data 
processing inequality, an information-theoretic property 
stating that information transferred via a direct interac-
tion must exceed that transferred via any indirect path  
(e.g., TFA→TFB →T). Thus, if even one indirect path is 
found that exceeds the MI computed for a specific tran-
scription factor–target pair, the candidate direct interac-
tion is eliminated. ARACNe was experimentally validated 
by ChIP and GW-ChIP assays, as well as by silencing of 
transcription factors followed by gene expression profiling; 
see the papers referenced earlier.

This analysis was extended to higher-order interac-
tions. Specifically, the Modulator Inference by Network 
Dynamics (MINDy) algorithm was developed to identify 
posttranslational modulators of transcription factor activ-
ity on their targets using the conditional mutual informa-
tion.26,72 These include both co-transcription factors and 
upstream signaling proteins regulating the transcription 
factor activity.26 Genome-wide searches based on this meth-
odology were successful in identifying the HUWE1 ubiq-
uitin ligase as a key modulator of MYCN in neural stem 
cells,15 as well as the serine threonine kinase STK38 as a key 

modulator of MYC in human B cells,73 among several other 
interactions that were experimentally validated.

Interrogating Pathways and Networks

Once regulatory models such as pathways and networks are 
available, machine learning approaches can harness them to 
study cancer phenotypes. For example, a random forests algo-
rithm was used to perform pathway-based SNP analysis to 
predict cancer-patient survival outcome.74 Applied to multiple 
myeloma, using Affymetrix 500K SNP array data, the method 
connected informative SNPs and patient survival, thus identify-
ing a candidate pathway involved in modulating patient survival 
and associated genetic variants.74 A multitude of other machine 
learning algorithms have also been used to assist in GWAS 
analysis, such as SNP discovery,75,76 SNP interaction,77,78 can-
cer subtype classification,79 survival outcome association,80 and 
key genetic variant identification81,82; see Ref. 83 for a more 
comprehensive review. Yet, a common characteristic of these 
approaches is that the associations they identify are generally 
statistical in nature and not easy to relate to a specific molecu-
lar mechanism. This is mostly the result of using pathways that 
are universal, sparse generalizations of regulatory processes in 
human cells, rather than regulatory models that are cell specific.

Several approaches are now emerging that simultane-
ously address the reconstruction of context-specific cell regu-
latory models as well as their interrogation to identify drivers 
of both physiological and pathological phenotypes; see Refs. 
12 and 69 for a more complete review. For instance, the Mas-
ter Regulator Inference algorithm (MARINa; Figure 20-5) 

Figure 20-5 Discovery of master 
regulator genes using the MARINa 
algorithm Master regulators (e.g., 
R1) are genes whose activated and 
repressed transcriptional targets are 
highly enriched in genes that are over-
and underexpressed in the transition 
from the first to the second phenotype, 
respectively. Other regulators (e.g., Rn) 
have targets that are not enriched in 
differentially expressed genes.
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was used to discover genes and associated mechanisms that 
are causally related to the implementation of a specific pheno-
type.40,70,71 Specifically, rather than asking what genes are dif-
ferentially expressed in a specific cellular phenotype, MARINa 
uses a context-specific, causal regulatory model to identify can-
didate master regulator (MR) genes that regulate the majority 
of genes that are differentially expressed. Given a small set of 
candidate MRs, experimental validation can then identify those 
both necessary and/or sufficient to implement the specific 
phenotype. This approach was used, for instance, to elucidate 
CEBPB/CEBPD and STAT3 as synergistic master regulators 
of the mesenchymal subtype of human glioblastoma, as well as 
FOXM1 and MYB as MRs of the germinal center reaction.

Similar approaches have led to the identification of 
NFκB as a key addiction point for the ABC subtype of diffuse 
B cell lymphoma tumors, associated with worst prognosis.7,84 
Indeed, while NFκB is never mutated in this phenotype, 
thus lacking the necessary prerequisites to elicit oncogene 
addiction,85 it constitutes a natural functional bottleneck by 
integrating aberrant signals from several genetic alterations 
in upstream pathways, including the Card11, Tnfaip3, Traf2, 
Traf5, Map3k7, and Trank1 genes, that induce cell addiction 
to its function. Here, we use the term non-oncogene addiction 
to indicate dependencies on genes that are not genetic drivers 
(i.e., mutated oncogenes) but are rather induced by upstream 
genetic alterations and aberrant signals.86 Similarly, different 
integrative network-based systems biology approaches were 
used to identify drivers of tumor initiation19 and differen-
tial patient survival18 in melanoma. Although these consti-
tute very recent developments, the availability of methods to 
assemble accurate and cancer-specific regulatory models will 
determine an explosion in this kind of approach.

Recent data16,40,70,71 suggest that a majority of cancers 
present regulatory bottleneck structures, where aberrant sig-
nals from genomic alterations are integrated by a relatively 
small number of genes to implement specific downstream 
regulatory programs that contribute to define the cancer cell 
transcriptional identity and to ensure its survival and replica-
tive potential (Figure 20-6). These programs are collectively 
known as the hallmarks of cancer.87

Causal Interactions: Reducing the  
Search Space for Genetic and  
Epigenetic Variability

One of the limitations of current associative methods is that 
the search space is so vast that the statistical correction required 
to account for testing so many hypotheses can mask all but the 
most obvious single genetic associations. In complex diseases 
such as cancer, where multiple genetic events are necessary to 

induce transformation and progression, this all but prevents 
testing for complex epistatic interactions. As a result, despite 
extensive sequencing of cancer genomes, most cancer cases 
lack a clear heritable or somatic explanation, and the co-fac-
tors contributing to tumorigenesis even when key oncogenes 
are elucidated are mostly unknown. For instance, although 
we know that MYC translocations, HER2 amplifications, 
and APC deletions contribute to tumor etiology in Burkitt’s 
lymphoma, breast cancer, and colon cancer, respectively, these 
lesions are not sufficient to induce tumorigenesis and require a 
number of  co-mutation events to induce transformation.

Systems biology approaches can help in this context 
by dramatically reducing the search space or by increasing 
the statistical significance using complementary, statistically 
independent evidence. This can be accomplished using two 
strategies. First, identification of functional master regulators 
of tumor-related phenotypes can dramatically reduce the 
search space for potential genetic and epigenetic alterations 
only to genes encoding proteins that interact with or modu-
late the activity of master regulators. Second, by integrating 
the probability of a gene having a functional effect on the 
phenotype, based on regulatory network analysis, with the 
probability deriving from GWAS-type studies, for instance. 
using Fisher’s or Stouffer’s method to integrate p-values, 
one can dramatically increase the statistical significance of 

Functional Dysregulation Layer (e.g., differential expression)

Genetic and Epigenetic (Genomic) Alteration Layer

MR

Figure 20-6 Master regulators implement the hall marks of 
cancer. One or more regulatory bottlenecks integrate aberrant signals 
from a spectrum of genetic alterations through key regulators (master 
regulators) that in turn implement the genetic programs necessary for 
tumor initiation and progression (cancer hallmarks).
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relevant genes, thus exceeding the high bar determined by 
multiple hypothesis testing correction. A number of such 
methods have already been presented at cancer meetings, 
and more are likely to be published in the near future.

An illustrative example is the discovery of a new layer 
of regulation implemented by competitive endogenous 
RNAs (ceRNA). These are RNAs that compete through 
high-affinity RNA binding sites for recruitment of the same 
microRNA. When the abundance of one ceRNA in a pair 
decreases, the bound microRNAs are freed and can target 
the other species, thus repressing it. Although this regulatory 
layer was first hypothesized in plants,88 its potential impact 
on human disease was only recently demonstrated when it 
was shown that the PTEN pseudogene is a tumor suppres-
sor by regulating PTEN as its cognate ceRNA.89 Moreover, 
by combined sequence and gene expression analysis,90 as 
well as by extending the MINDy algorithm,17 it was shown 
that ceRNA constitutes a vast regulatory network capable 
of dysregulating not only PTEN, but also the majority of 
oncogenes and tumor suppressors. For PTEN, in particu-
lar, this analysis reduced the number of regulators whose 
genetic deletion could affect PTEN abundance to about 500 
loci, thus leading to the identification of 13 loci frequently 
deleted in TCGA glioma patients, such that co-deletion 
of any combination of these loci would lead to significant 
PTEN inactivation by microRNA-mediated repression.17 
These combinations of locus deletions could not possibly 
have been identified on a statistical basis, given the relatively 
small number of TCGA patients (approximately 500) in the 
glioblastoma cohort.

The powerful integrative nature of systems biology 
approaches requires multidimensional datasets and, more 
importantly, datasets in which multiple data modalities are 
profiled for the same samples, such as those assembled by 
recent, large consortia such as TCGA.91 When used in inte-
grative fashion with other large datasets containing GWAS 
and other data, such as the database of Genotypes and Phe-
notypes (dbGAP)92 and the Gene Expression Omnibus 
(GEO), the real value of this new discipline can start to be 
fully harnessed.

Using Regulatory Networks to Elucidate 
Drug Activity

The naïve researcher may think of drugs as highly selective 
agents, affecting specific substrates that are relevant in equally 
specific disease-related contexts. For instance, imatinib is best 
known as a potent inhibitor of the BCR-ABL fusion protein 
in chronic myelogenous leukemia (CML), resulting from the 
Philadelphia chromosome translocation.93 Yet, most drugs 

affect (directly or indirectly) a large repertoire of substrates 
by both high- and low-affinity interactions. Furthermore, 
drugs are metabolized by biological systems, resulting in a 
spectrum of metabolites, some inert and some having dif-
ferential target affinity and potency. As a result, drug discov-
ery and characterization could gain a tremendous advantage 
from systems biology approaches, which study a drug’s activ-
ity and effects in the context of the full regulatory context 
that mediates compound activity. These approaches have the 
potential of transforming drug repositioning, identification 
of potential toxicity, drug sensitivity prediction, and combi-
nation therapy from trial-and-error efforts to a quantitative 
and predictive methodology.

Consider drug repositioning, for instance. Of the rep-
ertoire of more than 1500 distinct drugs approved by the 
U.S. Food and Drug Administration (FDA), it is likely that 
many could have far-ranging application in cancer, outside 
of the narrow disease confines they were originally approved 
for, frequently for non–cancer-related applications. For 
instance, imatinib, originally approved for CML, is now 
finding significant reuse as a C-KIT protein kinase inhibitor 
in gastrointestinal stromal tumors.94 Indeed, repositioning 
of existing drugs in alternative disease systems is believed to 
have great potential to significantly shorten the drug devel-
opment period and strengthen drug pipelines.95,96 Similarly, 
in the context of combination therapy, testing the synergis-
tic potential of just the 1500 FDA-approved drugs would 
require screening 1,125,000 combinations, a number that 
is far too vast to be efficiently tested across a broad base of 
tumor types and diseases.

Although the development of systems-biology–based 
methodologies for the study of drug-related phenotypes is 
far less developed than its use for elucidating driver genes, 
a handful of approaches have been proposed that suggest 
an important role for this area of research. For instance, 
experimental perturbations of the SOS pathway were 
used to elucidate drug mechanisms of action in Escherichia 
coli,28 and chemogenomic profiles were analyzed to study 
antibiotic resistance using network-based approaches.97 
Similarly, network-based mechanisms of action of small 
compounds were elucidated using the Interactome-based 
Drug Enrichment Analysis (IDEA) algorithm,98 while a 
library of gene expression profiles following drug pertur-
bation was instrumental in the study of compounds that 
could induce a desired gene expression signature in the 
cell99 and machine learning approaches were used to elu-
cidate the molecular basis of drug resistance in yeast.100 
These are just some notable examples, as the literature on 
systems-level analysis of small-molecule activity is increas-
ing exponentially.

In the context of drug repositioning, a Bayesian factor 
regression model was developed to perform off-target drug 
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repositioning based on transcriptional responses,53 and a 
consensus analysis based on the connectivity map was suc-
cessful in identifying experimentally validated analogs of 
existing drugs.101 More recently, an elegant, small-scale 
kinetic model of signal transduction was used to elucidate a 
caspase-8–dependent mechanism inducing time-dependent 
synergy between erlotinib, an EGFR inhibitor, and doxo-
rubicin in triple-negative breast cancers,102 suggesting that 
regulatory models are becoming sufficiently mature to allow 
time- and dosage-dependent analysis.

Taken together, these early examples are illustrative of 
the great relevance that regulatory network–based analysis 
will have in the prediction of drug activity, in the rescue of 
drug sensitivity, and in the in silico exploration of combina-
tion therapy approaches.

Recent Trends and Future Perspectives

As discussed earlier, a variety of research strategies have 
emerged in cancer systems biology since the discipline’s 
conceptual inception, about a decade ago.103,104 Although 
the initial forays in this area were mostly of a theoreti-
cal nature, over the past 5 years these approaches have 
achieved significant success and gained considerable trac-
tion, especially in the elucidation of complex, multigene 
mechanisms that would not have been approachable using 
conventional molecular biology strategies. In its coming of 
age, systems biology has become one of the most power-
ful methods for the high-throughput generation of testable 
hypothesis, frequently achieving a greater than 50% likeli-
hood of experimental validation, something that would have 
been previously unthinkable from purely computational 
approaches. For instance, validation of transcription factor 
targets, microRNA targets, and protein-protein interactions 
predicted by reverse engineering methods is frequently in 
the 80% range and thus competitive with high-throughput 
experimental approaches.17,26,45,59 Similarly, a number of 
disease mechanisms have been recently elucidated, follow-
ing validation of regulatory network–based predictions.* 
These are only a few representative examples from a now-
vast literature.

In spite of these successes, concerns and skepticism 
are still pervasive in the biological community on the role 
and effectiveness of systems-biology approaches in dissect-
ing complex diseases, such as cancer, and in elucidating novel 
therapeutic strategies for translational research. To address 
these concerns, this nascent discipline must make progress 

* 14-16,22,40,69,71,73,105-107.

on two critical aspects. First, novel technologies are critically 
needed to interrogate cellular systems in integrative fashion; 
and, more importantly, translation of concepts emerging 
from systems approaches must lead to clinical applications. 
Indeed, these two aspects are critically related. For instance, 
although a genomic view of biology has now been around 
for more than 30 years, its translational applications have 
been largely the result of our newfound ability to exploit 
large-scale genomic information originating from the map 
of the human genome and from those of other organisms. 
Given the glacial times required for clinical experimenta-
tion, compared to molecular biology research in the lab, the 
first clinical applications of the genomic revolution are only 
now starting to appear, a full 10 years after the completion 
of the human genome map. Systems biology, as a disci-
pline, is much more recent, and it would be unreasonable 
to expect immediate translation of its findings. Like genom-
ics, this discipline could not achieve its true potential until 
appropriate datasets and technologies became available. 
As a result, the first attempts to translate cancer systems-
biology discoveries are only now starting to percolate to 
the clinic. As in the case of genomic sciences, several years 
may be necessary before a compelling argument for clinical 
applications of systems biology can be made. For instance, 
the Cancer Target Discovery and Development (CTD2) 
network,86 a recent initiative to adopt a high-throughput, 
systems- biology–based approach to the discovery and 
validation of novel druggable targets for several tumor sub-
types, associated biomarkers, and small-molecule modu-
lators, has been very successful, producing dozens of new 
experimentally validated targets and small molecules that 
are now being prioritized for clinical research. The iden-
tification of a disease target, of associated biomarkers for 
population stratification, and of candidate small-molecule 
inhibitors has traditionally taken 10 years. Several CTD2 
projects were successful in achieving this target during the 
first 2 years of the program, dramatically accelerating the 
preclinical discovery process but also linking therapeutic 
strategies and biomarkers to specific biological mechanisms 
in vivo, thus ultimately increasing the probability of success-
ful clinical translation.

Perhaps the most critical contribution to the ability to 
adopt a systems approach to accelerate preclinical discovery 
has derived from the development and introduction of novel 
technologies that allow us to both perturb and monitor cel-
lular systems both in vitro and in vivo, as well as from single 
cells to tissues. These have produced both the comprehen-
sive datasets that power systems biology approaches and 
the high-throughput validation methodologies to take full 
advantage of systems biology as an equally high-throughput 
hypothesis-generating science. Indeed, it is precisely the com-
bination of high-throughput and integrative data acquisition, 
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hypothesis generation, and experimental validation that has 
contributed most to the success of this discipline.

The Technologies of Cancer  
Systems Biology

We are currently experiencing dramatic acceleration in the 
ability to produce critically needed technologies to rap-
idly and accurately perturb cellular systems, monitor their 
changes at the molecular level, and experimentally vali-
date molecular hypotheses. These technological improve-
ments range from chemical biology approaches to perturb 
cellular systems in a controlled environment—including 
genome-wide libraries for RNAi-mediated gene silencing, 
ORF-based cDNA libraries for the genome-wide ectopic 
expression of genes, and small-molecule libraries of bioactive 
compounds—to the use of imaging for the detection of phe-
notypic changes in single cells, to the development of novel 
approaches to produce proteome-wide readout of peptide 
and phosphopeptide abundance, to the development of inex-
pensive approaches for monitoring the activity of hundreds 
of genes in cellular populations. Interestingly, many of these 
technologies have more than one use. For instance, pooled 
RNAi screens, where shRNA libraries are used in a cellular 
population such that each cell receives a single shRNA on 
average, are being used both to create datasets for the inte-
grative discovery of cancer driver genes and, using smaller, 
more targeted libraries, to validate candidate driver genes 
both in vitro and in vivo.

The availability of data from cellular perturba-
tion assays is critical for implementing systems-biology 
approaches to elucidating novel molecular mechanisms. 
This is because interactions for molecular species that are 
constant across multiple observations cannot be dissected 
using computational methods. On the other hand, when 
molecular species abundance is variable across samples, 
molecular interactions introduce constraints, resulting in 
highly nonrandom patterns in the data. These patterns 
can be analyzed and used to infer the most probable set 
of molecular interactions that originated them. Three dis-
tinct approaches to perturb molecular systems have been 
used in systems biology. The first and most effective one 
is based on the naturally occurring genotypic variability 
between individuals in a species or related cancer subtypes, 
further modulated by exogenous events such as tempera-
ture, nutrient intake, or chemical stressors. For instance, 
a set of gene expression profiles from approximately 400 
samples of normal and tumor-related human B cells, 
covering 18 subtypes of lymphoma, were used to reverse 
engineer the first experimentally validated transcriptional 

network for a human cell.59 The second type of variability 
arises from genetic manipulations aimed at silencing or 
expressing specific genes. For instance, profiles from yeast 
knockout libraries were successfully harnessed to reverse 
engineer yeast-specific regulatory networks; see Ref. 108 
for an example. Finally, gene expression profiles following 
small-molecule perturbations, such as those in the con-
nectivity map,99 are also being used to reverse engineer 
human regulatory networks. Notably, regulatory models 
produced by analysis of naturally occurring variability 
in samples from primary tumor tissue are best suited to 
study driver genes, as they reflect regulation under the full 
context of autocrine, paracrine, endocrine, and contact sig-
nals that cancer cells receive. They also best reflect tumor 
heterogeneity. Conversely, models produced by chemi-
cal perturbations in  vitro are optimally suited to dissect 
small-molecule mechanisms of action, effectors, and genes 
modulators of sensitivity. Indeed, several laboratories are 
actively attempting to match tumor dependencies eluci-
dated from natural variability datasets with small-mol-
ecule activity and mechanisms elucidated from in  vitro 
perturbations.

In the following paragraphs we discuss two of the 
most important and innovative technologies embraced and 
frequently developed by systems biologists, as well as their 
potential for the implementation of a predictive systems-
level approach to cancer prevention, diagnosis, and therapy.

RNAi-Mediated Silencing

Traditional cancer research strategies focus on the use of 
molecular profiles to discover genes causally responsible for 
cancer initiation, progression, and drug sensitivity pheno-
types, generally known as driver genes. Unfortunately, most 
genes identified by these methods are not causal; rather, 
these genes are just statistically associated with the specific 
cancer-related phenotype, also described as passenger genes. 
To simultaneously evaluate the relevance of a large number 
of genes in the context of a specific cancer-related pheno-
type, thus identifying a handful for further mechanistic elu-
cidation, a variety of RNAi screening approaches have been 
developed.109-111 These technologies, including siRNA and 
shRNA-based approaches, have provided powerful and effi-
cient tools for screening a large number of genes. Importantly, 
when RNAi screens are integrated with additional experi-
mental measurements, such as transcription factor activity, 
protein expression, and protein kinase/phosphatase activity, 
RNAi-based genetic screens can provide important clues 
about the structure and organization of regulatory networks, 
such as transcriptional and signaling networks, controlling a 
specific phenotype.112
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shRNA-based RNAi screens are generally used for 
long-term culture assays, such as clonogenic assays and drug 
resistance assays. An increasingly popular approach is the 
pooling of multiple shRNA constructs—by using either 
multiple hairpins for the same genes, or a large hairpin library 
covering a fraction of or the complete expressed genome—to 
infect cells in a single assay.113-115 This can, for instance, help 
in the identification of genes that confer sensitivity to a spe-
cific drug or in genes that constitute critical addiction point 
for the tumor cell. Large shRNA library screens have been 
successfully performed to identify tumor suppressors such 
as NF1 in neuroblastoma,116 oncogenic MYD88 mutations 
in human lymphoma,117 and haploinsufficient cancer gene 
RPS14 for 5q− syndrome in anemia and acute myelogenous 
leukemia.118 Similarly, an siRNA-based synthetic lethality 
screen identified a repertoire of genes that sensitize lung can-
cer cells to paclitaxel, an approved cancer drug, but at 1000-
fold lower concentration.119

RNAi screens are also well suited to high-content 
imaging analysis, where entire plates with 96 or 384 cell-
silencing assays can be analyzed by high-throughput 
multicolor confocal microscopy to detect more complex phe-
notypes, such as cytoskeleton remodeling, cell morphology 
changes, and lineage differentiation.119-121 For instance, a 
genome-wide siRNA screen for cell cycle, size, and prolifera-
tion, using quantitative fluorescence microscopy, identified 
more than 1000 cell-cycle–related genes.122

Project Achilles constitutes the most comprehensive 
attempt to use pooled RNAi technology to explore cellular 
dependencies in cancer.123 It provides a summary of 102 cell 
lines perturbed with genome-wide pooled shRNA librar-
ies representing 11,194 genes. Interestingly, when genetic 
screens are performed on such a diversity of cellular contexts, 
they achieve a more universal value that transcends that of 
the individual cell line analyses and provides a novel and 
highly compelling new paradigm for systems approaches. For 
instance, using data from Project Achilles and other related 
efforts, one may consider whether a specific gene dependency 
is detected repeatedly in the presence of a specific genetic 
alteration(s) across a large, heterogeneous panel of cell lines. 
This could be used to identify regulatory bottlenecks and 
to dissect the structure of transcriptional and signal trans-
duction pathways. Similarly, by integrating such pooled 
approaches with chemosensitivity profiles across a number 
of cell lines, novel insight into small-molecule mechanisms 
of action, synergy, and genes that may modulate sensitivity 
could be gained.3 Finally, by intersecting results from com-
putational analysis of cancer driver genes with results from 
pooled screen assays, one could further identify small sets 
of candidate genes that would have a much higher probabil-
ity of eliciting oncogene or non-oncogene addiction in vivo. 
Thus, the combination of genetic screens and computational 

approaches into an integrative systems-biology methodology 
has significant potential to increase the efficiency and speci-
ficity of target and biomarker discovery. For example, compu-
tationally inferred genetic backgrounds and gene regulatory 
networks in primary human tumors have been shown to 
greatly help in designing the genetic screen strategy and effi-
ciently identifying malignant-state driving genes.115

Single-Cell Analysis and Tumor-Cell 
Heterogeneity

Traditional profiling techniques provide snapshots of molec-
ular species’ abundance averaged on populations containing 
thousands to millions of cells, thus capturing only average 
behavior. Unfortunately, cancer is a highly heterogeneous 
disease, both in cell type composition—because tumor cells 
are mixed with stroma, infiltrating leukocytes, and endothe-
lial cells—and in terms of clonality of the tumor cells, with 
individual clones differing on a broad range of genetic and 
epigenetic alterations.124 Intratumor heterogeneity is also 
due to differences in subclones, microenvironment, cell cycle 
stage, and stochastic fluctuations.125 As a result, regulatory 
networks or gene signatures inferred from cellular popula-
tions may not be representative of any of the individual cells 
but only of their average common properties.126,127

Tumor heterogeneity greatly affects disease progression, 
transfection and infection rates, as well as drug response,128 
as subpopulations will be filtered over time, and even small 
clonal components presenting the most optimal fitness will 
grow exponentially over time, thus eventually dominating 
tumor composition. For instance, rather than presenting 
an even transduction efficiency across cells, some Jurkat cell 
clones consistently exhibit partially efficient RNAi-mediated 
silencing while others show complete inhibition of the target 
gene.129 In such cases, the averaged population is a poor rep-
resentative of the behavior of the individual clonal subpopu-
lations. We thus need to port the tools of molecular biology 
for perturbing, profiling, and sensing to the single-cell con-
text. Thanks to recent advances, it is now possible to isolate 
and profile genetic, genomic, proteomic, and metabolomic 
features in single cells. These technologies include micro-
fluid-based cell culturing and profiling, high-performance 
cell sorting, super-resolution and high-content microscopy, 
single-cell next-generation sequencing, and antibody-based 
microchamber sensing devices, among many others. For 
example, whole-genome amplification (WGA) based on the 
multiple displacement amplification (MDA) method was 
adapted to single-cell exome sequencing to profile cells from 
JAK2-negative myeloproliferative neoplasm130 and clear-cell 
renal-cell carcinoma.131 These data showed surprising intra-
tumor heterogeneity in the mutation spectra, significantly 
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more complex than expected, while providing candidate 
drivers of tumor progression. Importantly, several of these 
results could not have been identified from bulk analysis of 
cell populations.

Multiparameter flow cytometry has been commonly 
used in single-cell analysis for immunology, stem-cell, and 
cancer research. For example, causal signaling networks 
were inferred with a Bayesian network machine learning 
method by analyzing multiparameter flow-cytometry data 
from a large number of chemically perturbed immune sys-
tem cells.35 Similarly, single-cell measurements of phos-
phoproteins in acute myeloid leukemia cells obtained by 
multiparameter flow cytometry were used to differenti-
ate tumor-cell populations in the same patient.132 These 
approaches were successful in associating different genetic 
mutational backgrounds with specific drug response profiles 
and signal transduction patterns. These results are informa-
tive of tumor pathology and drug response mechanisms in 
tumor-cell subgroups.132

Fluorescence-based flow cytometry is limited to moni-
toring up to a dozen parameters in parallel, thus limit-
ing the range of analytes for network reconstruction and  
interrogation. A novel mass spectrometry–based single-
cell cytometry technique, which uses antibodies covalently 
bonded with a repertoire of rare earth isotopes (CyTOF), 
can currently measures up to 50 parameters in parallel at a 
rate of 100,000 cells per 3-minute interval133 and will likely 
soon achieve higher multiplexing. CyTOF was successfully 
applied to profiling key proteins in cell cycle regulation134 
and to immunophenotyping individual tumor cells, includ-
ing human leukemia cell lines and leukemia patient sam-
ples.133 These accomplishments are widely regarded as the 
first forays of systems-level approaches into the domain of 
single-cell regulation and identity.

Other innovative single-cell profiling techniques have 
also been widely used to obtain genomic, genetic, proteomic, 
and metabolomic data. These techniques for nucleic acid 
profiling include microfluid-based “lab-on-a-chip” devices,135 
new high-throughput polymerase chain reaction (PCR) with 
or without preamplification,136,137 and DNA/RNA-Seq.138 
The proteomic and metabolomic profiling techniques that  
were not discussed earlier include mass spectrometry–based 
methods (reviewed in Ref. 139) and fluorescence imaging 
coupled with flow cytometry that measures up to 1000 pre-
labeled targets.128 Furthermore, a great range of new tech-
nologies is continuously emerging, providing ever finer detail 
to single-cell biology; see review articles.140

In summary, single-cell analysis is providing a new, pre-
viously inaccessible layer of information that is instrumental 
in elucidating the stochastic nature of molecular processes, 
population variability, and tumor heterogeneity using the 
quantitative tools of systems biology.

Personalized Systems Medicine:  
A Patient-centric View of  
Cancer Research

Extensive research efforts in past decades, especially follow-
ing the introduction of high-throughput-omics profiling 
technologies, have clearly highlighted tumor heterogeneity 
as a result of the highly diverse repertoire of genetic and 
epigenetic alterations that define the disease. Although we 
have discussed heterogeneity at the level of single cells, an 
equally critical challenge of cancer research is patient-to-
patient molecular heterogeneity, both in the tumor and in 
the patient background germline landscape, even when 
tumors are classified as morphologically indistinguishable. 
Two critical consequences of such heterogeneity are that 
patients with tumors that would be considered identical may 
have dramatically different outcome and response to therapy. 
For instance, the vast majority of prostate cancers never  
progresses to aggressive metastatic disease. Unfortunately, 
the small fraction that does can be indistinguishable from 
the majority that does not, prompting aggressive and often 
invasive therapy in patients who would not need it.

As a result, the development of personalized medicine 
approaches has become an almost inevitable trend in cancer 
research. Initially, the focus has been on identifying molecu-
larly distinct subtypes of a major tumor class and associating 
them with equally distinct prognostics and therapeutics. For 
instance, tumor subtype and activation of specific pathways 
have been shown to be predictive of anticancer treatment in 
breast cancer and pancreatic ductal adenocarcinoma.141,142 
Unfortunately, individual tumor phenotypes appear increas-
ingly as the intersection of several layers of regulatory control, 
including cell of origin, genetic and epigenetic alterations, 
distal endocrine signals, and the balance of distinct paracrine 
signals originating from the balance of cellular subpopula-
tions that constitute the tumor microenvironment. As a 
result, with the possible exception of some leukemias, where 
somatic perturbation of lineage differentiation events plays a 
dominant role, a clear demarcation between tumor subtypes 
is becoming increasingly elusive, and much overlap between 
even relatively well-defined molecular subtypes is becoming 
evident, as demonstrated, for instance, by recent attempts to 
restructure established breast-cancer subtypes.143 Indeed, 
for some large tumor classes, such as prostate cancer, a clear 
subtype distinction has been difficult, and only very recent 
results hypothesize different basal and luminal progenitor 
origins as a possible discriminating event.144

Now that full genomic and epigenomics characteriza-
tion is achieving feasibility at the single-patient level, systems 
biology approaches are likely to help discriminate altera-
tions and developmentally related states of the cancer cell of 
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each individual tumor. These analyses would be extremely 
difficult using only the tools of statistical genomics, which 
require a much larger sample size. Although success stories 
are still limited, there is now a realistic, albeit cautious, expec-
tation that these tools will allow a new level of personalized 
cancer care, based on the individual’s genetic background. 
For instance, at least in cell lines, it has now been possible 
to partially predict sensitivity to specific compounds on the 
basis of their genetic landscape,3 and biomarkers have been 
shown to be predictive of response and disease-free survival 
in neoadjuvant breast cancer treatment.145

Integrative analysis, a staple of the cancer systems biology 
approach, is now also starting to be adopted in clinical practice. 
For instance, although most pathology labs now perform single 
mutation screens to inform therapeutic choices (e.g., KRAS 
mutation screen in colorectal carcinomas), whole-genome 
sequencing is starting to be adopted for  genotype-specific 
therapeutics,146 and the identification of drug-accessible 
fusion events in a small number of patients is likely to become 
an additional tool for cancer therapeutics. In a pilot study, 
whole-genome, exome, and transcriptome sequencing have 
been performed in several patients with advanced cancer.147 
These sequencing data were integrated to detect cancer muta-
tions such as structural rearrangement, copy number variation, 
and somatic point mutation and identify aberrant pathways 
that are driven by these mutations. Finally, distinct rationales 
for clinical trials of two patients were suggested according to 

their backgrounds of genetic mutations and pathway dysregu-
lation.147 This framework of personalized therapy develop-
ment, which integrates extensive genetic sequencing, genomic 
profiling, and causal network inferring, is expected to be tested 
on a larger scale in the near future.

Finally, although most personalized-medicine ap -
proa ches have focused on cancer heterogeneity across  
patients, tumor clones evolve according to fitness land-
scapes that are frequently determined by therapeutic 
choices, thus acquiring mutations that confer drug resis-
tance.148,149 For instance, a mathematical model was built 
to simulate the genetic dynamics and cell heterogeneity in a 
tumor.150 Multiple personalized therapeutic strategies were 
tested by simulation using this model, and clinical outcomes 
were inferred. This simulation suggested that nonstandard 
personalized medicine, which takes into account subclones 
and dynamic genetic and epigenetic mutations, should sub-
stantially improve the clinical outcome after personalized 
therapeutics. Although this is just a theoretical simulation, it 
does imply that traditional personalized medicine based on 
the averaged and static genetic genomics may not be enough 
to tackle the complexity of tumor progression in individual 
patients. There is still a long way to go toward achieving a 
mature view of personalized medicine that benefits cancer 
patients to the largest degree. Yet, cancer systems biology, as 
an integrative and cross-disciplinary science, offers a novel 
and promising avenue of research in this direction.
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Cancer is a complex disease involving both environmental 
and genetic determinants. The majority of cancers are caused 
by environmental and lifestyle factors, including smoking, 
alcohol use, infectious agents, occupation, diet, obesity, and 
lack of physical activity. However, only a small number of 
cancers, such as lung cancer (smoking) and cervical cancer 
(human papillomavirus [HPV] infection), have a major 
environmental risk factor that accounts for the bulk of dis-
ease in the population. For most cancers, the exposures have 
weak effects, and how to better assess the exposures and 
their effects remains a challenge. On the other hand, even 
for those cancers with a predominant environmental risk fac-
tor, only a small fraction of exposed individuals develop the 
cancer. For example, it is estimated that only 1 in 10 smokers 
develops lung cancer, and the rate of developing cervical can-
cer in high-risk carriers of HPV is even lower. Our under-
standing of the etiology of cancer in terms of environmental 
factors and genetic susceptibility is still rather limited, and 
the interplay among these etiological constituents is poorly 
understood. In recent years, biomarkers have been playing 
an increasingly important role in cancer etiological study to 
help better determine exposures, evaluate effects, and assess 
susceptibility.1-3

Figure 21-1 shows the spectrum of biomarkers along 
the continuum of carcinogenic process from environmental 
exposure to cancer development. Biomarkers of cancer etiol-
ogy can be classified into three broad categories: biomarkers 
of exposure, biomarkers of effect, and biomarkers of sus-
ceptibility.1-4 Biomarkers of exposure indicate the presence 
of a carcinogenic compound or its biological interactions 
with cellular molecules, which can further be categorized 
into biomarkers of internal dose (e.g., carcinogens or their 
metabolites in bodily fluids, and circulating antibodies to 
infectious agents) and biomarkers of biologically effective 
dose (e.g., DNA and protein adducts).5 Biomarkers of effect 
are biological indicators of the body’s response to exposure 
and reflect the interaction between exposure and the human 
body. Biomarkers of effect encompass a broad array of early 
biological responses and altered structure and function of 

cells and tissues, such as chromosomal instability, gene muta-
tion, epigenetic alteration (DNA methylation, histone modi-
fication, chromatin remodeling, and microRNA expression), 
changes in mRNA transcription and protein expression, and 
altered cell structure and function. Biomarkers of suscep-
tibility (cancer risk) can be derived from each of the steps 
along the continuum of the carcinogenic process, reflecting 
interindividual variations in absorbing, distributing, metabo-
lizing (activating and detoxifying), and excreting carcino-
gens; sensitivity to formation of macromolecule (DNA and 
protein) adducts; and ability to repair these adducts and 
eliminate damaged and premalignant cells. This categori-
zation, however, is somewhat arbitrary, and the distinction 
among the three categories of biomarkers could be blurred. 
For instance, some chromosome instability biomarkers (e.g., 
micronuclei and chromosome aberrations) can be consid-
ered markers of effect as well as markers of susceptibility, 
because these markers not only indicate the early biological 
effect of exposure, but also reflect an individual’s ability to 
metabolize carcinogens and repair DNA damage. Moreover, 
these markers have certain degrees of genetic heritability and 
can predict the risk of cancer independent of exposure level. 
Therefore, the interplay among these three categories of bio-
markers is crucial for a complete understanding of cancer eti-
ology. In the next few sections, we highlight some examples 
of biomarkers of exposure and biomarkers of effect. We also 
describe in more detail our current knowledge of biomarkers 
of cancer susceptibility.

Biomarkers of Exposure

Biomarkers of exposure can provide the most direct evi-
dence of human exposure to a carcinogen as well as internal 
dose and biologically effective dose, affirm exposure-cancer 
associations established from traditional epidemiologi-
cal approaches, and provide biological plausibility for the 
observed exposure-cancer association.
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Biomarkers of Internal Dose

Biomarkers of internal dose measure levels of a carcino-
gen or its metabolite in human tissues, bodily fluids, and 
excreta.5 These biomarkers are not bound to cellular targets 
but provide a measure of exposure, absorption, metabolism, 
and excretion. There is generally a good correlation between 
external exposure and internal dose; however, the involve-
ment of absorption and metabolism and interindividual 
variation in these processes suggest that the relationship 
may not always be simple. One of the classical examples 
of validated biomarkers of internal dose that contributed 
greatly to elucidate the environmental cause of human can-
cer is urinary aflatoxin and its metabolites. Aflatoxins have 
long been suspected to be human hepatic carcinogens, but 
the strongest evidence came from a prospective nested case- 
control study in which the authors measured urinary aflatoxin 
B1 (AFB1), its metabolites AFP1 and AFM1, and DNA 
adducts (AFB1-N7-Guanine) to assess the relation between 
aflatoxin exposure and liver cancer. Subjects with liver can-
cer were more likely to have detectable concentrations of any 
of the aflatoxin metabolites than controls, and the highest 
relative risk was for AFP1 (6.2-fold). Moreover, there was 
a strong interaction between chronic hepatitis B infection 
and aflatoxin exposure in liver cancer risk.6 Tobacco-specific 
metabolites are the most studied biomarkers of internal dose. 
Cotinine is the main metabolite of nicotine, and the mea-
surement of serum/plasma cotinine offers higher accuracy 
than self-reports in assessing tobacco smoking.7 Two pro-
spective studies have reported that higher levels of serum 

cotinine8 and urinary cotinine9 were associated with higher 
risk of lung cancer. The risk estimate of tobacco smoking 
and lung cancer from serum cotinine might be stronger than 
from questionnaire-based studies. The highest risk group 
had a 55-fold increased risk with no clear suggestion of a 
plateau in risk at high exposure levels, suggesting that ana-
lyzing the relationship between serum cotinine and lung 
cancer risk might contribute to a better quantitative assess-
ment of tobacco-related lung carcinogenesis.8 Additional 
prediagnostic urinary metabolites of tobacco carcinogens, 
such as NNAL (a metabolite of tobacco carcinogen NNK) 
and PheT (a metabolite of tobacco carcinogen polycyclic 
aromatic hydrocarbons [PAHs]), have also been associated 
with increased risk of lung cancer.9,10 Other examples of bio-
markers of internal dose include hormones or nutrients in 
body fluids and circulating antibodies to infectious agents 
(e.g., Helicobacter pylori in gastric cancer, hepatitis B virus 
[HBV] in liver cancer, and HPV in cervical cancer).5

Biomarkers of Biologically Effective Dose

Many carcinogens are metabolically activated and bind to 
DNA and/or protein to form adducts. DNA adducts have 
been the most evaluated biomarker of biologically effective 
dose, and a broad range of different DNA adducts have 
been measured in human samples using various approaches, 
including 32P-postlabeling, immunoassays and immuno-
histochemistry, and mass spectrometry.11,12 Because of the 
difficulty in measuring adducts in target tissues, almost all 
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Figure 21-1 Biomarkers in cancer etiology Biomarkers in cancer etiologic studies can be classified into three broad categories: biomarkers of 
exposure, biomarkers of effect, and biomarkers of susceptibility. Biomarkers of susceptibility (cancer risk) can be derived from each of the steps along 
the continuum of the carcinogenic process, reflecting interindividual variations in absorption, distribution, metabolism (activating and detoxifying), and 
excretion of carcinogens; sensitivity to formation of macromolecule (DNA and protein) adducts; and ability to repair macromolecule damage, restore 
normal cellular functions, and eliminate premalignant cells.
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of the population studies have used easily accessible surro-
gate samples, typically plasma/serum, white blood cells, or 
urine. The first prospective study showing a significant asso-
ciation between carcinogen-DNA adducts and subsequent 
cancer development was the aforementioned aflatoxin study 
in liver cancer.6,13 Men with detectable urinary aflatoxin-
DNA adduct (AFB1-N7-Guanine) and no HBV infection 
exhibited a ninefold increased liver cancer risk compared to 
men without detectable AFB1-N7-Guanine and no HBV 
infection. Tobacco smoke contains many different carcino-
gens, including PAHs, aromatic amines, and nitrosamines. 
Three prospective studies have evaluated the association of 
PAH-DNA or related aromatic-DNA adducts with the risk 
of lung cancer.14-16 In a pioneering nested case-control study 
within the prospective Physicians’ Health Study, the authors 
measured aromatic-DNA adducts in white blood cells 
(WBCs) at baseline and found current smokers who had 
higher levels of aromatic-DNA adducts in WBCs exhibited 
approximately threefold increased risk of lung cancer com-
pared to current smokers with lower adduct concentrations. 
There were no associations in former and never smokers.14 
Two subsequent prospective studies, a pooled analysis of the 
three prospective studies, as well as a meta-analysis of nine 
studies (including retrospective case-control studies) reca-
pitulated the main observation that bulky DNA adducts are 
associated with elevated lung cancer risk in current smokers 
after a follow-up of several years.15-17 Protein adducts, such 
as hemoglobin (Hb) adducts of tobacco carcinogens and 
AFB1-albumin adducts, have also been used as biomarkers 
of biologically effective dose.1,18,19

Biomarkers of Effect

Biomarkers of effect measure early biological alterations 
that occur in the time frame between exposure and cancer 
development and are also known as biomarkers of interme-
diate endpoints or intermediate biomarkers. Historically, the 
most commonly studied biomarkers of effect in surrogate 
tissues are those related to genotoxicity endpoints, such as 
chromosome aberrations (CAs) and micronucleus (MN) 
formation in peripheral blood lymphocytes (PBLs). A num-
ber of prospective epidemiological studies have reported 
positive associations between elevated chromosomal aberra-
tions in PBLs and increased cancer risk.20-26 Importantly, a 
joint nested case-control study using subjects from two pro-
spective cohort studies found that CA level in PBLs could 
predict future cancer development independent of environ-
mental exposures (smoking and occupational exposure), 
supporting the notion that chromosomal instability markers 
could serve as both biomarkers of effect and biomarkers of 

susceptibility.26 A few prospective studies showed that indi-
viduals with higher frequencies of MN in PBLs had 1.5- to 
2-fold increased relative risk of cancer compared with the 
low-frequency subjects.27,28

Among various chromosome aberrations, chromo-
some translocation is one of the most well-established 
biomarkers of exposure and effect.29 Translocations have 
been observed in nearly every cancer type,30,31 and a single 
chromosome translocation can cause cancer—for example, 
Philadelphia translocation causes chronic myelogenous leu-
kemia.32,33 Chromosome translocation can survive mitosis 
and is the most persistent of all the different types of chro-
mosome exchanges.29 PBLs with radiation-induced trans-
locations persisted for several decades in Japanese atomic 
bomb survivors. In contrast, other types of chromosome 
exchanges, for instance, dicentrics and acentric fragments, are 
unstable because they encounter difficulties during mitosis, 
which results in the affected cells being killed and eventually 
removed from the population, making them undetectable in 
long-term atomic bomb survivors.34

The mutational analyses of cancers with distinct envi-
ronmental exposure provide elegant examples of biomarkers 
of effect. Exposure-specific mutational fingerprints in tumor 
suppressor genes have been known for many years.35-39 The 
TP53 gene is the most frequently mutated gene in human 
cancers, and its mutational spectrum varies substantially by 
tumor site, which is at least partially due to distinct environ-
mental exposure.36 For example, sunlight (UV exposure)-
induced TP53 mutations in skin cancer occur exclusively 
at dipyrimidine sites, including a high frequency of C-to-
T transitions and unique CC-to-TT double base changes 
that do not happen in other malignancies.37 In lung cancer, 
TP53 mutational patterns are different between smokers 
and nonsmokers, with an excess of G-to-T transversions in 
smoking-associated cancers.38 In liver cancer, a unique muta-
tion (Arg249Ser) in TP53 was linked to aflatoxin B1 expo-
sure.39,40 Moving beyond sequencing of candidate genes, the 
recent explosion of whole-genome sequencing (WGS) of 
cancer provides further evidence for profound effects of envi-
ronmental exposure on the cancer genome.41-44 In the first 
WGS of a solid tumor genome, Pleasance and colleagues42 
sequenced a malignant melanoma and a lymphoblastoid cell 
line from the same person. Consistent with observations in 
the TP53 gene, of the more than 30,000 base substitutions 
found in the tumor genome compared to the lymphoblastoid 
genome, about 70% were C-to-T transitions. Of these, 92% 
occurred at the 3′ base of dipyrimidine sites, much higher 
than expected for chance occurrence. These mutations are 
characteristic of UVB-induced DNA lesions.45 In the WGS 
of a small-cell lung cancer cell line43 and a lung adenocarci-
noma,44 the mutational pattern (an excess of G-to-T muta-
tions, an enrichment of CpG dinucleotides in the G-to-T 
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mutation sets, etc.) is also consistent with that of TP53 and 
reflects the influences of tobacco carcinogens.46

With the breathtaking pace of technological advance-
ments in the biomedical field, and with all the high-throughput 
“omics” technology, the list of potential biomarkers of effect 
is long and growing, encompassing molecular and func-
tional changes in the epigenome, transcriptome, proteome, 
metabolome, and so on. There have been numerous inves-
tigations in exploring these technologies in epidemiological 
studies to identify biomarkers of effect in relation to cancer 
etiology; however, most of these studies are not validated, 
and the roles of the potential biomarkers in cancer causa-
tion are not clear. For biomarkers of effect (intermediate 
biomarkers), prospective studies are always preferred over 
retrospective case-control studies to avoid “reverse causa-
tion.” Longitudinal evaluation of sequential samples should 
be the gold standard compared to cross-sectional and single 
time point analysis. There are many other issues in terms 
of study design, biospecimen collection and handling, assay 
reliability, and data reporting that are particularly important 
in the study of intermediate biomarkers to avoid spurious 
results.3

Biomarkers of Susceptibility

A major focus of cancer etiological study in recent years has 
been the determination of cancer susceptibility based on 
genetic variability. The earliest evidence for genetic suscep-
tibility to cancer came from epidemiological observations 
of increased cancer risk among relatives of cancer patients. 
The existence of many rare inherited syndromes that pre-
dispose patients to increased risks of certain cancers pro-
vides other evidence for genetic susceptibility to cancer. A 
large classical twin study estimated the genetic heritability 
of most common cancers to be between 20% and 40%.47 
The identification of a large number of genetic suscepti-
bility loci to common cancers by genome-wide associa-
tion studies (GWAS) provides the strongest evidence for 
genetic susceptibility to common cancers.48 Biomarkers of 
susceptibility have provided significant biological insight 
into cancer etiology and may become potential targets for 
preventive and therapeutic interventions. Biomarkers of 
susceptibility can also improve risk prediction and identify 
high-risk populations for targeted surveillance, screening, 
and prevention. Further investigation of gene-environment 
interactions is critical to advance the understanding of 
human carcinogenesis and improve the accuracy of cancer 
risk prediction.

Earlier analyses in cancer susceptibility have mos- 
tly focused on family-based linkage studies to identify 

high-penetrance genes whose mutations (mutation rate 
typically less than 0.1% in the general population) cause 
Mendelian cancer-predisposing syndromes. More recent 
efforts have mainly focused on association studies that com-
pare variant allele frequencies of common single-nucleotide 
polymorphisms (SNPs) between a large number of cancer 
cases and unrelated controls. The underlying hypothesis for 
such an approach is the “common disease–common variant” 
(often abbreviated CD-CV) hypothesis, which postulates 
that genetic susceptibility to common diseases such as can-
cer is largely due to many common variants (typically having 
frequencies greater than 5% in the general population) with 
only modest effect conferred by each allele.49 The compet-
ing hypothesis is the “common disease–rare variant” (CD-
RV) hypothesis, which suggests that multiple rare variants 
(typically having frequencies that lie between approximately 
0.1% and 1%, the upper limit for Mendelian mutations 
and the lower limit of SNPs, respectively) of larger effect 
cause common diseases.50,51 However, recent evidence has 
suggested that these two hypotheses should not be viewed 
as an “either/or” choice, but rather that both common and 
rare variants may contribute to common diseases, and the 
degree of contribution by either variant depends on the par-
ticular disease phenotype.50-52 In cancer, for example, and as 
described later, several rare susceptibility variants for breast 
cancer have been identified by candidate gene sequencing 
and genotyping. Furthermore, next-generation sequencing 
studies have identified novel rare susceptibility variants for 
other cancers.53-57

Depending on the population frequency of risk 
alleles and effect size, cancer genetic susceptibility mark-
ers can be roughly grouped into three classes: rare high-
penetrance mutations, rare low- to moderate-penetrance 
disease-causing variants, and common low-penetrance 
SNPs (Table 21-1).52

Rare High-Penetrance Mutations

High-penetrance genes have been mostly identified by study 
of inherited Mendelian syndromes that predispose to can-
cer via linkage analysis followed by positional cloning. Such 
genes include BRCA1 and BRCA2 in hereditary breast/
ovarian carcinoma; RB1 in hereditary retinoblastoma; APC 
in familial adenomatous polyposis; mismatch repair genes, 
such as MSH2, MLH1, and MSH6 in hereditary nonpoly 
posis colon carcinoma; and VHL in von Hippel–Lindau 
syndrome. Germline mutations in these high-penetrance 
genes confer high risk of respective cancers. However, 
because the population frequencies of these mutations are 
very rare (typically 0.1% or less), the population-attributable 
risk (PAR) is small.
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Rare Low- to Moderate-Penetrance Variants

Rare low- to moderate-penetrance disease-causing variants 
are a relatively new territory in cancer susceptibility. How-
ever, the speed of identifying these variants is accelerating 
due to the ever-increasing application of next-generation 
sequencing (NGS) (whole exome or genome) in analysis of 
germline DNA. The earliest evidence for this class of vari-
ants came from rare variants in the ATM gene that increased 
breast cancer risk by two- to threefold,58,59 whereas common 
SNPs in ATM were not associated with breast cancer.60 
Later on, rare variants in several BRCA1-BRCA2 pathway 
genes, including CHEK2, BRIP1, and PALB2, were found 
to confer two- to threefold increased breast cancer risk.61-63  
In colorectal cancer (CRC), a large association study of 
20,565 CRC cases and 15,524 controls uncovered that two 
rare variants, Gly396Asp (variant allele frequency, 0.7%) and 
Tyr179Cys (variant allele frequency, 0.2%), in the base exci-
sion repair gene MUTYH conferred extremely high risk of 
CRC: odds ratio (OR) = 23.1, 95% confidence interval [CI] 
3.2 to 169; and OR = 4.1, 95% CI 0.9 to 18.5, respectively, 
for homozygous variant genotypes compared to the wild-
type genotype.64 Moreover, biallelic carriers of these two 
variants (i.e., homozygous at either site or heterozygous at 
both sites) exhibited a 28-fold (95% CI 6.9 to 115) increased 
CRC risk. This is currently the only example of a recessive 
model of inheritance for susceptibility to common cancers. 
Several recent studies have demonstrated the power of NGS 
in identifying novel rare cancer susceptibility variants.53-55 In 
one study, Yokoyama and colleagues53 first performed whole-
exome sequencing (WES) of germline DNA from probands 

of several melanoma families and identified one novel variant 
(Glu318Lys) in the melanoma-lineage–specific oncogene 
MITF. Subsequently, they genotyped this rare variant in 
two large melanoma case-control studies conducted in the 
United States and Austria (a total of 3920 cases and 4036 
controls) and found that in both studies carriers of the vari-
ant allele exhibited an over twofold increased risk of mela-
noma, with a combined OR of 2.19 (95% CI, 1.41 to 3.45). 
The variant allele frequency was 1.71% in cases compared 
to 0.79% in controls. Moreover, the variant allele was sig-
nificantly overrepresented in cases with a family history of 
melanoma, multiple primary melanomas, or both. It was also 
associated with increased nevus count, non-blue eye color, 
and impaired MITF function in  vitro, providing compel-
ling evidence that MITF is a rare low-penetrance gene for 
melanoma. In another study, Park and co-workers54 first per-
formed WES of families with multiple cases of breast can-
cer and identified two families with XRCC2 (a homologous 
recombination DNA repair gene) mutations. They then 
performed large-scale targeted sequencing of the XRCC2 
gene in a population-based case-control study (1308 cases 
with early-onset breast cancer and 1120 controls) that 
identified six probably pathogenic coding variants in cases 
but no variants in 1120 controls (P less than 0.02). Addi-
tional sequencing in 689 multiple-case families identified 
10 families with protein-truncating or probably deleterious 
rare missense variants of XRCC2. Therefore, XRCC2 is a 
novel rare low to moderately penetrant breast cancer suscep-
tibility gene. A recent WES study of neuroblastoma found 
that rare, potentially pathogenic germline variants were sig-
nificantly enriched in ALK, CHEK2, PINK1, and BARD1 

Table 21-1 Three Classes of Biomarkers of Genetic Susceptibility to Cancer

Rare High-Penetrance Mutations Rare Low-to Moderate-Penetrance 
Variants

Common Low-Penetrance 
Variants

Population frequency Rare, typically <0.1% Rare, MAF typically between 0.1%  
and 2%

Common, MAF mostly >10%

Familial aggregation Yes No No

Cancer risk (odds ratio) ≥10 Mostly ≥2 Mostly between 1.1 and 1.5

Population-attributable risk Very small Small High

Functional significance Direct effect (causal) Direct effect (causal) Mostly nonfunctional, in LD with 
causal variants

Approaches for identification Linkage analysis followed by  
positional cloning, targeted  
sequencing of candidate genes

Candidate gene, exome, or whole  
genome sequencing of genetically 
enriched cases, followed by  
large-scale association study

Association study (candidate  
gene and GWAS) of unrelated 
cases and controls

Examples of genes Breast cancer: BRCA1 and BRCA2;  
retinoblastoma: RB1; CRC: APC,  
mismatch repair genes (MSH2,  
MLH1, MSH6); kidney cancer: VHL

Breast cancer: ATM, CHEK2, BRIP1,  
PALB2, XRCC2; CRC: MUTYH; ovarian 
cancer: BRIP1; melanoma: MITF

Breast cancer: FGRF2, CASP8;  
lung cancer: CHRNA3-
CHRNA5, TERT; CRC: TGFBR1, 
SMAD7, CDH1; bladder cancer: 
NAT2, GSTM1

CRC, Colorectal cancer; GWAS, genome-side association studies; LD, linkage disequilibrium; MAF, minor allele frequency.
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genes.57 WES-identified rare cancer susceptibility variants 
almost all have clear functional implications, and laboratory 
studies have been performed in many cases to confirm their 
functional effect. Thus, these markers are almost universally 
causal variants in causal genes.

WGS can provide enormous amounts of informa-
tion (e.g., variants in regulatory regions such as noncoding 
RNAs) that are not available from WES. It can also open 
unprecedented opportunities in cancer association stud-
ies that will not only identify new cancer susceptibility loci 
but also facilitate the discovery of driver SNPs in regulatory 
regions. A recent study analyzed 32.5 million variants discov-
ered by WGS of 1795 Icelanders and identified a new low-
frequency variant at 8q24 that conferred a 2.9-fold increased 
risk of prostate cancer (PCa) (P = 6.2 × 10−34 in follow-up 
validation of more than 10,000 PCa cases and 62,000 con-
trols of European origin).65 Given the significantly reduced 
cost, WGS will be increasingly applied in cancer association 
studies.

Common Low-Penetrance SNPs

Accounting for 90% of naturally occurring genetic variations 
in the human genome, SNPs are the predominant marker 
of choice in current cancer association studies. By definition, 
SNPs have a minor allele frequency (MAF) of at least 1%. 
Most cancer association studies have examined common 
SNPs with an MAF of 5% or greater to allow for sufficient 
statistical power. Two approaches have been used to identify 
common SNPs as cancer susceptibility markers: the candi-
date gene approach and GWAS.

Candidate Gene Approach

The candidate gene approach stemmed from successful 
cellular phenotypic assays that were initiated before the 
development and application of genotyping techniques 
in epidemiological studies. Because of the important role 
of carcinogen metabolism and DNA repair pathways in 
determining cellular DNA adduct levels, it was natural to 
hypothesize that interindividual variations in these two cel-
lular phenotypes may be associated with interindividual 
variation in exposure-induced cancer susceptibility. There-
fore, cellular phenotypic assays in carcinogen metabolism 
and DNA repair capacity were initially used to determine 
interindividual variability in cancer susceptibility. Among 
such prototypic assays was evaluation of N-acetyltransferase 
(NAT) phenotypes based on NAT function as a phase II 
metabolizing enzyme involved in the detoxification of aro-
matic amines, which are known bladder carcinogens. The 
general population can be classified into rapid, intermediate, 
or slow acetylators, dependent on NAT activity, and an early 

phenotypic study suggested that slow acetylators were more 
susceptible to bladder cancer when exposed to bladder car-
cinogenic N-substituted aryl compounds.66 Likewise, several 
different PBL-based DNA repair assays were widely applied 
in cancer association studies and yielded positive and con-
sistent association between DNA repair capacity and cancer 
risk.67 Starting from the early 1990s, with the development 
of low-throughput genotyping techniques, genetic associa-
tion studies of cancer risk using a candidate gene approach 
exploded, initially focusing on carcinogen metabolism and 
DNA repair genes and later expanding to include other 
important cellular pathways. Numerous associations have 
been reported. However, most of these candidate gene stud-
ies involved small numbers of cases and controls, and very 
few of the initially reported positive susceptibility alleles 
have been replicated in subsequent validation studies.68 
Nevertheless, NAT2 is among the very few validated cancer 
susceptibility loci derived from the candidate gene approach. 
As described earlier, NAT acetylator phenotypes are asso-
ciated with bladder cancer risk, and these phenotypes can 
be tagged by genotypes composed of several SNPs in the 
NAT2 gene. Numerous candidate gene studies and a meta-
analysis have unequivocally confirmed that the NAT2 slow 
acetylator genotype confers an approximately 50% increased 
risk of bladder cancer.69 Other confirmed cancer suscepti-
bility alleles from the candidate gene approach include the 
GSTM1 null genotype in bladder cancer,69 multiple SNPs of 
alcohol dehydrogenase genes (ADH) in upper aerodigestive 
cancers,70 and a CASP8 SNP (D302H) in breast cancer.71 
Besides carcinogen metabolism and DNA repair pathways, 
SNPs in other critical cellular pathways with obvious bio-
logical links to tumor development—for example, tumor 
microenvironment-related pathways such as immune sur-
veillance and angiogenesis—have been extensively studied 
in relation to cancer susceptibility.72-74 However, like most 
candidate gene studies, no SNP in these pathways has been 
unequivocally associated with cancer risks through a candi-
date gene approach.

Genome-Wide Association Studies

In the past 5 years, GWAS have revolutionized the study 
of cancer association and identified thousands of SNPs that 
are associated with the risk of many human diseases.48 The 
GWAS approach tests hundreds of thousands of common 
SNP markers as surrogates to tag a much larger set of vari-
ants that are in strong linkage disequilibrium (LD) with the 
genotyped SNPs. Therefore, GWAS is discovery driven, in 
contrast to the hypothesis-driven candidate gene approach. 
The agnostic nature of GWAS allows identification of com-
pletely novel cancer susceptibility loci that would have been 
overlooked using the candidate gene approach. To date, more 
than 200 common susceptibility SNPs have been identified 
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for about two dozen cancer types.48 These common sus-
ceptibility SNPs spread across all the chromosomes except 
the Y chromosome. A few regions, most notably 5p15.33 
and 8q24, contain susceptibility SNPs for multiple cancer 
types (Figure 21-2). As expected from a tagging SNP-based 
approach, the vast majority of the identified SNPs are either 
intronic (39%) or intergenic (52%), and the functional impli-
cations of most SNPs are unclear.75 Effect size associated 
with these common SNPs is modest (OR typically between 
1.1 and 1.5).75 Moreover, very few SNPs have an OR greater 
than 2, and the largest OR (over 2.5) has been observed for 
an SNP in the KITLG gene in testicular cancer, a malig-
nancy with substantial familial risk but with little evidence 
for Mendelian predisposition.76,77

Most GWAS-identified SNPs are cancer-type specific 
and sometimes subtype specific. One example of a subtype-
specific locus is in lung cancer, where 5p15.33 (TERT-
CLPTM1L locus) is associated with adenocarcinoma but 
not squamous cell carcinoma.78 However, there are at least 
seven regions that have been associated with more than one 
cancer type. For example, chromosome 8q24 flanking the 
MYC oncogene harbors susceptibility loci for prostate (five 
independent loci), breast, colon, bladder, and ovarian cancers 
as well as for chronic lymphocytic leukemia.79 Although 
the MYC oncogene is the most likely plausible gene, these 
SNPs are relatively distant and are not in LD with any SNPs 
within the MYC gene or proximal promoter. Thus, just how 
these variants affect MYC function has been under extensive 
study. At least one CRC susceptibility SNP (rs6983267) in 
this region has been reported by two independent studies 

to be located within a transcriptional enhancer, bind dif-
ferentially to transcription factor TCF7L2/TCF4, and 
either physically interact with the MYC gene80 or enhance 
responsiveness of Wnt signaling, a key pathway in CRC.81 
Chromosome 5p15.33 (TERT-CLPTM1L locus) contains 
susceptibility loci for at least seven cancers, including mela-
noma, basal cell carcinoma, and bladder, brain, lung, pancre-
atic, and testicular cancer. In another example, a region on 
chromosome 11q13 harbors susceptibility SNPs for pros-
tate, renal, and breast cancer.79 In addition to these pleiotro-
pic cancer susceptibility loci, a more interesting observation 
from GWAS is the pleiotropic susceptibility for seemingly 
unrelated genetic traits. However, at least some of these 
pleiotropic loci have biological plausibility. For example, an 
SNP in TCF2 (a gene known to be involved in diabetes) 
was associated with a reduced risk of prostate cancer but an 
increased risk of type 2 diabetes (T2D),82 consistent with 
previous epidemiological observation that individuals with 
T2D have a lower risk of developing prostate cancer.83 An 
SNP in ITPR2 was associated with an increased waist-hip 
ratio (WHR)84 and increased risk of renal cell carcinoma 
(RCC).85 Obesity is an established risk factor for RCC, and 
WHR has been suggested as a better measure of obesity than 
BMI. Other examples of pleiotropic loci in cancer and other 
genetic traits include the JAZF1 locus with height,86 T2D,87 
and prostate cancer88 and the 9p21.3 (CDKN2A/2B) locus 
with T2D,87 myocardial infarction,89 nevus density,90 mela-
noma,91 and glioma.92

Identification of cancer-specific loci through GWAS 
has provided significant insight into the distinct genetic 

Figure 21-2 Genome-wide distribution 
of GWAS-identified cancer susceptibility 
loci Over 200 cancer susceptibility SNPs have 
been identified and these SNPs spread across 
all the chromosomes except the Y chromosome. 
The SNP data were obtained from the National 
Human Genome Research Institute (NHGRI) 
GWAS Catalog (http://www.genome.gov/ 
gwastudies/).48
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architecture of different cancers.52,75 For example, PCa has 
the most susceptibility SNPs (over 70) identified to date, 
explaining about 30% of the familial risk in this disease.93-95 
Previously a classical twin study estimated a genetic heri-
tability of 42% for PCa, the highest among common 
cancers47; however, a high-penetrance gene has yet to be 
identified and confirmed. One needs to reflect on under-
lying reasons for the high number of susceptibility SNPs 
discovered by GWAS in PCa. Whereas this could reflect 
the true genetic architecture of PCa wherein common vari-
ants with modest effect sizes play more prominent roles in 
PCa etiology, it is also possible that PCa may be more ame-
nable to GWAS, possibly because of large sample size and 
limited confounding effects by environmental exposure and 
histological heterogeneity. In contrast to PCa, which does 
not have an obvious environmental risk factor, lung cancer 
is a strongly induced by environmental exposure. Perhaps 
reflecting the predominant effect of smoking, lung cancer 
is one of the malignancies with the least number of iden-
tified susceptibility SNPs. Multiple independent GWAS 
with very large sample sizes (13,300 cases and 19,666 
controls in one study) have only unequivocally identified 
three susceptibility loci (15q25, 5p15, and 6p21) for lung 
cancer in individuals of European descent by stringent 
GWAS standards.78,96-100 Importantly, the 15q25 variants 
were strongly associated with objective measures of tobacco 
exposure, suggesting that the association of these variants 
with lung cancer risk is likely to be mediated largely via 
tobacco exposure.101 Bladder cancer lies in between PCa 
and lung cancer in terms of environmental exposure and 
genetic susceptibility and therefore is an excellent model for 
studying gene-environment interactions in cancer etiology. 
Smoking accounts for about half of all bladder cancers, and 
occupational exposure explains another one fifth. A large 
twin study estimated that inherited genetic susceptibility 
contributes to 31% of bladder cancer risk.47 Eleven sus-
ceptibility loci have been validated for bladder cancer, and 
most of these loci have biological plausibility: three carcin-
ogen-metabolizing genes, GSTM1 on 1p13.3,69,102 NAT2 
on 8p22,69,103 and UGT1A1 on 2q37.1104; a urea trans-
porter gene SLC14A1 on 18q12.3105,106; a cell cycle control 
gene CCNE1 on 19q12104; and several oncogene, tumor- 
suppressor, or cell growth–related genes including TP63 on 
3q28,107 FGFR3 on 4p16.3,108 PSCA on 8q24.3,109 TERT-
CLPTM1L on 5p15.33,104,110 and a locus at 8q24.21, 
near MYC.107 More importantly, there was a significant 
gene-smoking interaction between NAT2 genotypes and 
smoking status, with the NAT2 slow-acetylator genotype 
increasing bladder cancer risk, particularly among cigarette 
smokers.69 This observation has become one of the classic 
examples of a gene-environment interaction in cancer etiol-
ogy supported by a strong biological basis.

Based on the substantial number of cases and controls 
with both GWAS and exposure data, gene-environment 
interactions will be a hot topic in cancer etiology studies in the 
coming years. Indeed, a recent large-scale analysis of breast 
cancer highlighted the value of GWAS data together with 
exposure data.111 A total of 34,793 invasive breast cancers 
and 41,099 controls of European ancestry from 24 studies 
of the Breast Cancer Association Consortium were analyzed 
for the modifying effect of 10 established environmental risk 
factors (age at menarche, parity, breastfeeding, body mass 
index, height, oral contraceptive use, menopausal hormone 
therapy use, alcohol consumption, cigarette smoking, and 
physical activity) on the association of 23 GWAS-identified 
SNPs with breast cancer risk. An SNP (rs3817198) in the 
LSP1 gene showed strong interaction with parity (P for 
interaction = 2.4 × 10−6): the per-allele OR (95% CI) was 
1.08 (1.01 to 1.16) in nulliparous women and ranged from 
1.03 (0.96 to 1.10) in parous women with one birth to 1.26 
(1.16 to 1.37) in parous women with four or more births. 
Another SNP (rs17468277) in CASP8 exhibited significant 
interaction with alcohol consumption (P for interaction = 
3.1 × 10−4): the per-allele OR (95% CI) was 0.91 (0.85 to 
0.98) in those who drank less than 20 g/day and 1.45 (1.14 
20 1.85) in those with an alcohol intake of at least 20 g/day.

Cellular Phenotypic Assays of Susceptibility

As introduced in earlier sections, cellular phenotypic assays 
in carcinogen metabolism and DNA repair capacity were 
initially used to determine interindividual variability in can-
cer susceptibility before the wide application of genotyping 
in cancer epidemiological studies. There is substantial inter-
individual variation in DNA repair capacity (DRC) in the 
human population. At the extreme end of this spectrum are 
patients with xeroderma pigmentosum, who have a defect 
in nucleotide excision repair and who exhibit a 1000-fold 
increased risk of skin cancer. There is a larger subgroup with 
suboptimal DRC who are phenotypically normal but may 
be at increased cancer risk if exposed to carcinogen. Various 
DNA repair assays in PBLs are still being used in assessing 
cancer risk. These assays include tests based on DNA dam-
age induced by chemical or physical mutagen challenge, such 
as the mutagen sensitivity, induced micronuclei, and Comet 
assays; indirect tests of repair, such as unscheduled DNA 
synthesis; and direct measures of DNA repair capacity, such 
as the host cell reactivation assay.67

The mutagen sensitivity assay was the first DNA 
repair–related phenotypic assay to be widely applied in can-
cer epidemiological studies. Developed by Hsu and associ-
ates,112 this assay cytogenetically quantifies the frequency of 
chromatid breaks induced by bleomycin in cultured PBLs 
as an indirect measure of DRC. The assay has since been 
expanded to employ other etiologically relevant mutagens 
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to assess genetic susceptibility to different cancers, such as 
benzo(a)pyrene [B(a)P] diolepoxide (BPDE) and NNK 
for smoking-related cancers, UV light for skin cancer, and 
γ-radiation for breast and brain cancer.113 Numerous epide-
miological studies, including a few prospective studies, have 
shown mutagen-sensitive phenotypes to be associated with 
increased risks of a variety of cancers.113 Furthermore, clas-
sical twin studies have demonstrated that mutagen sensitiv-
ity is a genetic trait with heritability estimates ranging from 
40% to 75%,113,114 and a GWAS identified the first common 
SNP predictive of bleomycin-sensitive phenotype.115 The 
data are compelling and support assay of mutagen sensitivity 
as a biomarker of cancer susceptibility.

The mutagen-challenged cytokinesis-blocked micro-
nucleus (CBMN) assay in PBLs is another related and 
commonly used cytogenetic assay for DNA damage.116 
Micronuclei (MN) originate from chromosome fragments 
or whole chromosomes that fail to engage with the mitotic 
spindle and therefore lag behind when the cell divides. 
Because cells are blocked in the binucleated stage, it is also 
possible to measure nucleoplasmic bridges (NPBs) originat-
ing from asymmetrical chromosome rearrangements and/or 
telomere end fusions, and nuclear buds (NBUDs), the lat-
ter considered a marker of possible gene amplification. The 
CBMN assay has been used in assessment of cellular radio-
sensitivity to determine breast cancer predisposition and as a 
biomarker of susceptibility in tobacco-induced carcinogene-
sis.116 A provocative retrospective case-control study showed 
that NNK-induced MN, NPBs, and NBUDs in PBLs were 
associated with a 2.3-, 45.5-, and 10.0-fold increased risk 
of lung cancer in smokers, respectively.117 Whether such 
dramatic increases in risk hold up in prospective studies 
employing NNK-induced NPBs and NBUDs as biomark-
ers remains to be seen. Nevertheless, the simplicity, rapidity, 
and sensitivity of the CBMN assay make it a valuable tool 
for cancer risk assessment.

Unlike the cytogenetic assays that indirectly infer 
DNA repair, the host cell reactivation (HCR) assay is a direct 
measure of intrinsic DNA repair kinetics in intact cells. To 
perform this in vitro assay, PBLs are transfected with a dam-
aged (treated by different mutagens) recombinant plasmid 
construct containing a reporter gene. The reporter gene’s 
expression level directly reflects the PBLs’ DRC to specific 
mutagens. The low DRC phenotype measured by HCR has 
been shown to be an independent risk factor for a variety of 
epithelial cancers in retrospective case-control studies.118 Pro-
spective studies are warranted to validate the HCR-measured 
DRC as valuable biomarkers of susceptibility.

In addition to DNA repair–related assays, telomere 
length in leukocytes, an indicator of biological aging and 
genomic instability, has been extensively evaluated as a can-
cer susceptibility marker in the past decade. The association 

appears to be cancer type–dependent. The majority of stud-
ies have shown significant associations between short telo-
meres in leukocytes and increased risks of cancers, including 
bladder, esophageal, gastric, head and neck, ovarian, and 
renal cancer; however, there were no significant associations 
reported in prostate, breast, and colorectal cancers from sev-
eral large prospective studies.119-122 Interestingly, two pro-
spective studies reported that long telomeres were associated 
with increased risks of melanoma and non-Hodgkin lym-
phoma, respectively.123,124 These cancer type–specific asso-
ciations between telomere length and cancer risk warrant 
further validation and biological investigation.

Mouse Models for Cancer Susceptibility Study

Mouse models that cross tumor-resistant with tumor- 
susceptible strains have been instrumental in mapping 
several candidate cancer susceptibility loci and expression 
quantitative trait loci (eQTLs)125-131 before the wide appli-
cation of GWAS in human cancers. Although hundreds 
of cancer susceptibility loci have been identified through 
GWAS, the majority of the heritable risk of cancer cannot 
be explained by the main effects of common alleles. Gene-
gene and gene-environment interaction clearly play impor-
tant roles in cancer development, which is challenging in 
human studies because of the heterogeneity of human can-
cers. Mouse models have a defined genetic background that 
does not possess the genetic heterogeneity characteristic of 
human cancers. Crossing genetically distinct mouse strains 
can allow the analysis of the combinatorial effects of host 
genetic background and somatic events at different stages 
of cancer development. A recent study applied a network 
analysis in a mouse model of skin cancer that produces both 
benign tumors and malignant carcinomas and identified a 
genetic architecture affecting inflammation and tumor sus-
ceptibility.132 Gene–environment interactions can also be 
investigated using mouse models to identify how genetic 
modifiers of tumor initiation interact with specific environ-
mental effects identified through epidemiological studies. 
Mouse models will also be a major tool for mechanistic studies 
of cancer susceptibility loci.

Genetic Susceptibility to Cancer Outcomes

Genetic susceptibility plays a significant role not only in the ini-
tiation of cancer, but also in the outcomes of cancer treatment. 
Pharmacogenetics/pharmacogenomics is the study of the role 
of inherited and acquired genetic variation in drug response 
(efficacy and toxicity). Acquired somatic mutations and other 
types of abnormalities obviously play a determining role in 
patients’ responses to therapeutic drugs—for instance, in the 
case of HER2 overexpression in breast cancer and EGFR muta-
tion in lung cancer. On the other hand, germline genetics may 
also modulate drug response, particularly systemic toxicities 
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associated with specific drugs. The most prominent example 
in this field is the effect of thiopurine S-methyltransferase 
(TPMT) gene variants on the toxicity of 6-mercaptopurine 
(6-MP), a drug used for the treatment of acute lymphoblas-
tic leukemia (ALL). A standard dose of 6-MP would cause 
life-threatening toxicity to patients with certain variant alleles 
of TPMT that results in exceptionally low TPMT activ-
ity.133,134 The U.S. Food and Drug Administration (FDA) has 
recommended TPMT genotyping and dosage reduction for 
those with low-activity alleles.135 GWAS has also begun to be 
applied to pharmacogenomics research, although the sample 
size remains a major challenge. Ingle and colleagues presented 
an example of GWAS for outcomes.136 Aromatase inhibitors 
have been used in estrogen-positive breast cancers to reduce 
recurrence. However, the administration of an aromatase 
inhibitor can also cause severe musculoskeletal pain in 10% to 
20% of patients that may lead to therapy termination. Ingle and 
co-workers performed a small-scale GWAS using DNA sam-
ples from a large clinical trial of aromatase inhibitors in breast 
cancer patients and found a strong association—although not 
reaching genome-wide significance, likely because of small 
sample size—between musculoskeletal pain and variants in the 
gene cluster encoding T-cell leukemia lymphoma (TCL) pro-
teins. Functional genomic studies showed that SNPs with the 
strongest association created an estrogen response element and 
that TCL1A expression was estrogen dependent and directly 
related to interleukin 17 receptor A (IL17RA) expression.136 
IL17RA is an experimental target for the treatment of patients 
with rheumatoid arthritis.137 This provocative study illustrates 
the major challenge for GWAS of treatment responses: the 
difficulty of finding a large number of patients undergoing a 
specific drug treatment. Nevertheless, functional validation 
could increase the confidence that the observed genetic asso-
ciation (not reaching genome-wide significance) represents a 
true biological link rather than a chance finding. There have 
been increasing reports that applied GWAS to identify SNP 
association with the prognosis of common cancers138-142; how-
ever, there has not been a consistent susceptibility locus for any 
cancer outcome that is replicated by different groups. Future 
studies with large sample sizes and relatively homogeneous 
patient populations in terms of stage and treatment are war-
ranted for GWAS of clinical outcomes. A detailed summary 
of cancer pharmacogenomics is outside the scope of this chap-
ter, and readers are referred to other recent excellent review 
articles.143,144

Integrative Multifactor Risk Prediction

The ultimate goal of identifying biomarkers of cancer risk 
is to incorporate validated biomarkers into a comprehensive 

risk assessment model, with integration of environmen-
tal, behavioral, and genetic risk factors. The risk of cancer 
in the general population varies dramatically among differ-
ent individuals, from average, to moderate, to high risk. For 
individuals with different cancer risks, there are different 
risk-reduction options. These include lifestyle changes for 
an average-risk person, and frequent screening and chemo-
prevention for moderate- and high-risk individuals. Cancer 
risk prediction models with high discriminatory accuracy 
can have significant applications in planning intervention 
trials, estimating the population burden of disease, creating 
benefit/risk indices and clinical decision-making processes, 
and designing prevention strategies. The currently developed 
cancer risk prediction models rely mostly on environmental 
risk factors and have modest discriminatory accuracy, which 
has limited clinical or public health utility. For example, heavy 
smoking confers an over 30-fold increased risk of lung can-
cer; however, consideration of smoking alone is insufficient 
to identify a high-risk population for cost-effective surveil-
lance and screening. Indeed, the National Lung Screening 
Trial (NLST) showed that although low-dose computed 
tomography screening of heavy smokers can reduce lung can-
cer mortality by 20%, the feasibility of large-scale screening 
is limited by a false-positive rate of greater than 95%.145,146 
Improved risk prediction for lung cancer is critical to reduce 
false positives and shift the balance toward higher cost effec-
tiveness for surveillance and screening. The best known 
cancer risk model, the Gail model for breast cancer, has a 
discriminatory accuracy of 0.58, measured as the area under 
the receiver operating characteristic curve (AUC), indicating 
that the distribution of projected risks among women who 
developed breast cancer overlapped considerably with that 
among women who did not develop breast cancer.147 There 
have been many attempts to improve the modest discrimi-
natory accuracy of the Gail model—for example, adding 
breast density in the BCRAT (Breast Cancer Risk Assess-
ment Tool of NCI, or Gail Model 2) modestly improved 
the discriminatory accuracy by 0.047.148 Recent identifi-
cation of multiple genetic predisposing loci for cancers by 
GWAS has generated great interest and raised hopes that 
these SNPs may improve risk prediction if incorporated 
into available risk-prediction models. However, the results 
have been somewhat disappointing. Addition of 7 and 11 
GWAS-validated breast cancer susceptibility SNPs to the 
BCRAT model only improved the AUC by 0.025 and 0.030, 
respectively.149,150 Also, adding three GWAS-validated SNPs 
to a lung cancer prediction model increased the AUC by 
0.012.151 As more and more common cancer susceptibil-
ity SNPs are identified through GWAS, there is clearly a 
potential to improve risk-prediction accuracy as more SNPs 
are incorporated. More importantly, gene–environment 
interactions have not been fully explored and integrated into 
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risk-prediction models, and this approach would probably 
add more discriminatory accuracy than integration of SNPs 
alone. Cellular phenotypic biomarkers (e.g., mutagen sensi-
tivity and MN) are believed to measure the sum results of 
multiple genetic variations and thus, in theory, should pro-
vide more predictive power than individual SNPs. In the 
first attempt to incorporate cellular phenotypic biomarkers 
into a risk-prediction model, adding mutagen-sensitive phe-
notypes to a basic epidemiological risk prediction model for 
bladder cancer improved the AUC from 0.70 to 0.80.152,153 
This scale of increase is much higher than that reported from 
adding SNPs, demonstrating the potential of phenotypic 
biomarkers in improving cancer-risk prediction models.

Conclusion

Over the past two decades, enormous strides have been 
made in identifying biomarkers of cancer risk, and these 
discoveries have paralleled the evolution of the discipline of 
molecular epidemiology. Whereas the currently identified 
biomarkers have contributed greatly to our understanding 
of environmental exposure and cancer susceptibility, rapid 
advances in technology have greatly expanded the reper-
toire of biomarkers at all levels. We have already witnessed 
the revolution of GWAS in identifying novel cancer sus-
ceptibility factors. Although it is likely that most SNPs 
with larger ORs for common cancers have already been 
identified, given the large sample sizes of published stud-
ies, we will see continued application of GWAS in cancer 

risk assessment. Future GWAS will query cancer subtypes, 
population subgroups such as those categorized by expo-
sure, and diverse populations. Exploring cancer susceptibil-
ity in diverse populations could further the understanding 
of disease pathways and assist in fine mapping of genetic 
associations by exploiting the differences in LD among 
different populations. Fine mapping and functional char-
acterization of causal SNPs is a necessary step to move 
GWAS forward. GWAS will also be increasingly applied 
to identify genetic predictors of clinical outcomes. There 
is growing interest in the use of GWAS data for copy-
number variation (CNV) analysis.154 Moreover, the trend 
in performing WES and WGS to identify rare variants 
for cancer susceptibility will no doubt lead to an explosion 
of data reporting novel rare low- to moderate-penetrance 
variants, which would account for some of the missing 
heritability and provide enormous biological insight into 
human carcinogenesis. In the coming years, we will also 
see increasing use of various high-throughput “omics” tech-
nologies in cancer biomarker discovery. Unlike genotyping 
and sequencing, the techniques of epigenomics, transcrip-
tomics, proteomics, and metabolomics are subjected to 
concerns of sample heterogeneity, technical reproducibil-
ity, and, if performed in retrospective case-control studies, 
“reverse causation.” Longitudinal evaluation of these mark-
ers should always be preferred. Finally, validation is the key 
for any biomarkers, particularly those identified from high-
throughput technologies. In conclusion, the overarching 
goal is to integrate different levels of biomarkers of cancer 
risk into comprehensive risk-prediction models for specific 
cancer types in order to benefit public health.
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No matter how many mistakes you make or how slow you 
progress, you are still way ahead of everyone who isn’t trying.

(http://www.marcandangel.com/2012/06/08/60-
quotes-change-the-way-you-think/)

Biomarkers of early cancer detection, specific markers of a 
malignancy type, and predictive markers of response to treat-
ment will aid in the early diagnosis and selection of the most 
efficient therapies. An exponential growth in technologies has 
been achieved toward this goal in the past decade. However, 
it is safe to say that the field of disease biomarkers produced 
many more publications on the subject than actual “clinically 
actionable” targets. By no means a criticism, this statement 
reflects on the status quo of a discipline that has been “try-
ing really hard” but finding the goal more elusive with each 
step forward.1 Why has the progress been slow? Is it just the 
technology that is not on par with the complexity of human 
biology? Or perhaps, by focusing mainly on a paradigm of 
“DNA-mRNA-protein” as a fundamental driving force that 
defines a phenotype, are we oversimplifying and hence misin-
terpreting a system?2,3 We bring these very general questions 
to the attention of the reader for two reasons: first to spark a 
debate on the fundamental issues that biomarker discovery 
entails and second to put our detailed proteomics discussion 
into the perspective within the larger context of biomarker 
discovery.

Establishing a panel of biomarkers for early diagnosis 
of cancer holds tremendous promise but also faces daunting 
obstacles. The major challenge stems from the very nature of 
a biological system, its complexity, dynamics, variability, and 
versatility all making it difficult to draw clear lines between a 
state that would be considered normal and one that appears 
to be slightly different and in danger of becoming abnor-
mal. Then come barriers of logistics, such as a dichotomy 
between a need to mainly rely on population studies while 
facing tremendous intra- and interpersonal phenotypic vari-
ability, defining adequate controls, availability of specimens, 

and the danger of their potential adulteration before analy-
sis (i.e., in the course of collection, processing, and storage). 
Last but not least is the requirement for sensitive technolo-
gies capable of measuring target compounds directly from a 
biological milieu with a level of specificity and selectivity that 
allows differentiation among discrete cohorts of individuals/
patients that is reliable enough to justify the risk of acting  
on specific clinical modalities. There is a growing recognition 
that achieving true breakthroughs in the use of biomarkers 
to improve human conditions, while delivering health care 
in an economically sustainable way, requires concerted and 
coordinated efforts of stakeholders across disciplines and 
across borders. A large consortium of authors has recently 
published an in-depth analysis of the status of implemen-
tation of proteomics biomarkers of disease with a focus on 
postdiscovery/postvalidation barriers and outlined a need 
for a roadmap to biomarker implementation.4 In our review, 
we concentrate on the preimplementation stages of the bio-
marker pipeline from the perspective of technologies that 
are currently available for biomarker discovery and valida-
tion, with a focus on protein biomarkers for which mass 
 spectrometry (MS) plays a primary role.

The discipline of MS-based proteomics5 emerged 
through a serendipitous convergence of major technological 
developments in DNA sequencing, MS analysis of proteins/
peptides and bioinformatics. In the enthusiasm that followed 
the success of the Human Genome Project, it appeared that 
understanding how the functional phenotype of a cell/tissue/
organism relates to its protein/peptide repertoire was immi-
nent, leading to exaggerated expectations that the new tech-
nology of proteomics would deliver meaningful results in a 
short time. A rush for quick success resulted in controversies 
and disappointments, and unavoidably triggered questions as 
to the fundamental validity and practical usefulness of pro-
teomics approaches.6-8 The involvement of funding agencies 
(e.g., the National Cancer Institute [NCI]), which funded 
programs aimed at addressing various stumbling blocks of 
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proteomics technologies (e.g., the Clinical Proteomics Tech-
nologies for Cancer),9-15 and of professional organizations 
and consortia (e.g., the Human Proteome Organization 
[HUPO]16-20 and the Proteomics Specification in Time 
and Space [PROSPECTS] Network21) has been crucial, 
providing funding and building foundations and collabora-
tions among various disciplines to ensure future success in 
developing protein-based biomarkers of disease. Now, after 
more than a decade of intense effort, the promise of pro-
teomics remains valid. Accumulated experience, however, 
required reassessment of the prospects of achieving quick 
payoffs—especially in the context of translational research, 
as illustrated by a recent breast cancer biomarker study using 
an animal model that is reviewed at the end of this chapter. 
Nevertheless, the field is progressing steadily, and the les-
sons learned in the early days of the proteomics bonanza are 
informing the directions of new developments.22-30 Thou-
sands of papers on the subject have been published to date. 
Here we focus on selected aspects of method development 
that, in our opinion, will play a significant role in moving this 
effort toward its eventual success.

Before discussing different aspects of technology for 
protein biomarker discovery, it is important to ponder the 
nature of the objects of inquiry, that is, a protein and a pro-
teome, in the context of the goal of finding biomarkers of 
physiological processes leading to tumorigenesis. At first 
approximation, a protein can be viewed as a gene that has 
been realized in a dimension defined by the available amino 
acid building blocks. With this simple though simplistic 
concept of a protein-gene equivalence in mind, the proteome 
can be reduced to a catalogue of gene products present in a 
cell. From this perspective, experiments aimed at monitoring 
gross changes in the repertoire of “protein parts”—that is,  
the presence or absence of a specific gene product, or signifi-
cant differences in protein levels—would lead to the detec-
tion of robust biomarkers. Most protein biomarker discovery 
studies to date were based on these operational definitions 
of a protein and a proteome. The adopted strategies repre-
sented a natural extension of familiar approaches used in 
functional genomics and took advantage of the availability of 
the required, albeit imperfect, experimental tools. However, 
although proteins start their lives as strings of amino acid 
residues arranged in an order prescribed by DNA, they fur-
ther acquire a multitude of attributes that endow them with 
functional competence: they fold into specific shapes; they 
might need to be “cut to order” by proteolytic enzymes; they 
are decorated with modifications, many of which are tran-
sient by design; they are localized to the proper compartment 
of a cell; they interact with other cell components, including 
other proteins, to form “molecular machines”; and, once their 
mission has been fulfilled, they need to be disposed of in an 
orderly fashion. Defects in any of these processes could lead 

to, or result from, disease and hence could be used as valu-
able biomarkers.31-36 However, because of the very nature 
of experimental design and confounding factors of system 
complexity and limitations of technology, these types of bio-
marker candidates are likely to be missed in studies geared 
solely toward detecting changes in peptide/protein concentra-
tion. Although technically more challenging, approaches that 
target specific attributes of protein structure and function, 
including but not limited to the examples listed earlier, are 
gaining importance in the biomarker discovery field. Of note, 
systems biology–based predictions are still far from being 
able to model all aspects of protein “life.” Thus the analysis of 
a final protein product is the only approach currently avail-
able for characterization of protein-driven cell processes. As 
we discuss in this chapter, MS-based proteomics approaches 
enable  exploration of biomarkers in various contexts.

Defining “Normal”

“Always remember that you are absolutely unique. Just like 
everyone else.” This maxim, attributed to Margaret Mead, is 
also an excellent comment on the challenges intrinsic to bio-
marker discovery. What is normal for one person might be 
outside the norm for another. Hence, the “perfect world” sce-
nario of early detection of malignancy, or any other malady, 
would use “self ” as a control and rely on serial analyses of 
specimens collected at different time points, thus focusing on 
changes in, rather than absolute levels of, putative markers of 
health or disease. For a variety of reasons, longitudinal col-
lection of specimens for the population at large is not feasi-
ble. Therefore, we are limited to epidemiological approaches. 
In this context, assessing the level of variability within a 
population is vital to provide a baseline/reference point for 
evaluating disease consequences in terms of biomarkers.37 
To this end, a number of tools have been proposed and/
or are being developed. A protein equivalent to the Hap-
Map,38 and repositories of human DNA sequences,39-41 is 
the foundation on which disease-related changes in protein 
repertoire will need to be built. Databases of MS-identified 
peptides are being generated for human42 and model organ-
isms (e.g., mouse43). In addition, the normal range of post-
translational modifications (PTMs) should be considered.44 
For example, population proteomics proposes using targeted 
affinity capture approaches combined with high-throughput 
MS to screen large numbers of samples for a broad array 
of modifications.45 Antibodies or lectins could be used for 
enrichment. In this regard, the Human Protein Atlas is a 
valuable resource with respect to antibodies,46,47 and it will 
be important to generate the lectin equivalent.48,49 Examples 
of these datasets include publications on the normal urine,50 
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breast,51 oral epithelium,52 liver,53,54 and brain55 proteomes 
and PTMs in various settings.56 These catalogues of normal 
proteomes and PTMs will be crucial for identifying disease-
related changes—that is, candidate biomarkers.

MS Proteomics for Biomarker Discovery 
and Validation: An Overview  
of Basic Methods

The ideal biomarker discovery methods should be compre-
hensive to sift through as many potential targets as possi-
ble; verification/validation methods should be specific and 

accurate to filter out all false positives. The “open-mindedness” 
of MS in detecting all species that are ionizable, transferable 
to the gas phase, and produce discernible signals under the 
chosen experimental conditions, makes it an excellent bio-
marker discovery tool (Figure 22-1). Because it is not neces-
sary to know beforehand the identities of compounds to be 
monitored, untargeted (shotgun) approaches can generate 
extensive information on sample content.57-59 Conversely, 
MS assays can also be executed in a targeted fashion by 
focusing data acquisition on prespecified compounds of 
interest,60 thus providing the high level of selectivity required 
for biomarker validation experiments. In their most sophis-
ticated format, verification/validation assays employ stan-
dards labeled with stable isotopes to enable high-sensitivity 

2. LC MS

1. Proteolytic digestion

3 4

3
2

2

1

4

3. MS/MS data analysis 4. Bioinformatics

Proteins isolated
from a specimen

Proteins
identified

Peptides
generated
from proteins

Peptides
matched to the
DNA sequences

Peptide
selection
for MS/MS
stochastic
targeted

B

A

Figure 22-1 Shotgun (A) and hybrid (B) proteomics discovery workflows. A protein mixture isolated from a specimen consists of a great variety of 
species present at different concentrations (the size of a “protein shape” reflects its relative abundance). In either workflow, only a fraction of proteins/
peptides that are present in the sample are identified. At step 1, proteins are cut to smaller, manageable pieces using proteolytic enzyme(s), most com-
monly trypsin, to generate peptides (circles; different sizes represent relative concentrations). The resulting peptide mixtures, which typically contain 
hundreds of thousands of species, are prefractionated using chromatography (not shown) and then submitted to LC MS analysis (step 2). To identify a 
peptide, and hence the protein from which it was derived, peptide ions must be fragmented into smaller, sequence-dependent parts. Peptide fragmen-
tation is performed within the mass spectrometer and is referred to as tandem mass spectrometry (MS/MS). Most of the MS/MS approaches currently 
used rely on analyzing each peptide molecular ion (precursor) one by one. Given the complexity of a sample, at any given time the mass spectrometer 
is presented with many more precursors than it can possibly analyze by MS/MS. Hence, ion prioritization for further MS/MS analysis is necessary. In an 
untargeted, shotgun workflow (A), selection of a peptide molecular ion for fragmentation is based on signal intensity, leading to a stochastic choice of 
precursors from within a large array of potential contenders. Predictably, shotgun analysis is biased toward selecting highly abundant peptides at the 
expense of less abundant ones. In the hybrid workflow (B), a predefined set of precursor ions of interest is selected for MS/MS (step 1) followed by a 
shotgun signal intensity-based acquisition routine (step 2), as described for (A). The targeted ions are analyzed by MS/MS regardless of their relative 
abundance, as long as they meet the analysis-wide signal-to-noise threshold for precursor ion intensity (note the small size of the red dots representing 
target peptides selected for MS/MS in workflow B). In step 3, the experimental MS/MS spectra are compared to the theoretical in situ generated mock 
spectra predicted for peptides representing all proteins for which DNA sequences are known. In this process, the peptide identities and hence proteins 
are not derived de novo from the MS/MS data. Rather, they represent the best matches between the observed and theoretically predicted spectra. Of 
note, typically some of the molecular ions selected for MS/MS analysis do not generate reliable matches, and hence the number of identified peptides 
is always lower than the number of acquired MS/MS spectra. In step 4, bioinformatics tools are used to combine peptide-based matches to generate a 
list of proteins that are most likely present in the mixture. Because of the targeted nature of workflow B, low-abundance proteins (red) that are missed 
by the shotgun workflow (A) can now be identified. Thus, using a targeted approach for discovery overcomes the limitations of stochastic ion selection. 
Hence, to compare the compositions of two samples it is necessary to target the species of interest in both samples rather than rely on the unbiased 
nature of the stochastic shotgun workflow.
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detection, structure confirmation, and absolute quantifica-
tion of selected protein targets (Figure 22-2). In contrast to 
classical immunochemistry-based approaches, MS-based 
biomarker validation assays—that is, stable isotope dilution 
(SID) multiple reaction monitoring (MRM) MS (also called 
selected reaction monitoring [SRM] MS)—do not rely on 
protein-specific antibodies, and offer high multiplexing capa-
bilities.9,61-64 To achieve ultimate sensitivity in detecting and 
quantifying selected proteins, immunoaffinity isolation of 
representative target peptides followed by MRM is used and 
is referred to as stable isotope standards with capture by anti-
peptide antibodies (SISCAPA).65 Last, recent developments 
in MS technology—that is, improvements in mass resolu-
tion leading to significantly higher accuracy in detecting 
true targets66,67—and greatly enhanced scan rates, enabled 
hybrid MS discovery workflows in which the targeted and 
untargeted methods are executed in a single analysis. These 
hybrid workflows allow for the preferential analysis of pre-
determined ions while the excess capacity is used to analyze 
“unknowns” (see Figure 22-1, B).

Discovery and verification/validation platforms share 
a number of analytical steps albeit their modes of execution 
can differ significantly. Typically, liquid chromatography 
(LC) is used to fractionate a sample before MS analy-
sis. Eluting compounds are either transferred online in a 
continuous fashion to the mass spectrometer for electro-
spray ionization (ESI) MS68 or collected offline in discrete 
fractions for subsequent matrix-assisted laser desorption 
ionization (MALDI) MS.69 The classical experimental 

approach to proteomics MS data acquisition, which still 
dominates the field, involves rapidly toggling between 
two distinct automatically executed modes of operation: 
MS and tandem MS (MS/MS). The MS mode operates 
under conditions that maintain the molecular integrity 
of analytes and delivers a survey of mass-to-charge ratios 
(m/z) and relative intensities of the detected molecular ions 
(precursors). During MS/MS, a subset of precursor ions 
are transferred, one by one, to a collision cell where they 
are dissociated under controlled conditions into a series 
of fragment (product) ions whose m/z values and relative 
intensities carry structure-specific information. Although 
the elemental steps are common for both verification/
validation and discovery platforms, the paradigms of data 
acquisition and analysis differ significantly. In the former 
case, precursor ion selection before MS/MS is centered on 
predetermined masses of the components of interest; all 
other species in the sample are ignored. In the latter case, 
the targets are yet to be discovered and, hence, precursors 
are selected in a stochastic fashion. As to data analysis, in 
discovery assays, the experimental MS/MS spectra are 
compared to the theoretical in situ generated mock spectra 
predicted for peptides representing all proteins for which 
DNA sequences are known. In verification/validation 
assays (SID MRM MS), confirmation of analyte identity 
is based on matching the MS/MS data to the previously 
experimentally established, rather than predicted, MS/MS 
fragmentation features (i.e., types and relative intensities of 
product ions).

• GATE 1: SELECT
precursor ions of m/z
values specific for an
analyte and its stable
isotope-labeled
counterpart (standard)

• CONFIRM the
similarity of the
precursor-to-product
ion transition patterns
of an analyte and a
standard

• MEASURE product ion
intensities

• GATE 2: TRANSMIT
product ions of m/z
values specific for an
analyte and a standard

DETECT
SELECTED
product ions

GENERATE
product ions

IDENTITY
CONCENTRATION

Figure 22-2 Outline of stable isotope dilution multiple reaction monitoring mass spectrometry (SID MRM MS) experiments SID MRM 
MS workflows provide highly reliable and sensitive detection and accurate measurement of absolute concentrations of endogenous analytes such as 
proteins. The assay is reliable because double-gated filtering is used at both the precursor-ion (gate 1) and the product-ion (gate 2) stages of analysis. 
This method is very sensitive because the mass spectrometer exclusively monitors ions of interest without interference from others present in the 
sample. Analyte concentrations are measured with high accuracy by using stable-isotope (SI)-labeled internal standards that have identical chemistry 
to the endogenous analytes. Typically, SI-labeled internal standards are spiked into the sample at known levels early on in the experimental workflow to 
account for losses encountered during sample processing. The ability to measure absolute concentrations of analytes provides a high level of confi-
dence when comparing compositions of specimens obtained from different patient cohorts in biomarker verification and validation studies.
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Completeness of Shotgun Biomarker 
Discovery Proteomics

Limitations Inherent to Peptide-Centric 
Strategies for Protein Biomarker Discovery

With the exception of protein profiling, described later, the 
great majority of workflows that are currently used for pro-
tein biomarker discovery and validation rely on the analysis of 
peptides generated from proteins via enzymatic or chemical 
digestion. Consequently, the information about the structure 
of a protein identified in the sample is limited to a portion 
of amino acid sequence that is encompassed by the observed 
peptides (Figure 22-3). When the goal of analysis is to detect 
differences in relative protein concentration, limited sequence 
coverage by detected peptides often leads to ambiguity in 
identifying highly homologous proteins. Most importantly, 
any subtle but functionally relevant disease-related structural 
modifications resulting from posttranscriptional/posttrans-
lational processing are likely to remain invisible when shot-
gun approaches are used (see Figure 22-3). To remedy this 
problem, a number of specialized methods based on either 
chemical or biochemical characteristics of specific modifica-
tions (e.g., affinity capture using antibodies or lectins) are 
being developed to increase the chances of detecting bio-
markers that reflect proteome alterations extending beyond 
changes in protein expression and/or degradation. The 
ideal solution would be to use a protein-centric approach: 
to analyze intact proteins by MS to directly reveal potential 
changes in highly heterogeneous protein populations. Pres-
ently, high-resolution MS and MS/MS analysis of intact 
proteins in biological samples remains technically challeng-
ing. However, great strides in instrument design, along with 
novel method development, continue to advance this area of 
proteomics research.70-72

Technical Limitations of Data Generation

The great complexity and large dynamic range of protein 
concentrations in biological samples present major chal-
lenges to all MS proteomics workflows because of a mis-
match between the number of molecular ions generated and 
the MS analyzer’s capacity to process them by MS/MS. As 
a result, a large fraction of the detectable ions are not iden-
tified in a single MS/MS experiment (see Figure 22-1). 
Furthermore, because of the combination of the inherent 
nonlinearity of the system, and stochastic selection of pre-
cursors, subsets of ions analyzed by MS/MS will not be 
identical across replicate experiments, generating dissimilar, 
albeit overlapping, protein/peptide lists.15 Adverse effects 
of crowding-related competition lead to undersampling,73 

affecting untargeted discovery platforms to a much higher 
degree than targeted approaches. The actual extent of these 
limitations was demonstrated through a series of controlled, 
parallel benchmarking experiments, which established that 
prior knowledge of signature peptides (i.e., peptides having 
sequenced that are unique to targeted proteins) markedly 
improves overall detection sensitivity and reliability of quan-
tification.74 Performing replicate LC MS runs increases the 
number of identified m/z features. To maximize efficiency 
and information content, it is advantageous to set up repli-
cate analyses in an intelligent fashion to ensure that the same 
set of molecular ions will be interrogated across all samples, 
while allowing room for new discoveries in the course of each 
iteration. To this end, the hybrid untargeted/targeted work-
flows described earlier are best suited to monitor specific 
molecular ions that were missed in parallel analyses, thus 
minimizing information gaps in sample sets.75,76 Undersam-
pling tends to skew the results in favor of the most abundant 

Special
structural
feature of
interest, e.g.,
modification or
mutation

Portion of
protein
structure easily
detectable by
shotgun
proteomics

Figure 22-3 Challenges and opportunities presented by special 
features of protein structure, e.g., protein posttranslational 
modifications in proteomics analysis There is no guarantee that 
an untargeted shotgun analysis will detect the portion of the protein 
structure that carries a modification (oval; parts of protein sequence 
covered by identified peptides are shown by gray rectangles). Impor-
tantly, even if a peptide carrying a modification is seen, it might not 
be identified, that is, matched to a DNA sequence by using currently 
available software algorithms. Hence, if detection of a specific modifica-
tion is a primary goal, specialized methods that target specific chemical/
biochemical features of the modification need to be used. For example, 
affinity capture of glycoproteins using lectins or capture of phosphotyro-
sine residues using antibodies can be performed. Use of affinity capture 
or other specialized methods allows enrichment of subsets of proteins/
peptides carrying specific modifications, thus enabling identification of 
protein scaffolds present at very low levels. The figure template is based on 
David Goodsell’s rendering of Aconitase and Iron Regulatory Protein 1 (May 2007 
Molecule of the Month) by David Goodsell, retrieved from the RCSB Protein Data 
Bank at http://www.rcsb.org/pdb/pdb/101/motm.do?momID=42; doi: 
10.2210/rcsb_pdb/mom_2007_5.
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species, especially when ion intensity is used as the sole crite-
rion for precursor selection—that is, when “data-dependent” 
routines are used. Thus, novel iterative “information-dependent” 
data acquisition routines are being developed that intelligently 
prioritize targets for tandem MS on the basis of previously 
collected data.77-81

Limitations in Data Analysis

Currently, protein identification is based on matching the 
experimentally acquired peptide MS/MS spectra to theoreti-
cal in silico predictions derived from DNA sequences, rather 
than on inferring the sequence information by de novo inter-
pretation of the observed signature fragment ions.82 Hence, 
the success of analysis—assignment of peptide MS/MS 
spectra to specific proteins—relies to a great extent on the 
selection and quality of the protein sequence database that is 
being interrogated. Important parameters include relevance 
to the experimental design and the completeness and accuracy 
of the underlying DNA sequencing data. The need for the 
selection of a representative database cannot be overstated. 
First, proteins that are not included in the database will not be 
identified. Second, when there is a mismatch between sample 
composition and the database that is searched, there exists 
a serious danger of generating false-positive identifications. 
The example of identifying iridovirus and the microsporidian 
Nosema as purported reasons for bee colony collapse offers 
an important cautionary tale.83 The authors performed pro-
teomics analysis of material isolated from bees, but restricted 
the database to sequences of potential pathogenic organisms 
while excluding those of the host. Independent analyses of 
the data clearly demonstrated that MS/MS spectra originally 
assigned to iridovirus and Nosema were actually matched to 
the bee protein sequences with much higher probability.84

MS Protein Profiling

In addition to the high-resolution MS-based methods 
described earlier, protein profiling based on low-resolution 
MS analysis of mixtures of intact proteins in body fluids has 
been extensively used in biomarker discovery research.85 In 
its most common format of surface enhanced laser desorp-
tion/ionization (SELDI) MS,86,87 proteins from body flu-
ids such as serum or plasma are affinity captured by surfaces 
with various chemical properties and, following the addition 
of a matrix, ionized under MALDI conditions and surveyed 
using a time-of-flight (TOF) mass analyzer. The resulting 
mass spectra show a series of m/z features (peaks) of various 
intensities. The premise of this method is that the SELDI 

pattern will reliably discriminate among samples of various 
biological fluids/cells/tissues that are collected in normal 
versus disease states without invoking the need for identify-
ing the diagnostic features. Intrinsic to this approach is the 
concept of developing biomarker panels rather than single 
protein sentinels, which is appealing given the multifactorial 
nature of neoplastic diseases. Although attractive because  
of the simplicity of concept and methods, and its high-
throughput potential, SELDI MS protein profiling is plagued 
by a number of problems. First, the identities of proteins on 
which the diagnostic pattern is based are not known. Second, 
in view of the limitations of mass resolution, it is impossible to 
tell whether each peak represents a single protein or a mix-
ture of species of similar molecular masses. A combination of 
these two factors makes it difficult to control method repro-
ducibility. Third, even small changes in sample composition 
greatly affect the efficiencies of molecular ion generation 
under MALDI conditions. Hence, altered relative intensities 
of the same peak in different samples might be due to second-
ary effects rather than a reflection of differences in concentra-
tion.88 Last, SELDI is unlikely to capture low-abundance 
proteins. For example, many of the discriminatory proteins 
reported for ovarian cancer, such as apolipoprotein A, hap-
toglobin, and complement component 3, were also found to 
be affected in a number of different types of cancers. Never-
theless, the first proteomics-derived protein test for cancer 
biomarkers that was approved by the U.S. Food and Drug 
Administration (FDA) originated from SELDI technology, 
although its final format is based on a standard immunoas-
say, rather than an MS platform. The OVA1 test for ovarian 
cancer diagnosis (21 CFR 866.6050, ovarian adnexal mass 
assessment score test system) was developed by Vermillion, 
Inc.,89 approved by the FDA in 2009, and launched commer-
cially by Quest Diagnostics in 2010. This assay quantifies five 
serum proteins: beta-2-microglobulin, prealbumin, apolipo-
protein A-1, transferrin, and CA125. The results are scored 
from 1 to 10 to classify the likelihood that a woman’s pelvic 
mass is cancerous or benign.90 Of note, a recent SELDI-
based study that monitored seven serum proteins (some of 
them included in the OVA1 test) in addition to CA125 in 
prediagnostic specimens did not demonstrate any improve-
ments in sensitivity for preclinical diagnosis of ovarian can-
cer when compared to using CA125 as the only factor.91 In 
a recent paper evaluating SELDI technology, the authors 
reviewed 34 SELDI studies focused on ovarian cancer and 
compared the published data to their own analysis of plasma 
from ovarian cancer patients using MALDI techniques.92 
They found nearly a 50% overlap among all the detected 
m/z features and a 34% overlap in a subset of discriminat-
ing peaks, concluding that the results “indicate convergence 
toward a set of common discriminating, reproducible peaks 
for (identifying) ovarian cancer.” Hence, although the SELDI 
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or MALDI protein profiling platforms are not adequate for 
biomarker validation and clinical diagnosis, they might still 
have a niche at the discovery stage of biomarker develop-
ment, particularly when they are used in combination with 
MALDI methods of identification. However, the serious 
limitations of SELDI technology discussed earlier should be 
fully taken into consideration before choosing this path.

The Proteomics Toolbox for Biomarker 
Discovery and Validation

Developments in Mass Spectrometry 
Instrumentation and Acquisition Methods

As previously noted, undersampling is one of the bottlenecks 
in achieving increased breadth of proteome interrogation. In 
addition to the information-dependent modes of precursor 
ion selection that were discussed earlier, a number of other 
ideas for maximizing the generation of structural information 
from detected peptides are being pursued. An obvious way to 
increase the number of precursor ions that can be analyzed on 
the time scale of their introduction to the mass spectrometer 
is to significantly increase the speed of MS/MS acquisition. 
MS vendors are moving quickly in this direction. A paradigm 
shift in thinking about MS/MS experiments brought about 
revolutionary approaches that eliminate precursor ion selec-
tion altogether (parallel acquisition93). In these strategies, 
such as MSE94,95 and SWATH,96,97 molecular ions intro-
duced into the mass spectrometer are subjected to gas-phase 
fragmentations en masse in the source.95-97 Software tools 
are used to disentangle the resulting spectra, linking product 
ions to their precursors, and thus assigning peptide identi-
ties to precursor ions. This brute-force approach has become 
feasible because of the high accuracy of product ion mass 
measurements afforded by the current instrumentation and 
the ability to capitalize on shared product and precursor ion 
elution profiles to facilitate the analysis.93,94

Another way of overcoming the crowding problem is 
to minimize the load of precursors that need to be processed 
by the mass spectrometer within a unit of time. Sample sim-
plification via increased fractionation is being extensively 
used, with myriad variations that might include protein 
separation before protein digestion and/or extensive separa-
tion of peptide mixtures via a combination of orthogonal LC 
or capillary electrophoresis methods.98 Other improvements 
in increasing the efficiency of MS protein identification are 
likely to come from the recently commercialized technology 
of ion mobility separation (IMS).99-101 IMS fractionates 
ions in the gas phase on the basis of the ratio of their colli-
sion cross-section to their charge—that is, “shape”-to-charge 
ratios—thus providing an additional dimension of molecular 

ion separation after sample introduction into the mass spec-
trometer. Mass spectrometers equipped with IMS analyzers 
are capable of separating species of the same nominal mass 
that have different higher-order structures, thus increasing 
the visibility of ions that might have otherwise been missed 
and hence not considered for MS/MS analysis. Last but not 
least, samples can be simplified by removing interfering spe-
cies and/or enriching for proteins/peptides of interest, as 
discussed later.

Targeted MS Assays for Biomarker Discovery 
and Qualification for Analysis of Splice Variants

Alternative splicing has long been considered a hallmark 
of malignant transformation,102-105 and recent progress in 
RNA-Seq technologies revealed thousands of aberrant tran-
scripts in tumor tissues. However, in the great majority of 
cases, nothing is known about the functional implications 
of these alterations. Indeed, only a small fraction of poten-
tial splice variants have been observed at the protein level. 
The task of unambiguous identification of a splice variant is 
not trivial.106 It requires the ability to differentiate the aber-
rant protein from other variant and normal isoforms that 
are likely to be present in the same sample. Whereas proving 
the presence of a gene product requires identification of any 
peptide from any part of a protein sequence, the diagnos-
tic field of opportunity for a splice variant detection often 
is restricted to a very small portion of the protein sequence 
that encompasses the splice junction. Peptides diagnostic 
for splice forms stand the same chance of being selected for 
MS/MS in untargeted workflows as any other peptides of 
similar properties and abundance, as evidenced by a number 
of successful studies.104,107-109 However, we posit that use of 
targeted workflows might prove much more productive in 
detecting specific splice variants. It is important to note that 
not every splice junction will be represented by a tryptic pep-
tide that generates a precursor that can be analyzed by MS. 
Hence, use of various proteolytic strategies and complemen-
tary MS ionization modes—that is, MALDI and ESI—will 
likely increase the number of identified splice variants.

General Affinity-Based Methods to Access 
Low-Abundance Proteins

Body fluids, especially blood, are considered the primary 
source of cancer biomarkers because of their diagnostic avail-
ability and high likelihood that they contain a cancer finger-
print that represents proteins secreted, shed, or otherwise 
deposited into circulation from distant tumor locations. At 
the same time, plasma and serum present with formidable 
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analytical challenges due to their complexity in terms of the 
number of proteins that they carry, as well as the dynamic 
range of those proteins’ concentrations.110 Specifically, out 
of thousands of proteins likely present in plasma/serum, 
fewer than 20 account for more than 95% of the protein 
mass. Despite the currently achievable mid-attomole level 
of peptide detection, the dynamic range of plasma proteins, 
exceeding 10 orders of magnitude, is yet to be matched by the 
analytical capabilities of the most advanced mass spectrom-
eters. Hence, strategies involving the depletion of the most 
abundant sample components have been widely adopted, 
mainly based on immunoaffinity approaches using IgG and 
IgY antibodies.111-116 Although such a strategy enables much 
deeper interrogation of the proteome than would be other-
wise feasible, it comes with a price. Namely, potential bio-
markers that strongly bind to proteins targeted for removal 
will also be depleted and hence lost forever from further anal-
yses.113,117 The full extent of this potential problem is not 
presently known, but efforts toward evaluating the “omics” 
of a depleted fraction, currently focused mainly on proteins/
peptides bound to albumin—the albuminome—are being 
pursued.118-120 Of note, these studies could turn a problem 
into a solution: Abundant proteins targeted for depletion 
could be used as affinity reagents for enriching a specific sub-
set of interacting proteins. In this regard, the “depletome” is a 
relatively untapped source of putative biomarkers.121

The very different approach of using intermolecular 
interactions to access the low-abundance end of the pro-
teome is based on the concept of “equalizing” protein con-
centrations within the sample.122,123 Rather than removing 
abundant species, each protein, regardless of its relative con-
centration, is given a statistically even chance of encountering 
a suitable epitope to which it would bind with high affinity. 
Importantly, all possible epitopes are delivered at equimolar 
concentrations that are significantly lower than the concen-
trations of high- and medium-abundance proteins. In this 
scenario, it is the number of high-affinity epitopes that are 
available rather than the overall amount of a protein in the 
original sample that would drive final composition of the 
extracted protein mixture. This approach was commercial-
ized as ProteoMiner technology by BioRad and uses a library 
of hexapeptides attached to magnetic beads. Although the 
concept of dynamic range compression offered by equal-
izer beads is very appealing, it is yet to be optimized. The 
bulky physical format might be one of the limiting factors; a 
large volume of beads is required to achieve a comprehensive 
representation of all potential epitopes, thus necessitating 
the use of matching volumes of a sample. Nevertheless, the 
method was successfully applied to profile more than 1500 
low-abundance proteins in erythrocyte lysates, a sample 
presenting great challenges because hemoglobin (Hb) com-
prises 98% of the cells’ proteome. However, to achieve this feat, 

5 g of total protein was used to isolate 8 mg of material—an 
estimated recovery of about 8% of the non-Hb fraction.124 
In plasma, antibody depletion and peptide ligand library 
enrichment methods performed similarly.125 In addition, the 
utility of the latter capture method as applied to the analy-
sis of conditioned medium, which contained serum, was 
recently shown.126 A number of studies have been published 
that used the peptide ligand library approach in the context 
of cancer biomarker discovery.127-129 Translation of this tool 
into a “nano” format might greatly enhance its utility.

Techniques for Relative Protein Quantification 
at the Discovery Stage of Biomarker Analysis

Biomarker discovery assays are designed to assess differences 
between the disease and control samples in a quantitative 
manner.130-132 In contrast to MRM assays, discovery assays 
measure relative abundances rather than absolute concentra-
tions. Hence, comparing the levels of the same protein across 
samples is more reliable than comparing abundances of dif-
ferent proteins in the same sample. Label-free approaches and 
methods based on the concept of isotopic dilution are com-
monly used. Label-free methods are attractive because they 
do not require any specialized sample processing, but they 
analyze one sample at a time.133-135 As to the latter approach, 
a category of isobaric reagents has gained popularity because 
such reagents offer the opportunity of multiplexing samples 
for LC MS analysis—thus significantly minimizing analysis 
time, an important consideration for large proteomics stud-
ies. When using isobaric reagents, samples are processed 
independently up to the stage of labeling proteolytic peptides 
with stable isotope reagents and then combined for further 
fractionation and MS.136,137 An attractive stable isotope–
based approach of stable isotope labeling with amino acids in 
culture (SILAC) was originally introduced for studies on cell 
cultures where it is possible to incorporate stable isotope–
labeled amino acids in vivo as natural precursors of protein 
synthesis.138 SILAC allows samples to be combined at much 
earlier stages of sample preparation, thus minimizing artifacts 
related to sample processing.139 Although clinical specimens 
themselves are not amenable to stable-isotope labeling, gen-
eration of labeled reference proteins in cell cultures extended 
the use of Super-SILAC140-142 to nonculturable systems.

Specialized Approaches Tailored to Analysis  
of Protein Glycosylation

Aberrant glycosylation has long been recognized as a hall-
mark of malignant transformation of mammalian cells,143,144 
and hence changes in protein glycosylation can serve as 
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sentinels of cancer detection.145-160 Many of the oldest and 
most widely used clinical cancer biomarker tests detect gly-
coproteins, including carcinoembryonic antigen (CEA), used 
as a marker of colorectal cancer161,162; cancer antigen 125 
(CA125), frequently used to diagnose ovarian cancer163,164; 
prostate-specific antigen (PSA)165-167; and serum CA 19-9, 
commonly used for the diagnosis of pancreatic cancer.168,169 
However, because of the complexity of carbohydrate struc-
tures and related technical challenges, progress in glyco-
protein analysis has been slow. Tellingly, the structures of 
CA125 glycans have not been fully characterized despite 
more than 30 years of intense investigation.170 Neverthe-
less, the past decade saw significant progress in glycomics 
technologies,134,167,171-182 including MS methods for direct 
analysis of glycopeptides183-186 and development of bioinfor-
matics tools for data analysis.187-189

When interrogating the glycoproteome for biomarkers, 
the proverbial “needle-in-a-haystack” challenge is exacerbated 
by the great heterogeneity of glycoprotein structures. Differ-
ent classes of oligosaccharide structures are attached to pro-
teins via Ser/Thr (O-linked) and Asn (N-linked) residues. 
Although a consensus sequence for N-linked glycosylation is 
known (NXT/S, where X is any residue except proline), the 
specific amino acid sequences that make up O-glycosylation 
sites are not well understood. Thus, use of these potential 
glycosylation sites varies widely for reasons that remain 
obscure. In addition, there is substantial heterogeneity in the 
N- and O-linked glycan motifs across different sites as well 
as occupancy of individual sites. Analysis of N-glycosylation 
is facilitated by the availability of a specific asparagine deam-
idase enzyme that releases N-linked structures. Peptide 
N-glycosidase F (PNGase F) hydrolyzes the amide bond 
of the asparagine residue to which the glycan is attached.190 
This process results in a 1-Da increase in the molecular mass 
of the deglycosylated peptide, thus marking the original 
N-glycosylation site with a mass tag easily identifiable by MS. 
When performed in the presence of 18O-labeled water,191 a 
3-Da increase in peptide molecular mass provides greater 
distinction. On the other hand, the development of equiva-
lent enzymes for the release of O-linked structures, and iden-
tification of their sites of attachment, has yet to be achieved. 
In this regard, engineering a proteinase that would hydrolyze 
the GalNAc-Ser/Thr linkage would greatly facilitate stud-
ies of O-linked structures and the glycoproteins that carry 
them. Importantly, the HUPO Human Disease Glycomics/
Proteome Initiative coordinated a multi-institutional study 
aimed at evaluating methods for profiling O-glycosylation 
that demonstrated the preeminent performance of MS for 
O-glycopeptide and O-glycan analysis.192 Reliable proto-
cols for characterization of O-deglycosylated proteins using 
chemical193 or partial enzymatic deglycosylation methods186 
were recently published.

Current approaches to the analysis of glycoproteins as 
potential biomarkers typically involve one or more enrich-
ment steps, proteolytic digestion, and LC MS analyses. 
Enrichment of carbohydrate-containing species is performed 
at either the glycoprotein or glycopeptide level. Although 
both approaches offer distinct benefits, glycopeptide-based 
capture provides the advantage of identifying exact protein 
regions and, often, a specific site of glycosylation. On the 
other hand, in the workflows based on affinity selection at 
the glycoprotein level, protein identification is facilitated 
by the analysis of multiple peptides194—although with an 
increased risk of detecting off-target species, that is, those 
that either bind to a matrix in a nonspecific manner or inter-
act with glycoprotein targets. The latter phenomenon might 
prove useful in detecting alterations in protein-protein inter-
actions triggered by cancer-related changes in glycosylation.

Given that affinity selection of glycan-containing mol-
ecules is an important component of the glycoproteomics 
workflow, it is possible to analyze unfractionated samples. 
However, when analyzing plasma or serum that are over-
whelmed by a small number of highly abundant proteins, 
their immunoaffinity depletion is often done before glyco-
peptides/protein enrichment, thus enabling deeper coverage 
of the remaining lower-abundance proteome where bio-
markers typically reside. The most commonly used enrich-
ment approaches take advantage of lectins, proteins that 
specifically bind to various N- and O-linked carbohydrate 
motifs.195,196 In addition, chemical methods that exploit 
 elements of glycan structures have also been introduced.197

A variety of protocols have been developed for lectin 
capture of glycoproteins and glycopeptides, based either 
on a single lectin194,198-200 or on a combination of lectins 
with different selectivities, either in a serial201 or a mixed-
bed multi-lectin affinity capture manner202-205 and using 
different analytical formats (e.g., gravity column chroma-
tography, magnetic beads, or high-performance liquid chro-
matography [HPLC], the last providing the highest degree 
of reproducibility and speed).13,14,200,206,207 Elution of 
captured glycoproteins/glycopeptides is accomplished using 
either mono- or disaccharides presenting lectin-specific 
epitopes200,202,208 or nonspecific disruptors of lectin-glycan 
binding, such as acidic or high-salt reagents.194,207,209,210 
Additional fractionation of the captured species using vari-
ous forms of HPLC is often performed before MS analysis. 
Judicious selection of lectins is vital for the success of a bio-
marker discovery experiment. An elegant study that explored 
the performance of lectins of varying specificities highlighted 
the potential utility of a polylactosamine-directed Lycopersi-
con esculentum lectin (LEL) of narrow specificity in differen-
tial analysis of the glycoproteome of breast cancer patients, as 
compared to control individuals.194 In a study that focused 
on Aleuria aurantia lectin (AAL) enrichment of highly  
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fucosylated glycoproteins, approximately 50% of the glyco-
proteins correlated with a hepatocellular carcinoma diag-
nosis, with fucosylated hemopexin emerging as a potential 
biomarker of cancer with a high degree of specificity and 
selectivity of 92% for both.199

As to chemical methods of enrichment, two similar 
approaches, involving hydrazide211 or boronic acid chem-
istry, capitalize on the cis diols present in monosaccharide 
structures. Bound glycoproteins are trypsin-digested in 
situ, and nonglycosylated/unbound peptides are removed 
by washing. Then covalently coupled N-linked glycopep-
tides are released by PNGase F treatment and analyzed by 
LC-MS/MS.211 In an alternative approach, glycopeptides 
rather than intact glycoproteins were captured by hydrazide 
beads,212 which resulted in a marked increase in the num-
ber of recovered glycopeptides. A complementary approach 
employed boronic acid–functionalized beads to covalently 
capture glycoproteins, which were then eluted with acid.213 
Building on data derived from these methods, Aebersold’s 
group214 developed a searchable online catalog for deposit-
ing data regarding N-linked glycosylation sites and glyco-
peptide sequences (www.UniPep.org). This repository is an 
important companion to sequence-based algorithms that 
predict N-linked glycosylation sites and, as such, is a valuable 
resource for plasma- and serum-based studies.

Studies focused on specific glycan structures rather 
than on their protein scaffolds are also being aggressively 
pursued, and a number of glycan-based cancer biomark-
ers have been proposed.149,151,158,215-224 Here, glycans are 
released either by enzymatic (for N-linked) or chemical (for 
O-linked) methods, fractionated by chromatography, and 
analyzed by MS for compositional and structural profiling. 
The latter approach offers high sensitivity in differentiat-
ing between normal and disease-related structures, which 
are often more elaborate. Recently developed methods use 
isomer-sensitive stationary phases, such as porous graphi-
tized carbon220,225 or hydrophilic interaction chroma-
tography,222,226 for nanoLC separation of complex glycan 
mixtures. Importantly, high chromatographic resolution 
and reproducibility of the method allow isomeric struc-
tures to be assigned without the need for oligosaccharide 
derivatization. Recent high-throughput application of this 
technology to serum samples from ovarian cancer patients 
(n = 46) and controls (n = 48) revealed approximately 
250 N-linked glycan features with more than 100 dis-
tinct compositions, and provided discrimination between 
healthy control and cancer samples.227 Although these 
results require further validation, they nevertheless speak 
to the robustness of the platform and its potential utility 
in a screening format. Ongoing efforts aimed at complete 
annotation of the “normal” human serum glycome in terms 

of glycan composition, MS/MS spectra, and LC reten-
tion times will greatly facilitate use of platforms and work-
flows for interrogating the glycoproteome and the glycome 
spaces, which remain relatively unexplored.225 Glycan tag-
ging using hydrazide-based chemistry to enhance oligosac-
charide ionizability and MS detectability has recently been 
reviewed.228 Finally, engineering bioorthogonal monosac-
charides bearing biologically inert functional tags that 
are accepted as natural substrates and incorporated into 
glycoconjugates is an attractive complementary approach 
for exploring structures of specific classes of cell surface 
glycans.229,230

Example: Biomarker Development Using 
a Mouse Model of Human Breast Cancer

A recently published account of credentialing a consolidated 
set of biomarker candidates in an animal model of breast 
cancer provides an excellent illustration of the complexity 
of the process of selecting high-value markers out of the 
large number of potential contenders.231 The major focus 
of this work was verification, which built on the discovery 
data generated by the authors and other investigators using 
the results of 13 independent microarray and untargeted 
shotgun proteomics experiments performed in plasma and 
tissues. In the course of a multistep verification process, an 
initial set of 1908 putative biomarkers assembled according 
to preestablished criteria was reduced to a set of 36 proteins 
that were verified, using a high-stringency assay, as elevated 
in the plasma of tumor-bearing mice. From the standpoint 
of technology, this carefully designed study provides a 
unique perspective on capabilities of current methods under 
ideal conditions because the variability related to biologi-
cal and environmental factors was minimized by using an 
animal model.

This work used a well-characterized doxycycline-
inducible, bitransgenic MMTV-rtTA/TetO-NeuNT (Her2/ 
Neu) mouse model of breast cancer. Healthy transgenic 
TetO-Neu animals were used as controls. The goal of the 
first triage step was to identify the candidate biomarkers that 
were detectable in plasma, as many originated from tissue-
based studies. To this end, a targeted MS proteomics method, 
accurate inclusion mass screening (AIMS),66 was used to 
screen pooled plasma from 20 tumor-bearing animals for  
the presence of peptides representing 1144 candidate pro-
teins. Close to 17,000 proteotypic peptides232-234—those 
that are detectable under the experimental conditions and 
diagnostic for a given protein—were targeted, resulting in the 
detection of 43% of the candidate proteins. Not unexpectedly, 
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the highest confirmation rates were for candidates that origi-
nated from plasma analysis. However, 17% of the candidates 
that were originally discovered only in tissue were identified, 
including 2% that were derived exclusively from the mRNA 
analyses. In the second triage step, the authors used a semi-
quantitative format of SRM to further cull their list of can-
didate biomarkers. Of 383 candidates that were examined 
using plasma pools of tumor-bearing and control animals, 
relative concentrations of 43% and 10% proteins demon-
strated differences estimated with high and medium levels 
of confidence, respectively. The third-stage triage employed 
quantitative targeted MS assays: SID SRM and SISCAPA. 
A total of 79 high- and medium-confidence candidates were 
evaluated in individual animals from two disease cohorts: 
animals with substantially advanced tumors (cohort 1) or 
mice in an early phase of the disease process (cohort 2). 
For cohort 1, 36 proteins (46%) were significantly elevated 
as compared to disease-free control mice. In contrast, only 
two proteins circulated at significantly higher levels in the 
mice from cohort 2 versus controls, which exemplifies the 
considerable challenge of verifying biomarkers of early-stage 
tumors. Final verification, which employed wild-type mice 
with confounding conditions, suggested that most of the 
identified biomarkers were likely to be specific for breast 
cancer.

In summary, in addition to its primary value of propos-
ing potential breast cancer biomarkers, the study benchmarks 
the currently available technologies in a tightly controlled 
in  vivo model. Significantly, of the 369 candidates selected 
solely on the basis of significant differences in mRNA 
expression in tissue, only about 2% were confirmed by 
AIMS, and none were subsequently verified. Likewise, none 
of the 35 candidates revealed by the label-free proteomics 
discovery assays in plasma alone were verified. These results 
clearly demonstrate that biomarker discovery focused solely 
on plasma is very unlikely to be effective without including 
concomitant analyses of affected tissues (or proximal fluids) 
at the protein level.

Conclusions

Currently, many more biomarker candidates have been pro-
posed by MS proteomics discovery studies than have been 
validated with the rigor required for their use in the clinic. 
At the same time, only a small portion of the proteome has 
been interrogated, and hence only a fraction of potential 
biomarkers have been brought to light. In view of limited 
resources, this situation poses a dilemma as to what should 
be prioritized in the near future: verification of the plethora 

of candidate biomarkers or discovery of new ones. From the 
perspective of furthering understanding of cancer and help-
ing patients, this is a false choice. Nevertheless, it is bound 
to affect funding decisions and consequently the directions 
that the field will take. A clear distinction is required in 
terms of addressing the needs of the validation versus dis-
covery arms of the biomarker development pipeline. First, 
a robust strategy for traversing the precarious middle point 
in candidate biomarker evaluation is required. At the stage 
of biomarker qualification, the least likely targets need to 
be weeded out using relatively inexpensive semiquantitative 
approaches before investing in rigorous and costly assays 
for the most valuable contenders.22 Validation requires 
the analysis of large number of samples from various well-
defined cohorts using well-established, well-controlled, uni-
form, and standardized protocols. From this perspective, 
large research consortia, with guaranteed access to proper 
specimens and all the advantages that economy of scale 
brings in terms of infrastructure, stand the best chance of 
streamlining the process and producing reliable results in a 
timely fashion. In addition, major efforts are being made in 
the biotechnology and biopharmaceutical sectors. Further 
investments in the field of biomarker discovery should also 
promote novel protocols and strategies aimed at increasing 
the breadth and depth of coverage. As history teaches, these 
types of cutting-edge scientific endeavors tend to be most 
successful when left to small independent groups of highly 
creative researchers.

To summarize, we are far from the ability to detect, 
identify, and quantify every protein in all of its isoforms in 
biological specimens. When designing experiments, our 
decisions are based not only on scientific factors, but also on 
constraints of economy and logistics. Therefore we need to 
be pragmatic and strive for maximum efficiency while accept-
ing the need for imperfect solutions. This approach goes 
against the grain of analytical chemistry, creating a healthy 
tension. In this context, it is more important for biomarker 
discovery methods to be as comprehensive as possible rather 
than reproducible, which comes into play at later stages. On 
the other hand, it is vital for validation methods to be rock 
solid, artifact free, and reproducible, preferably across ana-
lytical platforms and laboratories, to enable generation of the 
necessarily large volumes of data in a reasonable time frame. 
In an ideal world, it would be preferable to invest in meth-
ods that deliver biomarkers that provide insights into the 
disease process. However, given the pressing needs of can-
cer patients and people with other diseases, we are forced to 
accept less informative solutions that deliver clinically useful 
biomarkers, in terms of diagnosis and therapeutic responses, 
regardless of our current understanding of their functional 
relevance.
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Introduction to Next-Generation 
Sequencing

Current DNA sequencing methods differ dramatically from 
a mere 7 years ago, when next-generation sequencing (NGS) 
instrumentation was first introduced.1 Indeed, the science 
of DNA sequencing is only 35 years old, and its companion 
discipline known as genomics has been revolutionized by the 
advent of NGS instrumentation and its application to myr-
iad biological questions. Whereas conventional DNA clon-
ing and sequencing approaches, largely based on the initial 
descriptions by Fred Sanger and colleagues,2-5 provided key 
reference genome sequences for model organisms (Caenorhab-
ditis elegans, Escherichia coli, Arabidopsis thaliana, Saccharomy-
ces cerevisiae, Mus musculus) and for humans,6 next-generation 
instruments and associated analytical efforts have truly revolu-
tionized the nature of biological inquiry. This fact is nowhere 
more evident than in the study of cancer, first proposed by 
Bovery as a disease whose origins lay in profound alterations 
of the nuclear DNA, remarkably before DNA was found to 
be the hereditary material and instruction set for the organ-
ism. His hypothesis about cancer as a disease of the genome 
was first supported by microscopic observations of reoccur-
ring chromosomal translocations in leukemic cells.7-10 Later, 
the fusion proteins resulting from these translocations were 
proven necessary and sufficient to induce the developmental 
arrest and proliferation of leukemic cells. Hence, genomic 
alterations were a precursor to cancer’s development.11-14

Having the reference human genome in hand, the 
combination of polymerase chain reaction (PCR) and 
Sanger sequencing by fluorescent capillary methods pro-
vided the first nucleotide-level evidence that point mutations 
in tyrosine kinase genes also were associated with carcino-
genesis.15,16 Thus, DNA sequencing was shown to provide 
a higher resolution “microscope” with which to catalog spe-
cific genes that were commonly mutated in cancerous cell 

genomes. These efforts also established the rationale that 
genes found recurrently mutated in different cancer samples 
and ultimately across different types of tumors were likely 
drivers of oncogenesis. Although increasing the scale of 
this approach was attainable, there were known limitations 
to PCR- and Sanger-based approaches (Figure 23-1). On 
a practical level, PCR had many sources of failure, includ-
ing the inability to design primers that bind with fidelity in 
repetitive sequences or exclude pseudogenes or distinguish 
specific genes in gene families, as well as amplification failure 
when primer annealing failed due either to DNA polymor-
phisms or to structural alterations that changed or removed 
one or both binding sites or to poor amplicon yield from 
high G+C content (common in the first exons of genes). 
Furthermore, data generation for large numbers of genes 
required a significant amount of DNA to be obtained from 
each tumor. In addition, although large-scale automation 
could be employed to provide throughput and reproducibil-
ity, scaling successfully to address all human genes in large 
numbers of samples was cost prohibitive. Beyond practical 
considerations, the approach provided no information about 
DNA rearrangements or copy number alterations and over-
all no appreciation of reoccurring events outside the genes.

The advent of NGS instruments addressed many of 
these limitations by providing several advantages in terms 
of throughput and cost.1 Although the technical nuances of 
the various NGS instruments differ, they generally share the 
same principles (Figure 23-2). These include (1) a simplicity 
of library construction that requires comparatively little DNA 
versus PCR-based methods, (2) an enzymatic amplification 
of each library fragment to produce sufficient signal during 
the sequencing reaction, and (3) a stepwise sequencing reac-
tion that detects the signal from each nucleotide incorporation 
reaction of each amplified fragment population before mov-
ing to the next reaction. This en masse sequencing approach 
is why NGS is often referred to as “massively parallel.” Indeed, 
dramatic increases in scale and speed, and decreases in cost, of  
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data generation by NGS have occurred in a very short time. 
The size of NGS datasets, especially from whole-genome 
sequencing (discussed later), coupled with relatively short 
read lengths compared to Sanger sequencing, have required 
substantial investments in the development of computer al -
gorithms, computing/IT infrastructure, and computational 
biology expertise to successfully interpret the data.17 These 

computational efforts have been further taxed by continued 
improvements in NGS data quality (error rates), increas-
ing read lengths, and the ability to generate sequencing data 
from both ends of each library fragment (typically referred to 
as “paired end” sequencing) because of the need for new algo-
rithm and data analysis pipeline development as well as refine-
ments to existing computational pipelines. The bottom line is  

Figure 23-1 PCR and capillary 
sequencing of exons A generalized 
workflow is shown for the PCR-based 
amplification of specific exons in the 
human genome, their sequencing, and 
separation of the nucleotide sequence 
by a fluorescent capillary sequencing 
approach. Nucleotide changes can be 
identified by the appropriate software, 
such as PolyPhred, which was widely 
used for analysis of capillary data. A 
single base substitution mutation is 
shown in the trace data example. Pros 
and cons of the approach are listed and 
described in the text.
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sequencing (NGS) of whole 
genomes A generalized workflow 
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shown. Several pros and cons of this 
approach are listed and described in 
the text. Computational identifica-
tion of the genome-wide differences 
between tumor and normal genomes 
requires highly specialized pipelines 
for each variant type (point mutation, 
copy number alteration, insertion/
deletion variant, structural variant).

Pros:
Rapid inexpensive data generation of whole genome data
Comprehensive analysis possible for nearly all somatic events
Low input DNA amounts possible
Scalable

Cons:
Large data volumes are computationally challenging
Short read lengths

Genomic DNA

Fragment

Ligate adaptors.

Generate clusters.

Sequence ends.

F
lo

w
 c

el
l

SP1

SP2 A2

SP2 A2

SP1 A1

A2
SP1

SP2
A1

A1

https://CafePezeshki.IR



The Technology of Analyzing Nucleic Acids in Cancer 349

that the first step in interpreting short read data is computa-
tional alignment to a reference genome such as the Human 
Reference Genome.18,19 Alignment maps each read or read 
pair to its origin in the genome and then assigns a quality score  
to the mapping position that can be interpreted for its cer-
tainty of correct placement. Subsequent analytical approaches  
further interpret the total read alignment (also called “cover-
age”) in a variety of ways to identify single-nucleotide variants 
(SNVs), small insertion or deletion events that involve one or 
a few bases (“indels”), and structural variants (large insertion or 
deletion events, chromosomal inversions, or translocations–see 
Figure 23-3). Although read length and data quality improve-
ments have overall expanded the utility of NGS for biological 
experimentation and decreased the cost of data generation by a 
trajectory that exceeds Moore’s law, the computational require-
ments of NGS analysis have remained largely unchanged.20 
Many unique aspects, discussed later, further complicate 
sequencing and analysis from cancer samples. In spite of the 
obstacles, our understanding of the genomic landscape of can-
cer has changed remarkably in just a few short years.

Challenges to NGS Analysis of Cancer 
Nucleic Acids

The search for somatic variation in cancer DNA and RNA 
has a distinct advantage over other complex diseases: The 
exact comparison of tumor to normal nucleic acids within an 

individual patient distinctly identifies those alterations that 
are tumor unique. Furthermore, there are increasing amounts 
of data from various projects that have begun using NGS 
methods to catalog large numbers of cancer cases across 
different tumor types (ICGC [icgc.org], TCGA [cancerge-
nome.nih.gov], PCGP [www.pediatriccancergenomeproject
.org]21 that can be used to inform individual analyses about 
previously described alterations. In spite of these decided 
advantages, there are several significant challenges that con-
found experimental design and analytical approaches in can-
cer genomics studies. Several examples of these challenges 
are described next, along with the ways researchers attempt 
to overcome them, where applicable.

Tumor Cellularity

Cancerous cells in solid tumors do not exist in isolation in 
the body. Rather, they are always in close proximity to normal 
cells of various types, including stromal cells, immune cells, 
and components known as the extracellular matrix (ECM). 
The proportion of tumor cells can be estimated by an experi-
enced pathologist examining the tumor section under hema-
toxylin and eosin staining, and this estimate is expressed as a 
“percent tumor nuclei” or “percent tumor cellularity” value. As 
a result of the association of tumor and normal cells, an iso-
late of DNA or RNA derived from a solid cancer sample will 
contain both tumor and normal cells unless a specific proce-
dure such as flow cytometry or laser capture microdissection 

Figure 23-3 Read placement distance 
and orientation is indicative of 
structural variation of various 
types In each figure, the paired end 
mapping (PEM) orientation and distance 
on the reference genome (Ref ) of the 
NGS data is shown relative to the short 
read mapping (SRM) of the experimental 
data (Exp). (A) The anticipated read 
mapping distance and orientation are 
shown. (B) A deletion in the experimen-
tal genome. (C) An insertion. (D) An 
inversion. (E) A complex rearrangement. 
(F) A translocation. With permission from 
Quinlan AR, Hall IM. Characterizing complex 
structural variation in germline and somatic 
genomes. Trends Genet. 2012;28:43-53.
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(LCM) is used first to significantly enrich the percentage of 
tumor cells in the isolate. Also, certain tumor types, such 
as those from prostate or pancreas, are more prone to low 
tumor cellularity. Based on the pathology estimate, decisions 
in sequencing must be made in the context of tumor cellu-
larity percentages. Namely, if the tumor cellularity is below 
60%, the decision must be made either to enrich the tumor 
by flow cytometry (more common for blood cancers such as 
lymphoma or leukemia) or by LCM (used for solid tumors), 
or to try oversampling the tumor NGS library (increased 
sequencing coverage) by an amount commensurate with the 
tumor cellularity estimate. Although sorting or LCM seems 
the most obvious choice, one limitation of either approach 
is that significantly reduced yields of DNA or RNA will be 
obtained. Unless specialized procedures are in hand, the low 
yield may limit the ability to derive high-quality data from 
such samples. By contrast, oversampling may be effective for 
DNA sequencing but will be more expensive to generate and 
will require adjustment of variant calling parameters, or use 
of a more sensitive variant caller, to effectively identify somatic 
variants. Oversampling for RNA-seq from a sample with low 
tumor cellularity is generally not advised, as the tumor tran-
scripts will be too difficult to discern from those of the nor-
mal cells unless LCM or sorting is first used to separate the 
tumor cells from the adjacent normal/nonmalignant cells.

Heterogeneity (Regional versus Genotypic)

Heterogeneity is a fundamental aspect of cancer cells found 
within the same tumor of which there are two types, regional 
and genotypic. Regional heterogeneity reflects the differences 
that emerge in solid tumors as they grow and progress. It 
refers to the different regions present in a tumor mass, such as 
areas of necrosis or areas of invasion (of surrounding normal 
tissue). Genotypic heterogeneity reflects the fact that cancer 
cells evolve during the process of tumor progression, so that 
not all tumor cells share the same somatic genotype. In geno-
typic heterogeneity, the use of NGS has demonstrated that by 
comparing the genomes from progression samples (a de novo 
leukemia compared to its relapse) using high-depth sequenc-
ing of somatic mutations, an initiating or “founder” clone 
can be identified that contains the core mutational load that 
initiates tumor growth as well as more advanced clones that 
combine newer mutations with those in the founder clone.22 
One shared aspect of regional and genotypic heterogeneity is 
that as a tumor mass increases in size, both are more likely to 
occur in that areas of regional heterogeneity are likely to have 
genotypic heterogeneity. There are so far only two studies to 
examine this at the DNA level; one study of two advanced-
stage renal cell carcinomas that exhibited extreme genotypic 
heterogeneity23 and one study of five early-stage (2/3) breast 

cancers that showed little to no genotypic heterogeneity24 
when sampled and studied at multiple sites.

Ploidy and Copy Number Alterations in DNA

Altered numbers of chromosomes (more or fewer than 2) 
have been widely observed in cancer cells, likely reflecting 
errors in chromosomal segregation that occur during rapid 
division and growth cycles. Observing ploidy alterations 
requires cytogenetic examination of the tumor cells in meta-
phase, which may or may not be part of the pathology-based 
diagnosis for the patient sample. Alternatively, ploidy altera-
tions and large chromosomal arm or subarm amplifications 
and deletions (somatic copy number alterations or SCNAs) 
can be inferred from signal strength–based analysis of geno-
typing array data.25,26 Ploidy increases and arm or subarm 
amplifications are important in DNA sequencing of the 
tumor because these regions will contribute more DNA to 
the library, and hence more reads will result than for the dip-
loid (or haploid) regions of the genome. Thus increased cov-
erage must be obtained for the tumor library to compensate 
for amplified regions or ploidy-altered chromosomes so the 
coverage of diploid genomic regions is sufficient for variant 
detection. Careful analysis of aligned reads in copy number–
altered regions can provide exquisite resolution of the genes 
involved and of the relative timing of somatic mutation and 
copy number alteration when both occur in the same locus.27

FFPE Preservation and Nucleic Acid Integrity

Most pathology assays used in cancer diagnosis and charac-
terization require stability of proteins and cellular structure. 
Hence, fixation in formalin and embedding in paraffin have 
been the standard pathology preparation methods for more 
than 100 years. As this practice is unlikely to change in the 
near future, and because so many clinically valuable speci-
mens already have been preserved by this method, the study 
of formalin-fixed, paraffin-embedded (FFPE)- preserved 
nucleic acid isolates by NGS methods is increasing. The 
chemical reaction between formaldehyde, proteins, and 
nucleic acids leads to crosslinking proteins and nucleic acids, 
and ultimately the DNA/RNA backbone breaks because of 
the presence of abasic lesions.28 This is a random interaction, 
and DNA/RNA fragmentation increases with longer expo-
sure of nucleic acids to formalin and over time of storage. 
Therefore, the older a tumor FFPE block, the more likely 
to be advanced the degradation of the nucleic acid compo-
nents. Nonetheless, careful examination of the nucleic acid 
integrity will identify those samples suitable for library 
construction for DNA or RNA, based on the average size 
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and distribution of degraded nucleic acid isolated from the 
sample. In DNA isolates, the average fragment size should 
be 300 bp or greater or a suitable NGS library is unlikely 
to result. In RNA, the 28S and 18S rRNA peaks should be 
visible by gel electrophoresis, with an RNA integrity number 
(RIN) of at least 5.

Applications of NGS to Study and Analyze 
Nucleic Acids

The genomic DNA isolated from cancer cell nuclei can 
be studied in a variety of ways, several of which are pro-
filed here. Because cancer develops from alterations of the 
nuclear genome that are distinct from the germline genome, 
an inherent and powerful comparison can be obtained by 
studying the paired tumor and normal genomic DNA from 
individual cancer patients. In discovery efforts, large num-
bers of such cases can be studied to add information about 
the frequency of different types of somatic alterations and 
the genes whose protein products will be altered as a result. 
Higher level analyses of the pathways affected by somatic 
alterations in DNA can further inform the resulting tumor 
biology. Studies of RNA by NGS methods have deepened 
our understanding of the numerous types of RNAs, their 
membership, and how they are altered in the course of car-
cinogenesis, although not all alterations are comprehensible 
in the biological context. The latter reflects our ignorance 
of the many roles these molecules play in cellular biology, 
emphasizing the need for functional studies as a follow-on 
to NGS-mediated discovery efforts.

Whole-Genome Sequencing

The most comprehensive approach to identifying the somatic 
alterations present in cancer genomics is obtained by whole-
genome sequencing (WGS) of the tumor and normal DNAs. 
In this approach (see Figure 23-2), the isolated high- molecular-
weight genomic DNA from each tissue is fragmented by the 
application of high-frequency sound waves or other physical 
shearing methods and then enzymatically treated to blunt the 
fragment ends that result. Finally, short synthetic adapters are 
added to make a whole-genome library. After limited PCR 
amplification by primers that correspond to the forward and 
reverse adapters, a gel-based sizing allows specific size frac-
tions to be isolated (two to four insert sizes are typical to 
enhance library diversity and genome representation). The 
more precise the size fraction, the more precisely structural 
variants can be identified by virtue of their relative position 
once mapped to the reference genome (see Figure 23-3).  

Libraries are then quantitated, diluted to the appropriate 
concentration, and amplified in situ to produce collections 
of fragments, each of which originated from a single library 
fragment. Thus the data generated from WGS are “digital” in 
nature and can be interpreted later in this context, to provide 
highly precise information about chromosomal amplifica-
tion and deletion events genome-wide, and the relative fre-
quency of mutations in the tumor cell genomes sampled by 
DNA isolation.22 Read pair data are then generated from 
tumor and normal libraries to a minimum depth of 30-fold, 
allowing for a mapping rate of around 85% of read pairs; this 
equates roughly to 120 Gbp of data per genome. Follow-
ing data generation, the signals obtained from the stepwise 
sequencing process are interpreted by instrument-specific 
software, culled for low-quality sequences, paired, and pro-
vided to the mapping algorithm for alignment to the Human 
Reference Genome as outlined earlier. Alignment is done for 
tumor-specific reads and for normal-specific reads separately. 
Variants are identified and then compared to one another.29 
There are many specialized algorithms that have been spe-
cifically developed to evaluate the somatic variants that are 
carried by the cancer cell genomes decoded by whole genome 
sequencing data. Depending upon the algorithm type, one 
can identify somatic single nucleotide variants (SNVs), 
focused insertion and deletion events of one to several nucle-
otides (in/dels), and larger, structural events such as trans-
locations, inversions, deletions, and amplifications. Loss of 
heterozygosity (LOH) is a common somatic genome event, 
and there also are algorithms to identify stretches of LOH 
along chromosomes. Each algorithm has an associated false 
positive rate, so secondary validation of putative somatic 
variants is the best practice. The identification of structural 
variants is particularly prone to a high false positive rate due 
to the difficulty of identifying these regions, as illustrated  
in Figure 23-3. Here, the distance and orientation of read 
pair mapping to the Human Genome Reference for multiple 
unique read pairs is required to identify a structural event, as 
indicated in the figure. By using the read pairs that identify 
the event, and a short read assembly algorithm, one can reas-
semble the structural variant event to nucleotide resolution. 
Finally, one makes “sense” of the variants identified genome-
wide by annotation, effectively overlaying our current under-
standing of genes, regulatory regions, and other identified 
features that help define the tumor-unique profile of genomic 
alterations.

As sequencing costs have dropped and instrument 
throughput has increased, the amount of read data and 
hence the coverage of the tumor genome has increased. This 
increase has occurred for several reasons: notably, the con-
fidence of detecting somatic variations typically increases 
with increasing coverage. Furthermore, the heterogeneous 
nature of cancer cell genomes means that increased coverage 
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provides enhanced characterization of the mutational spec-
trum within the cells. Tumor progression is at its essence 
an evolutionary process in which new mutations arise from 
the fundamental tumor genome (often referred to as the 
“founder clone”) and expand into new subpopulations of 
cells.22,30 Thus, the higher the tumor genome coverage, the 
more likely it is that subpopulations can be identified.

Exome Sequencing

Although WGS data are straightforward to produce and 
provide comprehensive genome-wide information about 
somatic alterations, their production remains expensive, and 
they are difficult to accurately interpret. Much like the early 
PCR-directed methods used to characterize cancer somatic 
mutations, technology development efforts in NGS have 
resulted in an application typically referred to as “hybrid 
capture” to selectively isolate regions of the genome followed 
by NGS.31-33 Sequence-based comparison of the isolated 
regions between tumor and normal generate specific informa-
tion about somatic and germline SNVs and indels. Hybrid 
capture protocols combine the whole-genome library frag-
ments from tumor and normal with a collection of specific 
probe sequences designed to capture, by hybridization, those 
fragments in the population that contain the same loci the 
probes represent. Because capture probes carry covalently 
attached biotin moieties, the probe:library fragment hybrids 
can be selectively removed from solution by association with 
streptavidin-coated magnetic particles and the application 
of a magnet. Unhybridized fragments are removed with the 
supernatant, and a secondary wash eliminates many (but not 
all) spurious hybridization events (typically referred to as “off-
target effects”). The resulting captured fragments are eluted 
from the beads by denaturation, quantitated, and sequenced 
to about 100-fold average depth. In one commonly used ver-
sion of hybrid capture, probes representing nearly all of the 
annotated exons in the human genome (the “exome”) permit 
selective capture of these exons so they can be sequenced, 
compared, and annotated with respect to the somatic altera-
tions identified. Exome capture reagents are available from 
commercial manufacturers, and the associated methods can 
be automated readily to provide a very high throughput of 
exome capture reactions, suitable for large-scale cancer dis-
covery. As an alternative, custom capture probe sets can be 
designed and manufactured by one of several commercial 
suppliers to selectively isolate genes/loci of interest and char-
acterize their mutational status in a large number of cancer 
cases or as a diagnostic reagent to assess specific mutational 
hotspots. This approach also can be used to select loci from a 
whole-genome library that carry putative variants, as a means 
of validation that mutations indeed exist.22 Hybrid capture 

becomes of limited utility when the target loci (also referred 
to as “regions of interest” or ROIs) to be isolated fall below a 
combined length of approximately 500 kbp, mainly because 
the amount of off-target hybridization increases as the tar-
get space decreases. Because off-target captured fragments 
contribute to the overall fragment pool that is recovered for 
sequencing, the amount of sequence data actually mapping 
to the loci of interest decreases steadily to the point that 
data generation becomes too expensive to obtain the neces-
sary coverage in desired targets. Below an ROI of about 500 
kbp, either PCR and amplicon pooling or multiplex PCR are 
typically used.

DNA Methylation

One predominant mechanism of transcriptional control in 
cells is the covalent modification of the cytosine bases in 
DNA by methyl groups and their derivatives. Understand-
ing the ways that methylation status changes in tumor cells 
can provide insights into changes in gene expression pat-
terns, as well as new prognostic markers if sufficient clini-
cal data and samples exist. This type of analysis requires  
comparator normal methylation data, ideally obtained from 
adjacent nonmalignant tissue genomic DNA isolates. Cor-
relative analyses then can link DNA methylation changes to 
gene expression changes, providing insights into tumor biol-
ogy that cannot be obtained by directly sequencing genomic 
DNA. Several approaches to identifying methylated cyto-
sines in genomic DNA use chemical modification, antibody-
based recognition of methylC, or comparative restriction 
enzyme digestion patterns from exposure to a methylation-
sensitive versus non–methylation-sensitive isoschizomer. 
However, the most widely used approach is bisulfite modi-
fication.34,35 In bisulfite modification, native genomic DNA 
is treated with sodium bisulfite to convert unmethylated 
cytosines to uracils (see Figure 23-4). When copied by a 
restriction enzyme, each unmethylated C will represent 
as a C to T transition, whereas methylated C residues are 
untouched and incorporate a G during copying. In the pre-
NGS era, regions upstream of genes of interest that were 
activated or silenced by methylation changes were evaluated 
by comparing bisulfite treatment plus PCR to PCR alone 
between tumor and adjacent non-malignant (normal) DNA. 
In the era of NGS, whole genomic DNA of tumor and adja-
cent normal tissues are treated with bisulfite after library 
construction (the adapters are methylated to prevent their 
conversion) and then processed and sequenced as described 
earlier.36 The resulting bisulfite converted reads are aligned 
in silico to a “bisulfite converted” genome in order to iden-
tify unmethylated (and by inference, methylated) C residues 
(Figure 23-4).
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Chromatin Immunoprecipitation

Genomic DNA contains myriad regulatory sites that 
provide the binding sequences recognized by the cell’s 
transcriptional regulation machinery. In addition, com-
plexing of the genomic DNA with histones provides a 
fundamental mechanism for permitting access to regions 
of the DNA so transcription can occur. Changes to bind-
ing sites due either to mutation or amplification/deletion 
can destroy protein binding and effectively silence the gene. 

Similarly, rearrangements of bound histones can make 
available or eliminate genes from transcriptional copying. 
One approach to evaluate these changes is broadly termed 
chromatin immunoprecipitation, or ChIP (see Figure 23-5). 
ChIP is based on two fundamental approaches: (1) DNA 
and protein in close physical proximity can be bound 
reversibly by the introduction of formalin to growing cell 
cultures, and (2) the DNA:protein complexes can be pre-
cipitated from solution by an antibody-mediated immu-
noprecipitation step. Before NGS methods, the genomic 

Figure 23-4 Chemical conversion of 
unmethylated cytosine residues by 
bisulfite The upper panel indicates the 
series of reactions that occur between 
unmethylated cytosine residues and the 
bisulfite reagent to sulfonate cytosine, 
eliminate ammonia to generate uracil sulfo-
nate, and then eliminate bisulfite to gener-
ate uracil. In the lower panel, methylated 
cytosines do not participate in the reaction 
with bisulfite.
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Figure 23-5 Basic principles of chromatin immuno-
precipitation (ChIP) After crosslinking DNA to proteins by 
treating live cells with formaldehyde, the DNA is isolated 
and then sheared to a uniform length distribution. By 
mixing the sheared DNA with a specific antibody to the 
protein of interest, crosslinked fragments can be bound and 
then isolated by immunoprecipitation. Following this step, 
reversing the crosslinking allows the DNA fragments to be 
reclaimed. The resulting low yield of DNA is converted to a 
next-generation sequencing (NGS) library and sequenced. 
Alignment to the reference genome and peak finding can 
identify those regions of the genome that are bound by the 
protein of interest.
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region of interest was assayed from these immunoprecipi-
tated DNA fragment populations by quantitative poly-
merase chain reaction (qPCR), allowing a selective look 
at protein binding status. In the NGS era, however, 
sequencing of the collective ChIP fraction can identify 
 protein-bound regions.37,38 These are challenging libraries to  
produce because of the low yield of DNA from the immu-
noprecipitation step. Once sequencing data are obtained, 
the reads are analyzed by first mapping onto the reference 
genome and then detecting the peaks that indicate factor- 
or histone-bound loci, as appropriate. The accuracy and 
sensitivity of these methods largely depend on the quality 
of the antibody used to effect immunoprecipitation, and 
on attaining enough coverage that peaks can be distin-
guished from noise.

Sequencing Messenger RNA (mRNA)

The pursuit to characterize RNA expression as a biomarker 
of prognosis, metastasis, therapeutic options, and other clini-
cal metrics lies at the essence of cancer genomics. In particu-
lar, before sequencing was transformed by next-generation 
instrumentation, microarrays served as a mechanism to 
characterize tumor-specific gene expression in a reasonably 
comprehensive and measurable way. However, relative to 
microarrays, sequencing of coding RNAs (called “RNA-seq”) 
provides data suitable for addressing a multitude of RNA-
specific questions that one might use to characterize a tumor. 
For example, the digital nature of sequencing means that gene 
expression levels are quantifiable rather than relative, a con-
cept first introduced by Wold and colleagues, who defined the 
metric known as FPKM (fragments per kilobase of transcript 
per million mapped reads) to express the normalized value of 
expression for each transcript detected.39 Beyond gene expres-
sion levels, there are myriad levels of complexity that can be 
mined from RNA-seq datasets, including information about 
splice isoforms, allele-specific expression, chimeric or fusion 
transcripts, and RNA editing.40,41 Much like ChIP-seq data, 
described earlier, these data are without context for an individ-
ual sample, unless a matched nonmalignant adjacent normal 
tissue is similarly prepared, sequenced, and evaluated. At pres-
ent, there is a dearth of knowledge from RNA-seq analysis of 
normal human tissues to provide even a plausible baseline for 
these studies as an alternative to the adjacent nonmalignant 
tissue comparator. Integrating data from DNA and RNA 
sequencing can be incredibly powerful in the context of can-
cer genomics, such as DNA amplification leading to increased 
RNA expression levels for the genes lying in the amplified 
region (ERBB2 in breast cancer) or chromosomal transloca-
tion leading to a fusion gene transcript that drives oncogenesis 
(t15;17 and PML-RARα, t9:21 and BRC-ABL).

There are myriad approaches to producing RNA-
seq data from tumor RNA isolates, depending on the yield 
obtained. Ideally, polyA selection is used for abundant total 
RNA samples (more than 2 μg) to reduce highly expressed 
rRNA transcripts, but these yields are not guaranteed with 
samples from clinical procedures such as fine-needle aspi-
rates or LCM. In this regard, RNA-seq has benefitted from 
previous microarray studies because enzymatic RNA ampli-
fication is widely accepted to represent the RNA expression 
levels of the native sample. Amplification can be further 
refined by specialized approaches to RNA that accurately 
reflect the strandedness of the transcript or adjust for the 
fragmentation of RNA that is derived from FFPE preserved 
tissues. There are several methods that subsequently decrease 
the levels of abundant rRNA transcripts when polyA puri-
fication cannot be used, including selective amplification of 
polyA, use of abundance-based hybridization kinetics and 
selective double-strand hybrid depletion, or selective deple-
tion using rRNA-targeted locked nucleic acids (LNAs).

Sequencing Noncoding RNAs

In addition to the transcripts from protein-coding genes, 
many classes of noncoding RNAs (ncRNAs) have been 
described and have been determined to be expressed at  
altered levels in cancer cells.42,43 As for messenger RNAs 
(mRNAs), the digital nature of NGS can provide exquisite 
quantitation of expression levels while being comprehensive 
across a wide dynamic range of expression. Highly specialized 
library construction techniques for ncRNAs depend largely 
on a clever approach to selecting the ncRNAs from total 
RNA isolates and then performing a sizing step that isolates 
the specific population of interest. Obviously, the sequencing 
parameters of NGS instruments should be altered to specifi-
cally reflect the corresponding sizes of ncRNAs being stud-
ied and the types of analyses planned for the resulting data.

Conclusions

As illustrated by this overview, the impact of NGS and asso-
ciated methods on our ability to characterize the nucleic 
acids involved in cancer, and hence to generate comprehen-
sive hypotheses about tumor biology, has evolved rapidly. 
These methods and associated analyses continue to develop 
and are now coalescing toward diagnostic assays that provide 
an individualized focus for precise prognostic and therapeu-
tic determinations. Over time, the cancer genomics revolu-
tion, fueled by NGS innovation, will profoundly affect the 
outcomes of cancer patients worldwide.
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High-resolution genome analysis techniques are now being 
used in international cancer genome analysis efforts to cat-
alog aberrations driving the pathophysiology of nearly all 
major cancer types. The Cancer Genome Atlas (TCGA, 
http://cancergenome.nih.gov/) project and the International 
Cancer Genome Consortium (ICGC, http://www.icgc 
.org/)1 represent the largest of these. The TCGA project is 
assessing aberrations in 500 to 1000 tumors from each of 
about 20 major human cancer types and together the TCGA 
and ICGC are currently committed to the analysis of ∼47 sep-
arate tumor lineages. Results for glioblastoma,2 serous ovarian 
cancer,3 colon cancer,4 squamous cell lung cancer,5 and breast 
cancer6 are already available from the TCGA project, and other 
technology centers around the world have contributed stud-
ies of cancers of the breast,7-10 pancreas,11 prostate,12 lung,13 
and kidney14 and of melanoma,15 myeloma,16 and AML.17 
The overall intent of these international genomics efforts is to 
provide a knowledge base of cancer genome landscapes that 
can be used to develop more effective cancer management 
strategies—for example, by enabling early detection of lethal 
or recurrent cancers, diagnosing patients with low malignancy  
potential tumors who may be spared from aggressive treat-
ment, identifying novel therapeutic targets, and assigning 
therapies to the patients in which they are most likely to be 
effective. We summarize in this chapter general and specific 
aspects of human cancers that are emerging from international 
genomics efforts, describe computational and experimental 
efforts to identify aberrations that contribute to aspects of 
human cancer pathophysiology, and illustrate how genomic 
information is being used in aspects of cancer management.

The Emerging Cancer Genome Landscape

Genome aberrations found to be important in human can-
cers are illustrated in Figure 24-118 and include (1) somatic 
changes in copy number that increase or decrease the levels 

of important coding and noncoding RNA transcripts, (2) 
somatic mutations that alter gene expression, protein structure, 
or protein stability and/or change the way transcripts are 
spliced, (3) structural changes that affect transcript levels 
by altering gene-promoter associations or create new fusion 
genes, and (4) epigenomic events that alter transcription 
levels of diverse signaling pathways and that enable rapid 
emergence of therapeutically resistant subpopulations. Table 
24-1 shows the number of gene aberrations catalogued in 
the Cancer Gene Census maintained by the Sanger Institute 
that have been implicated in one or more human cancer 
types (see http://www.sanger.ac.uk/genetics/CGP/Census). 
These aberrations have been implicated in deregulation of 
pathways that influence all aspects of cancer progression 
including invasion, immortalization, DNA replication and 
repair, proliferation, apoptosis, angiogenesis, motility, and 
adhesion. However, the 487 genes implicated in the Cancer  
Gene Census are likely to be only a small fraction of the 
aberrant genetic events that play important roles in the 
form and function of human cancers. These genes have been 
selected primarily because they were implicated in model sys-
tem studies or because they occur frequently in one or more 
cancer subtypes. However, recent genomic studies demon-
strate that hundreds to thousands of genes may be affected 
by somatic mutations and epigenomic modifications in an 
individual tumor. These comprise a mix of “driver” aberra-
tions and a usually larger number of “passenger” aberrations. 
Driver aberrations are genomic or epigenomic events that are 
selected during tumor progression because they alter one or 
more aspects of cell and tissue physiology to allow cancer 
initiation, progression, and/or dissemination. Table 24-2, 
for example, illustrates several genes that might contribute 
to the deregulation of the cancer hallmarks designated by 
Weinberg and Hanahan.19 Some of these aberrations have 
been targeted by therapeutics, and others have been shown 
to influence clinical behavior, including response to targeted 
and nontargeted therapies.19 Passenger aberrations do not 
contribute to cancer pathophysiology but arise by chance 
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during progression in a genomically unstable tumor and 
are carried along because they exist in cells carrying driver 
aberrations. Driver aberrations are identified either because 
they occur frequently in tumor subpopulations or because 
they have been identified as contributing to aspects of can-
cer pathophysiology in laboratory models of cancer—for 
example, cultured cancer cells or genetically manipulated 
nonmalignant cells, or cancer cells grown as xenografts in 
animals—or have been demonstrated to influence aspects 
of cancer in genetically engineered living organisms. Sev-
eral general cancer genomic observations from international 
cancer genomics projects are summarized in the following 
paragraphs.

One important observation from many genomic stud-
ies is the existence of recurrent molecular features that allow 
cancers that occur in specific anatomic regions to be orga-
nized into subtypes. The subtypes likely arise in distinct 
cell types within each tissue and are different diseases that 
differ in clinical outcome and/or response to therapy. Early 

genomic studies relied on expression patterns for cancer sub-
type definition, but current strategies use multiple data types 
(e.g., genome copy number, mutation, and expression) for 
subtype definition. Interestingly, epithelial and mesenchymal 
subtypes appear to be present in tumors that are of epithe-
lial origin. The mesenchymal-like cancers tend to be more 
rapidly proliferating and motile and associated with reduced 
survival duration. Some tumor types show remarkably high 
transcriptional similarity, for example, in triple-negative 
breast cancer and high-grade serous ovarian cancers.6 Many 
genomic aberrations also appear in multiple tumor subtypes. 
Some of the most common aberrations observed in multiple 
tumor types include amplifications of MYC and EGFR, 
deletion of CDKN2A and PTEN, and mutation of TP53 
and PIK3CA. For a more comprehensive assessment, Kim 
and colleagues summarize recurrent genome copy number 
aberrations in 8000 cancers.20 Efforts are now under way to 
combine data types (e.g., expression, genome copy number, 
and mutations) to increase the number of subtypes in order 
to increase the precision with which patients can be strati-
fied according to outcome and/or therapeutic response.21 
Of course, this divides cancers into increasingly smaller sub-
populations, so very large numbers of samples are needed to 
establish subtype differences in treatment response or overall 
outcome.

The number of aberrations that are present in an indi-
vidual tumor can be remarkably high. The somatic mutation 
rate in human cancers varies between cancer types from about 
0.1 to 10 mutations per megabase,22,23 but individual tumors 
may carry as few as a hundred to more than a million somatic 
aberrations. High genomic instability occurs because of loss of 
telomere function during progression in the absence of telom-
erase,24,25 diminished DNA repair capacity resulting from 
genomic and epigenomic deregulation of DNA repair path-
ways,26 increased damage resulting from oncogene-induced 

Table 24-1 Cancer Gene Census Summary

Aberration Type Number of 
Aberrations

Examples of Prominent Affected 
Genes

Amplification 16 ERBB2, EGFR, MYCN, MDM2, 
CCND1

Frameshift mutation 100 APC, RB1, ATM, MLH1, NF1

Germline mutation 76 BRCA1/2, TP53, ERCC2, RB1, VHL

Missense mutation 141 ARID1A, ATM, PIK3CA, IDH1, KRAS

Nonsense mutation 92 CDKN2A, FANCA, PTCH, PTEN

Other mutation 26 BRAF, PDGFRA, PIK3R1, SOCS1

Splicing mutation 63 GATA3, MEN1, MSH2, TSC1

Translocation 326 ABL1, ALK, BCL2, TMPRSS2, MYC

For more details see http://www.sanger.ac.uk/genetics/CGP/Census.

Table 24-2 Candidate Cancer Hallmark–Associated Aberrant Genes

Cancer Hallmark Aberrant Gene

Resisting cell death BCL2, BAX, FAS

Genome instability and mutation TP53, BRCA1/2, MLH1

Inducing angiogenesis CCK2R

Activating invasion and metastasis ADAMTSL4, ADAMTS3

Tumor-promoting inflammation IL32

Enabling replicative immortality TERT

Avoiding immune destruction HLA loci, TAP1/2, B2M

Evading growth suppressors RB1, CCND1, CDKN2A

Sustaining proliferative signaling KRAS, ERBB2, MYC

Deregulating cellular energetics PIK3CA, PTEN

Mutations – change in DNA
sequence (TP53)

Translocations –
rearrangement of the order of
DNA sequences (BCR-Abl)

Copy number – changes in the
number of copies of a DNA
sequence (ERBB2)

Epigenomic modification – changes in
the way DNA sequence readout is
controlled

Figure 24-1 Schematic illustrations of the types of genome aberrations 
found in human cancers.18
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oxidative stress,27 and toxic environmental exposures.28,29 In 
some cases, the exact DNA sequence change in a mutation 
reflects the type of agent that causes the cancer—for example, 
mutations in sun-related cancers show CC to TT mutations 
caused by UV-induced cytosine dimers, whereas smoking-
induced cancers in the lung are characterized by G→T trans-
versions caused by the polycyclic aromatic hydrocarbons in 
tobacco smoke.30,31 Ultimately, the functions and/or expres-
sion levels of hundreds to thousands of genes may be altered 
in an individual tumor. An unknown number of these will 
be drivers. Among these, some will have a strong, possibly 
dominant influence on an individual tumor, whereas others 
may have a more modest or near-negligible impact. So far,  
most attention in the field has focused on the strong drivers. 
However, it seems likely that the ensemble of aberrations 
will have to be taken into account in explaining the overall 
behavior of an individual tumor, which is addressed in a later 
section.

The same drivers of genome instability that enable 
tumor development also operate during tumor progression. 
As a result, individual tumors become increasingly heteroge-
neous as distinct clonal populations within the tumor evolve 
in diverse microenvironments, producing highly branched 
lineages. For example, events that enable metastasis may 
occur late during the genetic evolution,32 whereas mutation 
of TP53, a key player in genome stability, can be an early 
event.33 These instabilities and the resultant intratumor 
heterogeneity in an individual tumor are likely responsible 
for the rapid evolution of therapeutic resistance. This het-
erogeneity complicates clinical decision making because the 
importance of a low-frequency but actionable aberration 
remains unclear. One possible way forward is to focus treat-
ment on aberrations that occur early during tumor develop-
ment. The order in which aberrations occur can be inferred 
by examining a tissue at various stages of disease progres-
sion34 by serial sampling of clinical tissue from individual 
patients,18 by computational methods that examine mutation 
frequency,35-37 or in some cases by analysis of the interac-
tions between mutations and copy-number abnormalities.33

Functional Assessment of  
Cancer Genomes

Transforming cancer genomic data into interpretable knowl-
edge consists of finding the parts and learning how they 
work together to enable aspects of cancer pathophysiology. 
Hypothesis-driven research has gone quite far in this process, 
but full understanding will require systematic analysis, both 
computational and experimental, of the aberrations that occur 
within a tumor genome.

Computational Approaches

Computational strategies to identify candidate driver aber-
rations begin with the cataloging of all aberrations and then 
move to the selection of high-priority candidate drivers.

Cataloging Approaches

Identification of genes that enable aspects of cancer patho-
physiology (driver genes) is complicated by the high genomic 
heterogeneity within and between tumors. Nearly all cancer 
genomes analyzed to date appear to have at least one driving 
oncogenic point mutation, and the vast majority show copy 
number changes over both large chromosomal segments and 
smaller, more targeted regions of the genome. The evidence 
for structural rearrangements being a primary cause in most 
tumor types is less clear, but diseases including many leuke-
mias, lymphomas, sarcomas, and prostate cancers all incon-
trovertibly show that rearrangements can be critical (http://
atlasgeneticsoncology.org). Changes to chromatin state also 
are partly responsible for many cancers.38-40 Over the past 20 
years a number of technologies (predominantly microarray 
based) have been successfully used to catalog cancer genome 
aberrations, but nearly all efforts now depend on nucleic acid 
sequencing technology (Mardis, chapter on “The Technology 
of Analyzing Nucleic Acids”).

Point mutations are identified by aligning DNA 
sequences obtained from cancer samples to normal genomes 
using tools such as BWA.41 The requirement for the normal 
genome sequence is paramount because of private single-
nucleotide polymorphisms (SNPs) that occur about once 
every 100,000 base pairs,42 a rate that is about 10 times 
higher than the mutation rate in most epithelial tumors and 
100 times higher than the rate of mutations in childhood 
cancers such as neuroblastoma.3,6,22 Read depth and read 
quality are critical factors in determining how well muta-
tions can be called within each patient’s cancer genome. Read 
quality is the error rate per thousand base pairs of sequence. 
High quality is usually defined as having fewer than 1 
error per 1000 bases of sequence. Read depth (the number 
of times a position in the genome has been sequenced) for 
high-quality bases then governs both the false-positive rate 
caused by sequencing errors and misidentifying private vari-
ants as mutations and false negatives caused by not gen-
erating sufficient data to observe mutations reliably. The 
greater the depth, the more confident mutation calls will be. 
Typically, 30× coverage of the normal genome and 40× to 
80× coverage of the tumor produces high-quality results. 
Increasing read depth is needed for analysis of samples in  
which the tumor fraction is low because the presence of 
normal DNA reads dilutes the aberrant reads. Mutation 
detection is further complicated by intratumor heteroge-
neity that causes some aberrations to be present in only a 
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small fraction of the tumor cells. Many groups find value in 
exome sequencing—that is, targeting the small fraction of 
the genome that is coding, at even deeper levels (for example, 
150×). Verifying the sensitivity of mutation calling remains 
difficult because there are no good true mutation standards.

Detection of insertions and deletions (indels) remains 
challenging. In principle, the same sequence coverage neces-
sary to find point mutations can be used to identify indels. 
Unfortunately, the algorithmic methods for indel identifica-
tion are much more computationally intense.43 No good 
estimates exist on how well indel detection software works 
because of the lack of gold standards against which to mea-
sure algorithm performance. In general, indel detection is even 
more difficult than evaluating the substitution mutations.

Copy number and structural aberrations are identified 
using a combination of microarray and sequencing approaches. 
Microarrays and whole-genome shotgun sequencing are 
capable of identifying changes in DNA copy number that 
are as small as 1000 base pairs in length. This resolution is 
sufficiently good that nearly all gene-level aberrations can be 
detected. Microarray approaches look for differential signal 
gains from the hybridization, whereas DNA sequences detect 
changes in read depth. Direct sequencing of genomic DNA 
represents the most direct way to identify the breakpoints for 
structural rearrangements, but the methodology is challeng-
ing, requiring a high-coverage, high-quality DNA sequence. 
Often, structural rearrangements cannot be detected with 
the standard technologies because the sequencing approaches 
used cannot span the length of repetitive sequences in the 
human genome. Once a whole-genome shotgun sequence is 
generated, methods such as BreakDancer44 and Delly45 can 
be used to find the chromosome junctions. Other structural 
aberration detection technologies are emerging, so it is likely 
that we will be able to identify the majority of structural 
breakpoints in the near future.

Detection of promoter methylation is usually accom-
plished using microarray technologies. Microarrays that can 
measure methylation at more than 485,000 sites are now 
commonly used by groups such as TCGA.7 In principle, 
DNA sequencing can be used for this purpose, but this 
is currently economically impractical, with costs 10 to 50 
times greater than for microarray approaches. In addition, 
sequencing approaches currently require unreasonably large 
quantities of tumor DNA.

RNAseq is now the standard for measuring gene 
expression. RNA is depleted of ribosomal RNA (rRNA) 
by either polyA+ selection or any number of rRNA deple-
tion steps and fragmented before complementary DNA 
(cDNA) production. Short cDNA fragments are sequenced 
and mapped to the human genome reference. Algorithms to 
estimate which transcripts are being produced and their rela-
tive abundances46 are used to interpret the fragment data. 

One strength of RNAseq analysis is that it does not require 
that the transcriptome be known, and thus it has enabled the 
study of noncoding RNAs, including lincRNAs and, with 
adapted protocols, miRNAs.47,48 RNAseq methods are still 
being refined, with improvements in molecular and algorithmic 
approaches regularly being developed.

Integrating Information

A central challenge in cancer genomics today is in distin-
guishing the causal components of disease from the effects of 
the disease, or even more importantly from the random aber-
rations that occur during progression and are carried along 
by chance association with driver mutations. Suites of tools 
have been developed to answer these key questions.

The major focus of efforts such as TCGA and ICGC 
has been to identify the recurrently mutated genes in spe-
cific cancer types. For example, in serous ovarian cancer 95% 
of all tumors have point mutations in TP53. Statistics are 
not needed for the average scientist to decide that TP53 is 
a critical gene. In most cases, however, the process for decid-
ing if a gene is recurrently mutated in a specific tumor type 
is much more complicated, even after one has identified the 
mutations. First, not all genes are of the same length; longer 
genes should have more mutations by chance if mutations 
are equally likely at each position. Failure to control for gene 
size often leads to the identification of genes encoding long 
proteins such as Titin, whose coding sequence is 100 times 
longer than that of the average human gene. Second, muta-
tions within a tumor type are not evenly split among all 
possibilities. For example, tumors caused by UV light will 
show high rates of C→T mutations in general, especially at 
CC dinucleotides. Further, we now know that mutations 
are not randomly distributed over the genome. For example, 
regions of the genome near late replication forks can have 
mutation rates 10 times higher than the average rate. With-
out accounting for this, many genes will be identified as 
showing more mutations than expected by chance when in 
fact they do not.49 Identifying driver genes based on patterns 
of recurrence is partly about understanding the mutagenic 
processes as a whole and performing appropriate statistical 
tests to incorporate them.5,6

Many genes have hotspots where mutations occur 
preferentially. For example, mutations in the HRAS gene 
have a bias to alter the 12th amino acid to valine from glycine. 
When these events occur repeatedly, similar statistics for 
overall mutation rate can be used, but instead constrained 
for a specific event. Thus, with far fewer examples, a specific 
gene mutation can be associated with cancer because of the 
increased power from decreasing the search space. Similarly, 
mutations that are clustered in a specific protein domain can 
be identified. Finally, if a variant has been found in one tumor 
type—for example, the canonical KRAS mutations found in 
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50% of melanomas—then when they occur in other tumor 
types, it is parsimonious to assume that they are oncogenic 
there as well even if they are rare.

At least a dozen methods have now been developed 
to identify genes (or sets of genes) that are selected by alter-
ing copy number changes. The principles for the detection 
of these genes are simple even if the implementations dif-
fer. First, copy number data are segmented to identify the 
locations of copy number change points using an algorithm 
such as CBS.50 Once segmented, the data are normalized 
and germline copy number differences compared to the 
reference are removed. Finally, the data are analyzed to 
locate the genetic elements that are present in copy num-
ber aberrations more likely than expected by chance (e.g., 
STAC51). Copy number aberrations are thought to follow 
two distinct distributions: broad events that cover whole 
(or nearly whole) chromosome arms, and narrow events tar-
geting much smaller regions (often fewer than 10 genes).52 
These software tools provide a list of the genes and chro-
mosome arms that are frequently included in both broad 
and narrow events across many tumors. Although specific 
types of tumors have specific biases for (or against) specific 
genes/chromosome arms, many copy number aberrations 
are present in a diverse set of tumor types.20 Methods to 
identify structural changes in the genome increasingly are 
based on the application of genome sequencing to both ends 
of genomic clones or fragments. The ends of each clone are 
then mapped onto a representation of the normal genome 
sequence. Structural aberrations are inferred when the 
paired ends of a clone map too close (signaling a deletion) 
or too far (signaling an insertion or translocation) along the 
genome. This approach was initially proposed for analysis of 
cloned sequences53 but has become routine with the advent 
of massively parallel sequencing.44 Once individual events 
are identified, standard statistical principles are then used 
to estimate the likelihood of seeing similar aberrations more 
frequently than expected by chance.

Organization into Pathways

A major challenge in cancer genomics is to understand how 
the ensemble of driver aberrations in an individual tumor 
influences its clinical and biological behavior. The remark-
able genomic heterogeneity that exists in individual tumors 
can be managed to some extent by mapping aberrations onto 
pathways that influence the development of cancer hall-
marks. The goal of these approaches is to reduce a dauntingly 
large number of functional genomic aberrations by mapping 
these onto a manageably small number of important path-
ways. Several approaches have been developed to organize 
omic information in ways that enable identification of path-
ways. We discuss gene-set enrichment approaches, pathway 

enrichment methods, and newer approaches that extend the 
repertoire of tools for pathway identification.

One of the most popular approaches is to use statisti-
cal tests on gene sets to implicate pathways that are deregu-
lated by changes in the expression of that and related genes. 
A score is used to measure the degree to which each gene 
aberration is associated with the disease process, and then 
an enrichment analysis is performed using a large database 
of gene sets. For example, genes can be scored based on 
their length-normalized mutation frequency in a cohort, or 
assessed with more sophisticated analyses such as MutSig54 
or OncoDriveFM55 to gauge how likely mutations in the 
gene provide a selective advantage to tumor cells. Once an 
appropriate score is applied to rank the genes, statistical tests 
can be used to identify enriched pathways. One approach is 
to threshold the list of genes to obtain those that are ranked 
toward the top of the list. These top-ranked genes then can 
be overlapped with each candidate pathway and a Fisher’s 
exact or Hypergeometric test used to assess the statistical 
significance of the overlap to determine if it is higher than 
chance expectation. Overlap methods are implemented in 
web servers such as the DAVID56 resource.

Gene Set Enrichment Analysis57 (GSEA) compares 
the entire distribution of scores against a random back-
ground using a Kolmogorov-Smirnov–inspired test. Impli-
cated pathways contain significantly more gene members 
with extreme (either high or low) scores. Gene set–based 
approaches are used frequently to test for enriched sets of 
genes, revealing important biological themes. However, the 
approach makes no use of known interactions between the 
tested genes. Thus, it is possible for a small but still significant 
subnetwork of genes to have significantly high scores and go 
undetected by these set-based approaches. In addition, all 
genes in a set are treated uniformly. However, some genes in 
the network may control many other genes while others are 
specialized effectors performing a specific cellular task in a 
limited set of conditions. Such genes may be weighted differ-
ently in the enrichment analysis to improve the sensitivity of 
the approach. Methods that incorporate notions of the local 
network organization of the scored genes can incorporate 
such intuitions and are discussed next.

“Master Regulator” algorithms attempt to identify genes 
residing at the logical “top” of predictive pathways whose manip-
ulation would be expected to change the expression of down-
stream genes.58 Signaling Pathway Impact Analysis (SPIA),59 
MARINa,60 and GeneRank61 are examples of algorithms in 
this class. The principle behind these algorithms can be likened 
to identifying authoritative pages on the Internet. A web page 
is considered authoritative if many other authoritative pages 
reference the page. The definition is necessarily recursive, forc-
ing the algorithms to propagate information through the net-
work to determine a solution. For master regulators, the links 
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in the network are reversed so that the methods home in on 
genes that control many other control genes, again in an itera-
tive fashion. The approach has been used to propose master 
regulators for B-cell lymphoma.60

Another strategy is to search through large background 
networks for smaller subnetworks with a concentrated number 
of altered genes. Such subnetworks could represent pathways 
where disruptions in any of several gene members could inter-
fere with the functioning of the pathway. These approaches 
make use of networks derived from high-throughput stud-
ies such as the collections of protein-protein interactions in 
BioGRID,63 HPRD,64 iREF,65 and STRING66 to iden-
tify novel pathways involved in tumorigenesis. These high-
throughput sources can be used either alone or together with 
curated and directed signaling pathways found in resources 
like Reactome67 and NCI’s Protein Interaction Database.68 
Integrating somatic alterations and protein-protein interac-
tions has the potential to provide a powerful means for cutting 
down false-positive rates present in either dataset because the 
sources of error are independent. Whether the subnetworks 
produced from these analyses are physiologically relevant is 
largely an open question but an area of intense activity.

HotNet69 is a method for identifying enriched subnet-
works, given a set of frequently altered mutations in a cohort. 
HotNet uses a heat-diffusion approach in which a mutated 
gene is considered to be a heat “source.” The heat is allowed 
to dissipate on the background network for a short time 
interval so that genes neighboring the sources also heat up. 
Those residing close to multiple sources receive more heat 
than genes far away as an exponentially decaying function 
of the distance in the network. The algorithm then uses a 
hierarchical statistical test to identify significantly hot sub-
networks. HotNet has been used to identify Notch-related 
pathways implicated in ovarian cystadenocarcinoma3 and  
chromatin-remodeling pathways in clear-cell kidney carcino-
ma.69a These methods are especially well suited to the iden-
tification of subtype-specific subnetworks both within and 
across tumor types.

The Mutually Exclusive Modules (MEMo) algorithm70 
identifies novel networks from perturbation patterns observed 
across samples. This approach is based on the concept of 
mutual exclusivity—that is, mutation of a second gene in a 
 cancer-related pathway provides no advantage in fitness beyond 
that provided by the first. The MEMo algorithm takes advan-
tage of this mutual exclusivity property and builds an exhaus-
tive graph of all approximate mutually exclusive gene pairs. 
Although the statistical significance of any two genes exhibit-
ing such a mutually exclusive pattern is tenuous even in cohorts 
of hundreds of samples, the observation of a set of genes that 
all transitively share this property can be significant if the gene 
set is large enough (e.g., greater than three). MEMo leverages 
the significance of groups by exhaustively searching its network 

for subnetworks representing approximate cliques of sufficient 
size. Identified subnetworks are considered as candidate novel 
networks. New approaches in this vein, such as DENDRIX,71 
are also available that include additional statistical associations 
between genes beyond mutual exclusivity, such as the co-occur-
rence of mutational events.

The PARADIGM network analysis tool72,73 uses infor-
mation from multiple profiling measurements (copy number, 
mutations, transcription, etc.) to calculate inferred pathway 
activity levels (IPLs) for more than 1300 curated cell signaling 
pathways associated with specific recurrent aberrations, can-
cer types, or cancer subtypes. These data can be further com-
bined into “superpathways” to identify subpathways therein 
whose activities differ between comparator populations (e.g., 
between transcriptional subtypes or between populations that 
differ in drug sensitivity). This approach has the advantage 
that it takes advantage of community knowledge of pathway 
architecture but has the disadvantage that the pathways may 
be inaccurate in some situations. PARADIGM has been used 
in several analyses,3,4,6,73 demonstrating the power of inferred 
activities for identifying important tumor subtypes.

An extension of PARADIGM, PARADIGM-SHIFT74 
(PS), infers the impact of mutational events using network 
inference. Many mutations in advanced tumors are neutral 
passenger events resulting from the loss of genome integrity. 
In this background of a myriad spurious genomic perturba-
tions, it is of interest to identify those that increase tumor 
fitness or that drive tumorigenesis forward. Several sequence-
based methods are available to attack this important problem. 
However, an additional very important aspect, which has 
eluded computational analysis until very recently, is to predict 
whether the driving mutation causes a gain of function (GOF) 
or loss of function (LOF) to the protein. GOF mutations can 
lead to therapeutic manipulation because our biomedical 
tools often fare better at shutting down erroneously activated 
oncogenes than at introducing functional copies to rescue lost 
tumor suppressor activity. Pathway-based approaches offer 
promise in this area because the predicted activity of proteins 
in the pathway neighborhood can be inspected for signals of 
GOF and LOF. This is the approach taken by PS. PS pre-
dicts the impact of a mutation on the function of a protein 
by estimating the effects in the protein’s pathway context. It 
uses two runs of the PARADIGM algorithm72—a “Targets-
only” and “Regulators-only” run—to make this assessment. In 
the “Regulators-only” run, PS uses PARADIGM to infer the 
protein’s activity after leaving connections only to the protein’s 
upstream connections. In the “Targets-only” run, it estimates 
the activity of the protein with PARADIGM after leaving 
only the downstream connections intact. The difference, or 
“shift” between these two estimates provides an estimate of 
the loss or gain of function in the protein. PS has been suc-
cessfully used to predict several known positive controls in 
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glioblastoma multiforme, lung squamous, and breast carcino-
mas.74 One critical aspect for these network-based approaches 
is to select an informative local neighborhood around the 
protein, which can significantly influence overall accuracy. 
Thus machine-learning–based approaches such as the one 
described next could provide important synergies with these 
mutation-impact approaches.

Network-Induced Classification Kernels (NICK75) 
use networks to train support-vector machines to pre-
dict patient outcomes. Supervised machine learning is a 
well-established field that has contributed classification 
approaches for predicting discrete outcomes, and regres-
sion-based approaches for predicting continuous-valued 
outcomes. These methods face the “curse of dimensionality” 
problem when attempting to use the available large feature 
spaces (e.g., gene expression vectors) of high-throughput 
functional genomics to predict outcomes in a relatively small 
set (e.g., less than a thousand) of samples. Classifiers can suf-
fer problems of robustness, reproducibility, and accuracy and 
can also misassess the importance of any single feature in 
the classification task. Only recently have approaches been 
developed to make use of a priori pathway knowledge for 
this task. NICK encodes the gene-gene interactions found in 
a network into the formulation of a support-vector machine 
classifier. The resulting method rewards selection of features 
that are adjacent in the network, thus resulting in solutions 
that are more robust, while maintaining classification accu-
racy. Methods such as NICK promise to stabilize solutions 
determined when the same task, such as predicting recur-
rence of disease, is applied to different datasets because the 
use of the same network should steer the solutions toward 
being comparable.

In summary, pathway- and network-based approaches 
represent a highly active area of current research in the analy-
sis of cancer genomics datasets. New methods are still sorely 
needed to use the results of these approaches in a worth-
while effort to translate the findings to patient treatment. For 
example, the networks identified by these approaches could 
provide important insights into “Achilles’ heel” attack points 
for cancer cells. We therefore need methods that can predict 
how a tumor might respond to a drug by simulating manipu-
lations on such networks. An important antecedent to this, 
of course, is to prove that the networks capture enough of 
the salient features of a patient’s tumor for it to be used as an 
“avatar” for in silico testing.

Experimental Approaches

The computational approaches just described attempt to 
predict functional genes based on their frequency, asso-
ciation with behavior, activation of pathways, and so forth. 

However, such approaches are limited by the number of 
samples available for computational assessment, the high 
heterogeneity within and between human tumors, and our 
imperfect understanding of the regulatory mechanisms that 
govern normal and malignant cell behavior. Thus, they serve 
to generate hypotheses that guide experimental validation in 
laboratory models.

Tumor Intrinsic Assessments

A wide range of in vitro and in vivo experimental systems 
are now available for functional assessment of the effects of 
genomic aberrations that occur in tumors and their impacts 
on therapeutic response. Given the extremely large num-
ber of aberrant genes and networks now being discovered, 
this summary focuses on methods that are sufficiently high 
throughput to allow “first pass” assessment of function. In 
general, these strategies assess the impact of manipulating 
cancer genes or networks on aspects of growth or immor-
talization and less frequently other aspects of cancer biology 
such as differentiation, angiogenesis, senescence, motility, and 
DNA repair activity. Biological systems now in widespread 
use for this purpose include well-characterized collections 
of immortalized cancer cell lines grown in two- or three-
dimensional cultures,73,76,77 cell lines such as IL-3–depen-
dent, Ba/F3 hematopoietic cells that proliferate and survive 
in the absence of IL-3 when transfected with a constitutively 
active oncogene,78,79 tumor xenograft collections,80,81 geneti-
cally engineered murine models of cancer,82,83 and mice 
subjected to transposon-mediated gene alteration leading to 
tumor formation.84

One powerful strategy for the manipulation of gene 
function introduces inhibitory RNA (RNAi) oligonucle-
otides into model organisms85-87 to downregulate candi-
date genes or activated cancer regulatory networks. These 
RNAi precursors include short hairpin RNA (shRNA) 
oligonucleotides that are delivered through viral or bacte-
rial vectors87,88 and double-stranded RNA molecules, 20 
to 25 base pairs in length, called small interfering RNAs 
(siRNAs)85,89 that are transfected directly into target 
cells. Two general strategies are now commonly used to 
test the impact of RNAis in model organisms. One is to 
introduce libraries of RNAis that have been individually 
“barcoded” with unique nucleic acid sequences that can 
be identified by hybridization to oligonucleotide microar-
rays89,90 or by massively parallel DNA sequencing.91 The 
loss (selected against) or gain (selected for) of specific 
RNAis during growth is taken as evidence of the impor-
tance of the selected RNAis during growth. This approach 
has the advantage of enabling genome-wide screens at low 
cost but has the disadvantage of assessing only aspects 
of gene manipulation that affect aspects of cell growth. 
Another approach is to test the impact of siRNAs that 
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target individual genes in cells grown in microwells92 or 
on cell spot microarrays.93 The biological responses can 
be assessed by measuring changes in cancer-related prop-
erties relative to a control using assays that estimate cell 
number, or by using high-content imaging of cancer 
phenotypes such as DNA repair activity, differentiation, 
senescence, and motility after immunofluorescent stain-
ing for molecular surrogates for these phenotypes94-96 and 
dynamic responses measured using time-lapse imaging.97 
These approaches have been useful in assessing the activ-
ity of specific pathways,89 identifying genomic vulner-
abilities that might be attacked therapeutically with single 
agents,92 and developing strategies to combine therapeutic 
agents.98,99

Manipulation of gene function by transfection of 
cDNA libraries into nonmalignant cells also has been used to 
identify genes that enable the development of malignant phe-
notypes such as immortalization or colony-forming poten-
tial.100 Another approach to cancer gene identification takes 
advantage of the tumorigenic integration of transposons into 
specific genes in murine model systems. The genomic loca-
tions in which transposons integrate are mapped by DNA 
sequencing approaches. Recurrent sites of integration identify 
genes that may contribute to tumor formation when activated 
or inactivated.84,101

Information about gene network function also can be 
inferred from measurements of responses of well- characterized 
cancer models to treatment with therapeutic agents that tar-
get specific genes or networks. Treatment with compounds 
in large collections of well-characterized cancer cell lines, for 
example, enables links to be established between specific aber-
rant genes or networks and biological responses using machine 
learning or pathway-based correlative strategies. The NCI’s 
Discovery Therapeutic Program pioneered the use of cell 
lines to link omic features to response by measuring molecu-
lar features and responses to more than 100,000 compounds 
in a collection of about 60 cancer cell lines.102 However, the 
NCI60 panel is of limited power in detecting subtype- specific 
responses because of the relatively sparse representation of 
specific cancer subtypes in the collection. This has led to the 
development of large collections of cell lines that represent 
the diversity within individual tumor types.73,76 The Cancer 
Cell Line Encyclopedia (CCLE) and Sanger Cancer Cell Line 
(SCCL) projects have taken this approach to a higher level 
by assessing associations between responses to compounds in 
collections of approximately 800 cancer cell lines.77,103 Sev-
eral studies support the utility of in vitro testing in cell line 
panels. For example, in vitro model systems accurately show 
that (1) lung cancers with EGFR mutations respond to gefi-
tinib,104 (2) breast cancers with HER2/ERBB2 amplifica-
tion respond to trastuzumab and/or lapatinib,76,105 and (3) 
tumors with mutated or amplified BCR-ABL respond to 

imatinib mesylate.106 Panels of xenografts also are now being 
developed for this purpose.107

Interaction with the Microenvironment

Much of cancer genomics research focuses on the tumor-
intrinsic effects generated by aberrations in the tumors as 
discussed earlier. However, it is now apparent that the cancer- 
inducing functions of these aberrations are modified by sig-
nals from the microenvironments in which the cancer cells 
reside. Early research by Bissell and colleagues demonstrated 
that some extracellular microenvironments can counter the 
cancer-associated phenotypes generated by genomic aberra-
tions108; Folkman and colleagues demonstrated the key role 
that angiogenesis plays in cancer progression.109 Since then an 
explosion of research has illuminated many ways in which the 
microenvironment can affect aspects of cancer progression. 
These studies of the tumor-microenvironment interaction 
have been reviewed recently by Coussens and Hanahan.110 
They suggest that three general classes of cells from the 
microenvironment modulate cancer behavior in important 
ways: angiogenic vascular cells (AVCs), infiltrating immune 
cells (IICs), and cancer-associated fibroblastic cells (CAFs) as 
illustrated in Figure 24-2. They further suggest that the effects 
of these microenvironments influence aspects of cancer cell 
behavior including proliferation, growth, cell death, replica-
tive immortality, inducing angiogenesis, energy metabolism, 
invasion, and metastasis. It is also apparent that the micro-
environment influences responses to therapeutic agents—for 
example, by rendering cancer cells dormant so that they do 
not respond to cell-cycle active agents or by activating sig-
naling therapy pathways. A challenge for the future will be 
to determine how diverse microenvironments experienced 
by metastatic cells influence the biological behavior of these 
cells—especially their responses to therapeutic interventions. 
Several model systems are now being developed to facilitate 
the study of the microenvironment on cancers. These include 
three-dimensional matrigel cultures,111,112 two-dimensional 
systems engineered to carry many different proteins and 
growth factors from diverse microenvironments,113,114 xeno-
grafts engineered to mirror important aspects of the human 
stroma,115 and genetically engineered mice that model spe-
cific tumor intrinsic and extrinsic properties.116

Clinical Applications

Diagnosis and Detection

The manner in which normal tissue changes to malignant 
at the omic level is now being documented for a variety of 
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cancers by international efforts. These efforts will provide the 
basis for improved precision in cancer diagnosis and will show 
that most tumor types can be divided into subtypes that vary 
in outcome and often in response to therapy. For example, 
breast cancer tumors have been treated according to estrogen 
receptor status and according to whether HER2 is ampli-
fied for more than a decade. The advent of transcriptional 
profiling enabled breast cancers to be divided into six major 
transcriptional groups,117,118 and adding information about 
genome copy number allows the definition of 10 subtypes.119 
Adding information about recurrent mutations or functional 
mutations will further subdivide these groups. Some of the 
associations with outcome are so strong that changes in can-
cer management practices have resulted. For example, several 
commercial assays that measure expression levels of multiple 
genes are now marketed that predict therapeutic benefit in 
breast cancer patients.120-122 Since then, potentially useful 
diagnostic signatures have been developed for many cancer 
types including leukemia123,124 and colorectal,125 pancre-
atic,126 and lung cancer.127 More recently, expression levels 
of noncoding RNAs have been proven prognostic in cancers 
of the colon,128 lung,129 and bladder.130 In some cases, these 
signatures are cancer type specific and as a result can be used 
to classify cancers of unknown origin.131,132 Although most 
of these diagnostic signatures focus on molecular events that 

arise in the cancer, some reflect molecular features of the envi-
ronments in which the tumors reside—for example, molecu-
lar signatures that originate in invading immune cells that 
influence tumor outcome.133,134

The identification of molecular features that are unique 
to cancers and associated with poor outcome also provides 
the basis for the development of assays that may identify can-
cers at high risk of progressing to metastatic disease at a time 
before they have metastasized so that they can still be treated 
successfully. Development of such assays would improve out-
comes in patients afflicted with cancers of high metastatic 
potential and would reduce overtreatment of patients with 
low propensity for recurrence. These assays likely will be 
composed of a tiered combination of blood-based, anatomic, 
or histopathological assays with increasing sensitivity, speci-
ficity, and cost as illustrated in Figure 24-3.

Blood-based assays to date have focused on the detec-
tion of cancer-specific proteins and are low cost but also 
relatively low in sensitivity and specificity. Assays of prostate-
specific antigen (PSA) for prostate cancer and CA-125 for 
ovarian cancer are prototypical, but omic analyses are now 
revealing a wide range of cancer-specific changes in gene 
expression and/or splicing that might increase the specific-
ity of these tests. For example, powerful mass spectrometry 
techniques and computational analyses of genomic changes 

Figure 24-2 Interactions between tumor 
intrinsic and extrinsic features that influence 
cancer cell behavior and clinical outcome. 
Cell image provided by Juha Rantala.
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are revealing increasing numbers of cancer-specific proteins 
that may be detected in blood.135,136 In addition, it is now 
apparent that the ongoing process of tumor cell death leads 
to the appearance of tumor DNA fragments or microRNAs 
in peripheral blood or urine. Some of these tumor-derived 
DNA fragments carry aberrations such as mutations, trans-
locations, and changes in methylation that are unique or very 
specific to the tumor. As a consequence, sensitive blood-
based assays are now being developed to detect the presence 
of these sequences as an indication of the presence of can-
cer. Recent examples include an epigenetic marker panel for 
detecting lung cancer using cell-free serum DNA,137 analysis 
of mutations in DNA isolated from plasma and stool of can-
cer patients,138,139 detection of translocations as an indica-
tion of cancers of the prostate140 or ovary,141 and detection of 
genome copy-number changes as an indication of the pres-
ence of metastatic breast cancer.139

Anatomic cancer detection strategies based on the 
detection of specific molecular species using positron emis-
sion tomography (PET) and magnetic resonance imaging 
(MRI) are now being developed to enable the detection of 
cancer-specific genomic features. This requires the develop-
ment of contrast reagents that make tumors and the aberrant 
microenvironments they produce visible when the tumors 
are still small and locally contained.142 Genome profiling 
studies are revealing molecular features that are unique to 
early cancers. A variety of contrast reagents that target these 
are now being developed. These include reagents for the 
detection of estrogen receptor143 and PSA144; a range of 
nanoparticles carrying affinity molecules that detect cancer-
associated proteins145-147; and molecular features associated 
with cancer-associated stroma.148

Histological assessment of tissue samples taken from 
cancerous lesions has long been the gold standard for cancer 
detection and diagnosis. However, routine analyses of tissue 
sections stained with hematoxylin and eosin (H&E) currently 
do not provide sufficient information to distinguish between 
lesions of high and low malignant potential. Genome studies 
such as those described earlier are increasingly able to define 
molecular features associated with the most aggressive malig-
nant lesions. This information is fueling the development of 
multiplex immunohistochemical assays and/or histologically 
targeted genomic assays that are better able to identify lesions at 
high risk of progressing.149,150 These same assays also offer the 
potential of detecting isolated cancer cells that might be other-
wise missed during an assessment of H&E-stained sections.

Therapeutic Targets and Predictive Markers

Discovery of strong driver aberrations that can be attacked 
with therapeutic benefit was an early motivating factor in 

the development of international genomics efforts.151 Early 
discoveries showed that chronic myelogenous leukemias 
driven by the BCR-Abl tyrosine kinase could be effectively 
targeted by imatinib mesylate152 and breast tumors driven 
by amplification of HER2 could be effectively treated with 
trastuzumab.153 Table 24-3154 summarizes more recent 
driver genomic aberrations, the cancers in which they occur, 
and the successful therapeutic agents that attack them. This 
list will expand continuously as additional therapeutic agents 
for recurrent genomic aberrations are tested. Additional 
genes harboring genomic aberrations for which therapies are 
now being tested include AKT1, PIK3CA, PTEN, MYC, 
VHL, and HRAS.151

These studies are stimulating the development of 
a wealth of new therapeutic agents. Almost 900 small-
molecule inhibitors and biological therapeutics are now 
under development for the treatment of human malignan-
cies.155 These agents target molecular features ranging from 

Table 24-3 Genomic Aberrations, Therapeutic Agents, and Relevant 
Cancers154

Aberration Therapeutic Compound Cancer Type

BCR-Abl translocation Imatinib mesylate CML

ERBB2 amplification Trastuzumab, lapatinib, 
pertuzumab

Breast cancer

KIT mutation Imatinib mesylate GIST

Sunitinib Dermatofibrosarcoma 
protuberans

PDGFRA mutation Nilotinib Hypereosinophilic 
syndrome

Dasatinib Melanoma

EGFR mutation Gefitinib, erlotinib Lung cancer

Cetuximab Bowel cancer

FLT2 mutation PKC412, SU11248, 
CMT53518

AML, ALL

BRCA1/2 mutation Olaparib, veliparib,  
iniparib

Breast/ovarian 
cancer

BRAF mutation Vemurafenib Melanoma, lung 
cancer

ALK translocation Crizotinib Lung cancer

ROS1 translocation Crizotinib Lung cancer

RET translocation Vandetanib Thyroid cancer

MET amplification Crizotinib Esophagogastric 
adenocarcinoma

KRAS Cetuximab,  
panitumumab

Colorectal cancer

ER expression Tamoxifen, aromatase 
inhibitors

Breast cancer

ALL, Acute lymphocytic leukemia; AML, acute myeloid leukemia; CML, chronic myelogenous 
leukemia; GIST, gastrointestinal stromal tumor.
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broad-specificity conventional therapeutics to inhibitors 
that selectively target specific molecular aberrations and 
deregulated pathways. The general trend in drug develop-
ment today is moving toward agents that are targeted toward 
pathways.156

The traditional path to the clinic for new cancer drugs 
is to test them in phased trials in the metastatic setting, fol-
lowed by testing in randomized Phase III registration trials 
in the adjuvant setting. This approach requires a substantial 
investment in time, number of patients, and money. The U.S. 
Food and Drug Administration (FDA) has published draft 
guidance for using pathological complete response in neoad-
juvant treatment for accelerated approval in high-risk breast 
cancer, which would dramatically accelerate the approval 
process.157 Although a step forward, this approach has the 
weakness that drugs that are effective only in a small popula-
tion of patients may be discarded because of lack of apparent 
efficacy. Biomarkers that predict response to therapy would 
enable identification of these small subpopulations so that 
they can be targeted early in the clinical trials. As described 
earlier, this can be accomplished by developing initial insights 
about subpopulation specificity using preclinical models of 
aspects of tumor-intrinsic and tumor-extrinsic heterogeneity 
that influence responses.

It is also becoming clear that specific regulatory 
pathways can differ among cancer subtypes so that these 
subtypes respond differently to targeted and nontar-
geted therapies. It has long been recognized, for example, 
that estrogen-receptor–positive (ER+) breast cancers will 
respond well to selective estrogen response modifiers158 
and that a subset of prostate cancers is responsive to inhibi-
tors of androgen receptors.159 However, it now appears 

that most anticancer agents will be preferentially active in 
cancer subtypes defined according to their genomic char-
acteristics.73 The explanation for this seems to be that the 
use of molecular pathways that regulate cell behavior (and 
response to therapy) differs among subtypes. Efforts in the 
TCGA project and other international genomics efforts are 
defining subtypes in most anatomically defined cancers that 
can be considered for stratification of therapeutic response. 
Full use of this information will require the development of 
approved molecular assays that can stratify patients accord-
ing to subtype.

Summary

International efforts are now defining the genomic and epi-
genomic landscapes of most major tumor types. The first 
set of cross-tumor (a.k.a. “Pan-Cancer”) studies are now 
emerging to help delineate core and lineage-specific con-
tributors of the disease.160 These studies are revealing a few 
strong driver aberrations in each cancer type and many—
sometimes thousands—of aberrations of unknown conse-
quence. Much work remains to determine which of these 
contribute to the pathophysiology of each cancer type, but 
it is already clear that these analyses will have a profound 
effect on the way most cancers are managed. Aspects of can-
cer management that will benefit include early detection of 
the most lethal cancers, identification of recurrently aberrant 
genes and networks for high-priority therapeutic attack, and 
development of molecular markers that predict response to 
gene- or network-targeted therapies.
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High-Content Analysis (HCA)

Background on Fluorescence Imaging  
in Cancer Biology, Drug Discovery,  
and Diagnostics

Cancer displays significant genetic and nongenetic heteroge-
neity.1-4 Tumors are integrated tissue systems of interacting 
malignant cells, stem cells, and stromal components, includ-
ing immune cells, fibroblasts, endothelial cells, and nerve 
cells (Figure 25-1).5-9 Immune cells and other stromal com-
ponents play cooperative roles in tumor development and 
metastasis and influence responses to therapies. The stromal 
phenotype and functions are strongly associated with disease 
progression and clinical outcome in cancer. Leukocytes are 
attracted into tumors by chemokines and can both protect 
the tumor from antitumor immunity and promote tumor 
progression via stimulating angiogenesis and tumor cell 
migration.10-12 Tumors can render infiltrating immune cells 
anergic/nonresponsive13,14 or drive such cells into apopto-
sis.15 Tumor cell heterogeneity, the complexity of the tumor 
system, and the vital interactions of tumor cells with multi-
ple components of the stroma highlight the need for a “tissue 
systems biology” approach to cancer diagnostics, which com-
bines multiplexed biomarker measurements in the context of 
the tissue architecture and tumor cell function (Table 25-1)* 
with informatics tools to classify individual patients according 
to disease subtype, recurrence, and responses to therapies.16

Fluorescence-based imaging technologies have been 
applied to models of cancer and patient samples for many 
years. The applications have spanned the range from in vitro 
studies in single cells,17,18 populations of cells,18-24 mixed cell 
populations,25-27 three-dimensional (3D) tumor models,28,29 

* Table 25-1 includes citations for References 214, 224, and 294 through 331.

and pathology of patient tumor samples,16,30 as well as imag-
ing cells within mouse tumor models,31-33 including anti-
tumor immune responses,31,34 dynamics of cancer growth 
and invasion,31,35 tumor angiogenesis and regression,31,36 
and tumor cell movements.37,38 Furthermore, applications in 
drug discovery have been performed in cells39,40 and in small 
experimental organisms41 including yeast,42-45 Caenorhab-
ditis elegans,46-48 Drosophila,49-52 and zebrafish,53-56 as well 
as monitoring tumors in rodent models33,57-59 with whole-
body imaging of small mammals.57,60

The present chapter focuses on the application of 
high-content analysis (HCA) to populations of cells, more 
complex tumor models, and in  vitro and patient samples 
where large image datasets can be created and explored 
with computational and systems biology tools to cre-
ate a bridge between cancer cell biology and tissue-based 
diagnostics. The investigation and integration of the con-
tinuum of single cells, cell populations, 3D tumor models, 
and patient samples is needed to define the molecular basis 
of cancer.

HCA, originally termed high-content screening 
(HCS), is a platform technology created in the 1990s to 
automatically image, analyze, store, and mine large image 
datasets based primarily on fluorescence imaging micros-
copy, although transmitted light is an option.61,62 HCA 
harnesses advances in automation of microscopy, image 
processing, image analysis, fluorescence-based reagents, 
automation of sample preparation, and relational databases 
(Figure 25-2).61-64 There have been numerous books65-67 
and reviews on the applications of HCA in basic biomedi-
cal research, drug discovery/development, and diagnos-
tics.39,68-72 A broad range of fluorescence-based reagents for 
both live cell, kinetic studies and fixed-endpoint investiga-
tions have also been reviewed in detail.63 The major types of 
reagents, readouts, and selected on-line databases are listed in 
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Table 25-2.* Extensive lists of additional reagent sources can 
be found online73,74 and in published catalogues.75

Although the development of HCA has focused on 
the application of fluorescent probes, chromogenic probes 
continue to be used extensively for labeling tissue sections. 
Table 25-3** compares the advantages and disadvantages of 
fluorescent and chromogenic probes. Most HCA systems are  
optimized for the use of fluorescent probes, principally for 

* Table 25-2 includes citations for References 61, 63, 68, 69, 74, 75, 110, 133, 197, 
and 332 through 340.
** Table 25-3 includes citations for References 177 and 341 through 344.

their high sensitivity, high specificity, broad range of cellular 
functional readouts, broad range of wavelengths for multi-
plexing, and ability to engineer cells to express fluorescent pro-
teins and biosensors. Because HCA makes use of automated 
imaging and quantitative image analysis, there is no need for 
direct viewing of the labeled specimen, and once the images 
are acquired, there is no further need for the specimen other 
than for institutional or clinical requirements. In traditional 
pathology, on the other hand, chromogenic probes have some 
advantages. The human brain is still the most sophisticated  
and reliable image processor for the interpretation of small 
numbers of images.76 Readily available, low-cost chromogenic 
probes provide stable and dense labeling for visualization in 
a transmitted light microscope or by digital image pathology, 
while simultaneously viewing the contextual morphology of 
the cells. Although providing somewhat lower resolution and 
more limited multiplexing than fluorescent probes, chromo-
genic probes still provide a good labeling strategy where one 
to three biomarkers per slide can be useful.

Success in the Human Genome Project demanded 
tools to define the functions of the coding and noncoding 
portions of the genome, to define the dynamic interplay of 
cellular constituents within and between cells, and to char-
acterize subpopulations, as well as to define the relation-
ships between populations of cells in higher order biological 
systems. The field was named cellomics, and the platform 
technology was named HCA. HCA harnesses the ability to 
implement combinatorial treatments on large sample sizes 
by using microplates, patterned microarrays77 and microflu-
idic devices78 for cells, microplates for small organisms, and 
mounted sections/microarrays for tissues. These large sam-
ple sizes are required for statistical analyses and exploration 
by computational and systems biology.16,21,63,79,80

Table 25-1 Key Tumor System Processes and Biomarkers

System Process Example Biomarkers References

Proliferation Ki-67, Aurora A kinase 294, 295

Apoptosis p53, Apo-1/Fas, FasL, TRAIL recep-
tors, caspases, pAKT, Survivin, 
MCL-1, Bcl-2

296-303

Cell cycle control p53, p21, p27, p16, cyclins D1, E 304-310

Adhesion E-cadherin, beta-catenin, CD44, 
CD24, Claudin-1

311-315

Migration/motility CXCR4, alpha6beta4 integrin, Net1, 
matrix metalloproteinases

316-318

Angiogenesis VEGF, Flt-4, HIF-1alpha, pericyte 
markers

319-323

Immune responses CD68, CD45RO, CD3zeta, CD4, CD8, 
PD-L1, FOXP3, CD1a, cytokines

224, 324-327

Inflammation NF-kappaB, COX2, CSF-1R 214, 328, 329

Fibroblasts Fibroblast activation protein-alpha, 
PDGF-beta

330, 331

Adapted from Critchley-Thorne RJ, Miller SM, Taylor DL, et al. Applications of cellular systems biol-
ogy in breast cancer patient stratification and diagnostics. Comb Chem High Throughput Screen. 
2009;12:860-869.

Figure 25-1 Solid tumors are systems within the 
human system The tumor system includes normal 
tissue/organ cells (pink), tumor cells usually containing 
a range of genetic alterations (yellow), and cancer stem 
cells (orange), along with immune cells (e.g., dendritic 
cells, granulocytes, macrophages, lymphocytes) and 
other stromal cells, such as fibroblasts and vasculature, 
that all play a part in tumor development, progression, 
metastasis, and response to therapy, based in part on 
their spatial relationships.
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Imaging Live Cells and Model Organisms  
with HCA

Imaging living cells and model organisms by HCA has 
the advantage of allowing the investigation of the dynamic, 
temporal-spatial interplay of cellular constituents that define 
normal and abnormal cell and tissue functions. Single time 
points and/or kinetic measurements can be generated and 
analyzed.20,62 It is also possible to harness advanced, fluo-
rescence-based probes and biosensors to measure physi-
ological parameters not readily measured in fixed samples, 
such as cyclic protein translocations, pH, free Ca2+, mem-
brane potentials, and a growing number of physiological 
biosensors by fluorescence microscopy.63,69 A disadvantage 
of investigating living systems by HCA is that biological 
processes can change from the time of imaging the first well 
in a microplate to the last well and this issue is multiplied 
when going from 96 to higher-density well plates. Depend-
ing on the time course for the specific biological process,81 
including cyclic changes82 and the protocol for the addition 

of experimental treatments, large-scale, living samples usu-
ally have to be profiled in smaller batch sizes.

All HCA profiling or screening studies start with living 
systems that receive some combinatorial application of small 
molecules or biologics,83-86 RNAi for knockdowns,87-89 and/
or nucleic acids for transfections or transductions. Although 
more demanding to perform, a recent investigation studied 
the kinetics of response of individual cells to drug treat-
ments demonstrating the variability of cellular responses in 
a population.19 Measuring kinetic responses should increase 
as even more biosensors are developed and the complex and 
dynamic aspects of signaling processes are investigated.

Imaging Fixed Cells and Model Organisms 
with HCA

The main advantage of using fixed samples is that large-scale 
sample preparation and robotic screening of many micro-
plates or slides is possible without changes in the biology 

Imaging algorithmsE

Sample preparationD

Reagents/cellsC

Arrays of cellsA
Cellular bioinformatics

A

B

A
B

D C

G

InstrumentationB

InformaticsF
Figure 25-2 The components of high-content analysis (HCA) HCA is defined by the integration of (A) arrays of cells/tissues for high-throughput 
biology; (B) automated microscope systems available from multiple vendors; (C) a wide range of reagents and cell types; (D) automated sample prepa-
ration systems and protocols; (E) imaging algorithms typically designed to measure multiple features for each cell; (F) informatics to review and further 
process the data, for example, to fit dose-response curves; and (G) bioinformatics to relate multiparameter cellular features to biological functions.
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Table 25-3 Comparison of Fluorescent and Chromogenic Readouts177,341-344

Reporter Type Advantages Disadvantages

Fluorescent Present standard in cell analysis
High sensitivity and specificity
Quantitative readout
Multiplex targets that are colocalized and/or in close  

proximity
Broad spectrum of wavelengths
Higher resolution with  confocal imaging

Reagents are less stable for long-term storage
More expensive fluorescence, more expensive imaging 

systems
More expensive reagents

Chromogenic Present standard in tissue analysis
Long-term stability of labeling
Brightfield microscopes
Greater amplification

Variable sensitivity and specificity
Multiplexed targets must be spatially separated
Precipitates cause fuzziness around target

Table 25-2 Classes of Fluorescence-Based Reagents, Readouts, and Online Resources for HCA

Resource Type Application References

Fluorescent probe 
classes

Chemical fluorophores Wide spectral range, easily attached to targeting molecules, some are 
 environmentally sensitive, many useful properties

61, 63, 74, 75

Nanocrystals Stable, bright, single excitation, narrow emission, best for multiplexing in fixed  
cells or cell surface markers

75, 110, 332

Fluorescent proteins 
(FPs)

Multiple wavelengths, transient or stable expression, linked to targets, some are 
environmentally sensitive, photoactivated (or switched), live or fixed cell assays

63, 69

Cellular labeling 
approaches

Antibodies Target expression level and localization 63, 69, 75

FISH probes DNA copy number variants, RNA expression, including micro-RNA 197

FPs Target expression level, localization and dynamics, photobleaching or 
 photoactivation for transport within or between compartments

63, 69

Environment-sensitive 
probes

Ion concentrations, membrane potential, hydrophobic compartments 63, 69, 75

Proximity probes FRET, colocalization 63, 69, 75, 333, 334

Enzyme activity Fluorogenic substrates, cleavable linkers 63, 75

Organelle specific Nucleus (DNA), mitochondria, lysosomes, neutral fat, endoplasmic reticulum, etc. 63, 75

Fluorescent biosensors FPs or combinations of FPs engineered to report on activation of biomarkers or 
pathways

63, 69

HCA readouts Intensity Relative concentration of target 63, 69

Distribution Distribution and dynamics of molecular targets in cells 63, 69

Colocalization Similarity or difference in the distribution of two or more labels 63, 69

FRET Very sensitive determination of close proximity of two labels 63, 69

Morphology Texture, size, or shape of cells or organelles, aggregation 16, 68

Lifetime Local chemical environment 63, 69

Polarization Molecular interactions (bound vs. free) 63

Cell tracking Motility, metastasis 63

Kinetics Measure of any or all readouts over time 63, 69

Internet  
databases

Spectral PubSpectra, Fluorophore.com, others 335

Targets The Human Protein Atlas, The Cell: An Image Library, The BioGRID Interaction 
Database

336-339

Cell lines The Cancer Cell Line Encyclopedia, Cell Line Navigator 133, 340

FISH, Fluorescence in situ hybridization; FRET, fluorescence resonance energy transfer; HCA, high-content analysis.
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during the readout. Therefore, many combinatorial treat-
ments can be prepared at one time and the microplates/slides 
stacked in a robotic system for screening/profiling. There 
are many fluorescence-based reagents including antibod-
ies, fluorescence in situ hybridization (FISH) probes, and 
fluorescent proteins that can be used to define single time-
point localizations, relative concentrations, and activities.63 
In order to optimally interpret fixed samples, either the half-
time of a process under investigation must be determined in 
live sample profiles, or multiple time points must be gener-
ated in distinct wells or plates.

HCA has been extensively applied as a phenotypic 
approach to cancer drug discovery over the past few years, in 
both primary and secondary screens, either using live-cell90-93 
or fixed-cell21,39,69,94 screening. Although specific molecular 
targets guide many of these screens, pathway modulations 
and phenotypic profiling are central to the approach.39,71,95,96 
Examples of cancer biologies explored include energy 
metabolism,97 viral induction,98 apoptosis,99 cell cycle,25,45,91 
autophagy,84 tumor invasion and metastasis,50 pathway mod-
ulations,47,100 a panel of biologies,101 and phenotypic changes 
compared to mutants.44,102 In many cases, HCA is also used 
in structure-activity relationship (SAR) to optimize lead 
compounds.103,104 However, it is still important to ultimately 
identify the mechanism(s) of action of lead compounds. The 
role of HCA in cancer drug discovery and development has 
been further advanced with the application of more quanti-
tative analyses of profiles using computational biology and 
systems biology approaches,105-107 as explored in detail next.

Multiplexed to Hyperplexed Fluorescence-
Based HCA

It has been the goal of imaging cytometry to increase the 
number of specific molecular parameters that can be mea-
sured in the same sample, so that complex interplays of 
components, pathway mapping, and heterogeneity of biolog-
ical processes can be analyzed in increasing detail. We have 
defined multiplexed fluorescence in imaging applications 
as the combination in a sample of up to seven fluorescent 
probes that can be discriminated by spectral selection. Mul-
tiplexing has been accomplished in both live and fixed sam-
ples using a range of fluorescent probes.63,108 Multiplexing 
by flow cytometry has reached the level of 15 to 18 distinct 
fluorescent probes,109 but flow cytometry does not permit 
analyses of the temporal-spatial dynamics within or between 
cells. Hence, imaging technologies are being advanced to 
produce more parameters, especially in fixed samples. There 
have been a number of technical developments to increase 
the number of fluorescently labeled antibodies and FISH 
probes per sample, including new types of probes such as 

quantum dots,110 new algorithms such as spectral unmix-
ing,111 and new protocols such as sequentially labeling, 
imaging, and quenching the fluorescence, and then repeating 
the process.112-115 Recently, the GE Global Research Cen-
ter has demonstrated that more than 60 fluorescence-based 
biomarkers can be applied to a single tissue sample using a 
sequential labeling approach.111,116 This novel platform tech-
nology should have a great impact on basic cancer research, 
drug discovery, and diagnostics/prognostics. Generating the 
multiplexed to hyperplexed datasets creates a powerful plat-
form that will enable the application of advanced computa-
tional methods to directly define pathways and modifications 
due to perturbations, as well as to characterize and under-
stand heterogeneity. It is also possible to harness fluorescence 
lifetime imaging to gain some parameters,117 as well as the 
application of mass spectroscopy118 applied to single cells 
and tissues, but these latter approaches are not covered here.

In addition, other imaging modalities have been 
applied to cancer model systems and patients.33,119,120 The 
data from these investigations must be integrated into the 
systems biology models developed in cells, small experimen-
tal organisms, and patient tissue sections.

Cellular Systems Biology in Cancer 
Research and Drug Discovery

Cell Lines, Primary Cells, and Tumor 
Microenvironments in HCA Studies

The biological interpretation of cancer genomic and pro-
teomic data remains a major challenge.121 The presence of 
both genetic and nongenetic heterogeneity among cancer cells 
complicates population-level data interpretation and implies 
the need for more detailed analysis at the cellular level.122-125 
Furthermore, the development of diagnostics and therapies 
requires consideration of the functions and responses in all 
cancer cells, not just the “average” cancer cell, as well as the 
role of the microenvironment. There has now been a shift 
in focus on screening for cancer drugs from relying exclu-
sively on tumor cytotoxicity to understanding the signaling 
context within which the particular molecular target oper-
ates.126 Multiplexed or hyperplexed cell analysis, when com-
bined with computational modeling, can serve to directly 
assess multiple functions at the cellular level. Cell-by-cell 
analysis also allows detailed determinations of heterogeneity 
in cell populations. Rather than viewing heterogeneity as an 
interference in the development of diagnostics and therapies, 
researchers can use computational models of heterogeneity to 
gain a deeper understanding of the functioning of the under-
lying pathways and networks, as discussed later.127 Further-
more, HCA can accelerate mechanism-of-action studies for 
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oncology research,128 provided relevant models are used in 
the analysis. Two important aspects of cancer model develop-
ment are the choice of cells and the design of the model.

There are now a large number of cancer cell lines avail-
able; however, the relevance of those cell lines has long been 
debated.129-132 Cancer cell lines are attractive models as they 
provide an unlimited source of homogeneous, self-replicating 
material, free of contaminating stromal cells, and the major-
ity are easy to culture in standard media. Although cancer 
cell lines may have diverged to some extent during culture, 
the genomics and even pharmacological profiles of large 
numbers of these cell lines are available and provide a basis 
for interpreting cellomics profiles in the context of pathways 
derived from genomics. For example, the recently published 
Cancer Cell Line Encyclopedia (CCLE), a compilation of gene 
expression, chromosomal copy number, and massively paral-
lel sequencing data from 947 human cancer cell lines, cou-
pled with pharmacological profiles for 24 anticancer drugs 
across 479 of the cell lines,133 extends existing data charac-
terizing cancer cell lines.134-137 Furthermore, results from 
studying cancer cell lines in two dimensions (2D) serve as 
the simplest model for comparison with results from more 
complex 3D models involving tumor microenvironments, as 
well as results from patient samples, such as those available 
from The Cancer Genome Atlas.138

Cell-line fidelity with primary tumors varies depend-
ing on the tumor type. For example, the fidelity of breast 
cancer cell lines with primary tumors, assessed by com-
parison of genetic heterogeneity and copy number abnor-
malities, has been shown to be high.134 Conversely, cell lines 
derived from glioblastomas have lower fidelity with primary 
tumors and mostly lack the amplification and mutation of 
epidermal growth factor receptor (EGFR) that is found in 
approximately 50% of glioblastomas.139 Although it is clear 
that cell lines cannot model the hundreds to thousands of 
genetic aberrations found in primary tumors, HCA enables 
sufficient assessment of the many potential aberrations to 
identify those that are functional.

As a group, breast cancer cell lines faithfully repro-
duce the heterogeneity in human breast tumors as described 
earlier, though individually they exhibit profiles that fall 
short of truly representing the intratumoral heterogeneity 
of individual breast tumors. Studies suggest that collections 
of cell lines representing multiple cell types can be used to 
model the cellular heterogeneity in tissues.140 Individual 
cell lines can also be useful models for specific functions. 
For example, the most commonly used breast cancer cell 
line, MCF-7, established in 1973 at the Michigan Cancer 
Foundation, exhibits exquisite hormone sensitivity through 
expression of estrogen receptor, making it an ideal model 
to study the hormone response.141 It is important then to 
understand how well and which cell lines best model the 

diversity and which best model specific pathways. Microar-
ray studies have identified molecular subtypes—luminal A, 
luminal B, ERBB2-associated, basal-like, and normal-like—
with characteristic gene expression patterns and underlying 
DNA copy number alterations (CNAs). Genomic profiling 
of a collection of breast cancer cell lines found that they 
retained expression patterns with relevance to the luminal-
basal subtype distinctions. That compendium of molecu-
lar profiles defines cell lines suitable for investigations of 
subtype-specific pathobiology, cancer stem cell biology, bio-
markers, and therapies and provides a resource for discov-
ery of new breast cancer genes.142 The choice of cancer cell 
lines, primary cells, or stem cells to construct models for 
HCA should be made based on the basis of the abundant 
genomics, proteomics, and pharmacological profiles of the 
cell model; the goals of the study; and the analysis methods 
to be employed.

Whereas 2D cultures of cell lines provide simple mod-
els for HCA, pathway and network modeling (see later dis-
cussion), and drug discovery,20,128,143 more sophisticated 3D 
microenvironment models are required to better recapitulate 
the tumor environment. 3D cell cultures are rapidly becom-
ing the method of choice for the physiologically relevant 
modeling of many aspects of nonmalignant and malignant 
cell behavior ex  vivo. 3D models include relatively simple 
tumor spheroid models144,145; more complex extracellular 
matrix models146-149; models that mimic the architecture of 
specific cancers150; cells grown on artificial scaffolds such as 
engineered organ models151-154; and tissue explants.155,156 
In addition, the development of microfluidic devices capable 
of maintaining a controlled, physiological environment will 
allow the construction of even more relevant tissue microen-
vironment models.157

In general, the simpler 2D models allow the greatest 
flexibility in terms of the range of markers and measurements 
that can be made cell by cell in the monolayer, using multi-
plexed HCA. Although confocal HCA systems can optically 
slice through thick specimens, the fact that the cells are not 
all in the same plane complicates the cell-by-cell quantita-
tion of features. The approaches to the analysis of confocal 
sections are similar to the analysis of tissue sections, which 
is discussed in more detail later. The spheroid model is argu-
ably the simplest 3D model for studying tumor cell biology, 
therapy resistance, cell-cell interactions, invasion, drug pen-
etration, modeling, nutrient gradients, and tumor cell metab-
olism.144,145 The self-organization and generation of distinct 
tumor microenvironments makes it an attractive model for 
high-throughput imaging.158 The well-defined geometry of 
the spheroid simplifies the identification of microenviron-
ments in the model.

There are a wide range of 3D tissue models that can 
be used with HCA analysis. Extracellular matrix models of 
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various compositions attempt to reconstruct the in vivo envi-
ronment for studies of tumor cell biology, cell-cell interac-
tions, cell migration, and invasion. Layers of cells are cultured 
on top of porous membranes for drug transport and binding, 
therapy resistance, and invasion assays. Engineered models 
such as micropatterned surfaces and 3D organizations,147,150 
as well as cells cultured within a network of perfused artificial 
capillaries for studying tumor cell metabolism, therapy resis-
tance, and artificial organs, are the future. Each of these mod-
els, combined with a carefully chosen cell type and analysis 
approach, can provide insights into many functional compo-
nents of cancer.159 A deeper systems biology understanding 
of cancer will come from integrating data across these stud-
ies through the construction of computational models, based 
on combining pathways based on genomics, with functional 
data from HCA studies, as discussed later.

Heterogeneity as a Challenge in Cancer 
Biology and Drug Discovery

Cell-to-cell differences are always present to some degree 
in any cell population, and therefore the ensemble behav-
ior of a population may not represent the behaviors of any 
individual cell.160 Broadly speaking, cellular heterogeneity 
can be classified as either genetic or nongenetic in nature.125 
Genetic heterogeneity has been identified as an important 
factor in cancer progression and is thought by some to result 
from pressure for cells to adapt to new environments dur-
ing metastasis or to evade immune responses.161 Single-cell 
PCR gene-expression analysis, genomic profiling, immuno-
histochemistry, and other methods show that cancer tissues 
contain distinct cell populations and that the different gene 
expression programs linked to multilineage differentiation 
are strongly associated with patient survival.162 Although 
genetic heterogeneity across cancer lines can be used as a pre-
dictor of drug efficacy,137 intratumor genetic heterogeneity 
can also impede the development of personalized medicine. 
Phylogenetic differences, both intratumor and between pri-
mary tumors and their metastases, indicate that the sequence 
of a single sample does not reveal the full complexity of 
tumor genetics.2

Nongenetic heterogeneity is thought to originate from 
natural biochemical variations between clonal cells, such as 
differences in concentrations of biological compounds or 
slight discrepancies in the timing of cellular events. It plays 
an important role in cancer progression, as subpopulations 
of cells with significant stable variations in biochemistry exist 
within primary and metastatic tumor cell populations.163 
Transient drug-resistant phenotypes have been observed to 
emerge in cancer, conferring drug resistance in the absence 
of genetic mutation,164 and drug treatment has even been 

observed to induce novel phenotypes.124 The nongenetic 
heterogeneity in cancer further complicates therapeutic 
development, as it implies that genetic information by itself 
may be insufficient to explain the response of a particular 
tumor to treatment, even if distal regions of the tumor are 
sequenced. An emerging course of action is to address can-
cer at the level of pathway, simultaneously targeting multiple 
pathways to minimize potential drug resistance. In addi-
tion, defining the immune status and stromal cell content 
in tumors is critical to understanding individual responses 
to therapeutics.

Analyzing single cells within a population is a new 
frontier in platform technologies that has the potential to 
transform systems biology through new discoveries derived 
from cellular heterogeneity.127 A great amount of informa-
tion about the biochemical and environmental conditions 
of genetically homogeneous cellular populations can be 
uncovered by exploiting the differences between individual 
cells within the population. Patterns of heterogeneity in 
basal populations have been used to predict drug sensitiv-
ity in clonal populations of the NCI-60 panel of cancer cell 
lines,165 and phenotype profiling has been applied to uncover 
compound mechanisms of action.166-168

The general approach to extracting biochemical infor-
mation from inherent heterogeneity commences with the 
identification of well-defined phenotypes, through either 
expert opinion or automated clustering algorithms.106 In 
the case of the former, supervised machine learning tech-
niques are used to teach a computer how to correctly recog-
nize phenotypes and classify cells. It has been shown that a 
computer trained by an experienced biologist to recognize 
14 distinct morphological phenotypes can accurately clas-
sify human cancer cells at a rate of 70,000 per second.169 
Alternatively, unsupervised learning methods can be 
employed to allow computational identification of pheno-
types based on clustering in feature space, without prior 
human interpretation. As an example, cellular phenotypes 
that were automatically identified using a support vec-
tor machine have been used to extract information about 
drug activity in HeLa cells.105 In either case, it is necessary 
to use a set of features that is capable of distinguishing 
between phenotypes.170 Once phenotypes are established 
and recognizable by computer, entire cell populations can 
be described in terms of the relative abundances of their 
constituent phenotypes.79,171 Statistical or mechanistic 
techniques are used for analysis of the patterns of hetero-
geneity. Statistical analysis techniques involve comparing 
phenotype distributions that result from novel treatments 
to those that are associated with treatments of known 
action. Standard statistical measures, such as the KS sta-
tistic172 or KL divergence,173 are used to compare popu-
lation distributions, and predictions for novel treatments 
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are based on which known treatments they most closely 
resemble. In mechanistic analysis, one or more cellular 
pathways of interest are modeled in silico, and their pre-
dictions are compared to the patterns of heterogeneity in 
the population. Predictions of concentrations of biomol-
ecules within cells from pathway models can be compared 
directly to measurements from HCA experiments, and 
multiple pathway models can be combined to computa-
tionally represent a heterogeneous population of cells.127

Figure 25-3, A, illustrates the automated clustering of 
Cal33 head and neck cancer cells based on the relative activa-
tion of STAT1 and STAT3 in response to treatment with 
IFNγ and IL6 as measured by phosphorylation or translo-
cation to the nucleus. In many cancers, abnormal activation 
of STAT3 functions to promote tumor growth, whereas 
STAT1, despite a greater than 50% sequence homology, is 
mostly antagonistic to STAT3 activity.174 A better under-
standing of the differences in regulation and activation 
of STAT1 versus STAT3, on a cell-by-cell basis, will be 
important for therapeutic development. The cells were clus-
tered on the STAT1 and STAT3 activation state using a 
Gaussian mixture model. The fraction of cells in each clus-
ter varies over time, with a rapid but transient activation of 
STAT3 followed by a slower but more sustained activation 
of STAT1 (see Figure 25-3, B). The extent of each cluster 
indicates a highly heterogeneous level of activation, and the 
inclusion of a fraction near the origin indicates cells that 
appear to be unresponsive. Whether this is a kinetic effect or 
the result of the cells being in an activation-resistant state is 
still under investigation.

Tissue Systems Biology in Cancer 
Diagnostics/Prognostics

From H&E Staining to Multiplexed and 
Hyperplexed Fluorescence

For decades pathologists have used hematoxylin and eosin 
(H&E) and immunohistochemistry (IHC) with manual 
analysis by microscopy to assess tissue morphology and 
protein expression and distributions for diagnostic pur-
poses. Although these methods are very valuable and are 
still used in the majority of cancer diagnoses, they are lim-
ited by subjectivity and intra- and interobserver variability, 
and they are only semiquantitative (see Table 25-3). There 
is a growing trend to digitize pathology to improve objec-
tivity, standardization, and productivity, as has been done 
in radiology. Brightfield and fluorescence digital slide scan-
ners from companies such as Aperio Technologies,175 Bio-
Imagene (now Ventana Medical Systems),176 Perkin Elmer, 
Omnyx, and 3DHistech177 are increasingly being adopted 
in medical laboratories. Slide scanners produce whole-slide 
digital images for viewing and sharing by telepathology and 
to enable more reproducible analysis of morphology and 
biomarkers by image analysis software. Digital image analy-
sis has been applied to IHC-labeled biomarker analysis in 
multiple types of cancers to improve reproducibility and 
standardize scoring methods.178-181 Even with digital slide 
analysis, the accuracy of chromogenic IHC is limited by the 
inherent staining variability associated with the nonlinear 
signal amplification and is mostly limited to a few biomarkers 
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Figure 25-3 Automated identification and quantitation of subpopulations of cells (A) The scatterplot illustrates the relationship between 
STAT3 and STAT1 activity for ∼72,000 Cal33 head and neck cancer cells stimulated with 50 ng/mL of IL-6 and 50 ng/mL of IFNγ for 8-120 min. STAT3 
activity measured as fluorescence intensity of an antibody to phospho-STAT3-Y705, and STAT1 activity measured as the nuclear-cytoplasmic difference 
in fluorescence of an antibody to STAT1. Five subpopulations (blue, green, yellow, orange, and red ellipses) were automatically identified by a Gauss-
ian mixture model algorithm. Pseudocolor images (inset), STAT1 (green channel), and STAT3 (red channel) show the variation in labeling seen among 
the five clusters. (B) The distribution of the cells between subpopulations changes over time (colored lines correspond to clusters). At the earliest 
time point, 8 min, over 60% of the cells are in cluster 5 (blue), principally STAT1(−) and STAT3(+). At 15 min, the largest fraction has shifted to cluster 
4 (green) showing a slight activation of STAT1 and already a decrease in the STAT3 maximum. At 30 min, the cells are about equally distributed among 
clusters 3 (yellow), 2 (orange), and 1 (red). By 1 hour, clusters 1 and 2 account for >95% of all the cells.
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per slide (see Table 25-3).182,183 Multiplexed IHC can be 
performed,184 yet multichromagen images are more difficult 
to interpret visually and to deconvolve with image analysis 
software, particularly for biomarkers expressed in the same 
subcellular compartment (see Table 25-3). However, there 
is now some promise in applying unsupervised learning 
methods to chromagen-labeled samples.

Quantitative, multiplexed digital imaging methods 
can improve reproducibility and also measure the mul-
titude of molecular changes in cancer that are associated 
with disease subtype, tumor progression, and response to 
therapies. Because these molecular changes precede mor-
phological changes in the development and progression of 
cancer, molecular profiling can improve the sensitivity of 
diagnostic and prognostic testing in conjunction with histo-
pathology.185 Cancer progression and responses to therapies 
depend on multiple components of many signaling pathways 
within malignant cells and stromal processes. It has become 
clear that there are no “single bullet” biomarkers and that 
multiple biomarkers are required to accurately diagnose, pre-
dict risk of recurrence, and/or predict response to therapies 
for all patients with a particular type of cancer. Multiplexed 
fluorescence biomarker labeling with digital imaging repre-
sents a significant improvement over traditional histologic 
methods for tissue biomarker analysis, including the ability 
to quantify multiple antigens per tissue section, the ability to 
quantify antigens that are colocalized to the same subcellular 
compartment, and more consistent, linear, higher resolution 
labeling with greater dynamic range of biomarker measure-
ments. Multiplexed biomarker analysis in the context of tis-
sue morphology builds on cellular HCA, described earlier, 
and allows objective, reproducible extraction of quantitative 
biomarker data and morphology data by image analysis soft-
ware.186-189 Quantitative multiplexed fluorescence analysis 
of biomarkers in digital tissue images has been used to mea-
sure diagnostic, prognostic, and predictive cancer biomark-
ers in multiple cancer types.102,186,190,191 These methods of 
protein biomarker measurement correlate with Western blot 
analysis,192 match or exceed the accuracy of manual IHC 
scoring,193-195 and can improve standardization of tissue bio-
marker measurements.196 Labeling and imaging of nucleic 
acids in tissues can also add power to cancer testing. Locus-
specific amplifications and losses and also microRNAs can 
be measured by FISH in intact tissues to enable interpreta-
tion within the context of tissue architecture.197

Multispectral imaging enables separation of overlap-
ping dyes in both brightfield and fluorescence tissue images 
to increase the potential level of multiplexing.177 Nanoparti-
cles such as quantum dots and composite organic-inorganic 
nanoparticles (COINs) have emission spectra that are nar-
rower and more symmetrical than traditional fluorophores, 
which results in minimal crosstalk between fluorescence 

channels and offers the potential for higher levels of mul-
tiplexing in tissues.110,198 Hyperplexed fluorescence meth-
ods, defined earlier, can overcome the spectral limitations 
of fluorescence-based detection of biomarkers and offer the 
potential to assess dozens of protein and nucleic acid param-
eters per tissue section for protein network topology, spatial 
mapping of protein clusters, microRNAs, and CNVs in tis-
sues.114-116,199 Infrared spectroscopic imaging and Raman 
scattering imaging of unlabeled tissue sections enables the 
collection of thousands of spectra representing biochemis-
try in the context of the tissue architecture.200,201 This type 
of high-content tissue imaging can be used to classify can-
cer types and distinguish cancer stages202-204; however, the 
mechanisms underlying the classifications are difficult to 
interpret because the specific molecules responsible for the 
hyperspectral signatures are not known.

Heterogeneity and Complexity of Tumors: 
Breast Cancer as an Example

Tumor heterogeneity and complexity highlight the need 
for a “tissue systems biology” approach to cancer diagnos-
tics, as described in the first section and as exemplified by 
breast cancer. The current standard diagnostic and predic-
tive tests for breast cancer are IHC-based measurements 
of estrogen receptor (ER), progesterone receptor (PR), and 
HER2/neu.205 These biomarkers are usually measured one 
at a time in serial sections with manual scoring by a patholo-
gist. HER2/neu status is confirmed by FISH in a subset of 
patients who are candidates for HER2/neu-directed thera-
pies. Multiplexed fluorescence immunohistochemistry has 
been applied to these standard breast cancer biomarkers to 
improve standardization.206,207 This limited set of biomark-
ers is insufficient to address breast cancer heterogeneity and 
cannot accurately stratify patients according to breast cancer 
subtype, predict risk for recurrence, or predict benefit from 
therapies. Gene expression profiling has identified molecular 
portraits of the main breast cancer subtypes and character-
ized the genetic and epigenetic abnormalities associated with 
each subtype.1,3 RT-PCR– and DNA microarray–based 
multigene tests have been developed for prognostic and 
predictive testing in breast cancer. Oncotype Dx (Genomic 
Health, Inc., CA, USA) and Mammaprint (Agendia, BV, 
Netherlands) are two such tests that have achieved clinical 
adoption.208-212 These approaches are valuable and have had 
a positive impact on patient care; however, the various mul-
tigene tests for cancer can be limited by bias introduced by 
interpatient variations in percentages of malignant, immune, 
and stromal cells. Furthermore, these methods require tis-
sues to be digested, and the tissue architecture and spatial 
information, which are important for accurate biomarker 
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measurement and interpretation, are lost. Stromal signatures 
including immune response and angiogenesis-related genes 
have been shown not only to add prognostic information 
but to have improved prognostic significance over standard 
breast cancer biomarkers and whole-tumor signatures in 
breast cancer.213 The rationale for profiling biomarkers by 
digital imaging in intact tissue sections is based on extensive 
literature describing the importance of protein level, activa-
tion status, subcellular localization, tissue localization, spatial 
relationships, and distributions for the accurate measure-
ment and interpretation of cancer biomarkers. Biomarker 
function is often more relevant to clinical variables than 
overall expression. For example, transcription factors such as 
nuclear factor-κB (NFκB) and signal transducers and activa-
tors of transcription (STATs) are ubiquitously expressed but 
are frequently activated in breast cancer.214-216 Their activa-
tion is measured by translocation to the nucleus and/or by 
phosphorylation. Examples of cancer biomarkers exhibiting 
subcellular relocation based on pathway activity are provided 
in Table 25-4,* and tissue images showing nuclear transloca-
tion of transcription factors are shown in Figure 25-4.

Spatial relationships and microenvironments within 
the tumor system are also important in breast cancer. A 
three-part arrangement of an invasive breast cancer cell, 
a macrophage, and an endothelial cell in breast cancer has 
been described as a microenvironment conducive to distant 
metastasis.217 The combined density and spatial distribution 
of mature dendritic cells and activated T cells has also been 
shown to have prognostic significance in breast cancer.218,219 
Macrophages infiltrate only the stroma in subsets of breast 

* Table 25-4 contains citations of References 215 and 345 through 357.

Table 25-4 Examples of Cancer Biomarkers Exhibiting Subcellular 
Relocation Based on Pathway Activity

Biomarker Subcellular Relocation Based  
on Pathway Activity

References

NFκB Restricted to cytoplasm in resting 
state, translocates to the nucleus on 
activation, and induces transcription 
of genes involved in inflammation, 
 proliferation, and apoptosis in malig-
nant cells and stromal cells.

345, 346

Beta-catenin Activation of Wnt signaling leads to 
nuclear translocation of beta-catenin, 
which drives epithelial-mesenchymal 
transition and metastasis.

347-349

STAT1, STAT3, 
STAT5

Activation of STATs requires phosphory-
lation and nuclear translocation, which  
are associated with cancer prognosis.

215, 350, 351

p21 Nuclear localization is correlated with 
the inhibitory effect of p21 on cancer 
cell growth, whereas cytoplasmic 
 localization is associated with 
 protection from apoptosis.

352-354

HIF1-alpha Master regulator of oxygen homeostasis 
that is cytoplasmic under normoxic 
conditions, translocated to the nucleus 
in response to hypoxia. Associated 
with clinical outcome in multiple 
cancer types.

355, 356

FOXO3a Tumor suppressor that is active when 
localized to the nucleus and inac-
tive when in the cytoplasm. Nuclear 
 localization is associated with good 
prognosis and cytoplasmic localization  
is associated with poor prognosis in 
breast cancer.

357

BA

Figure 25-4 Multiplexed immunofluorescence labeling and digital imaging of functional biomarkers in tissues Sections of esophageal 
tissue with intestinal metaplasia (A) and breast cancer tissue (B) were labeled with a primary antibody specific to NFκB p65, fluorescently labeled 
secondary antibody, and Hoechst 33342 (nuclear stain). Slides were imaged using a fluorescence digital slide scanner (Aperio FL, Aperio Technologies, 
Inc., Vista, CA) at 20× magnification. Examples of cells exhibiting resting state NFκB in the cytoplasm are highlighted with purple arrows and cells with 
activated nuclear NFκB with blue arrows (A and B).
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cancer patients and infiltrate the tumor nests in other patients 
(Figure 25-5, G, H), which has been correlated with survival 
in breast cancer patients.220 This valuable spatial information 
is lost in molecular profiling approaches that digest tissues to 
extract DNA, RNA, or proteins, but is preserved and can 
be quantified by digital imaging approaches. Digital imaging 
of intact tissues also enables measurement of nuclear mor-
phometric features and the amount of DNA in tumor cells, 
which have diagnostic and prognostic significance in breast 
cancer.221 Multiplexed-to-hyperplexed biomarker imaging is 
also important for the measurement of specific cell types and 
phenotypes such as cancer stem cells222,223 and immune cell 
subsets224 that require multiple biomarkers for accurate clas-
sification. A major goal of hyperplexing will be to identify 
the optimal combination of protein, DNA, and RNA bio-
markers that can stratify the disease subpopulations. Subse-
quently, a multiplexed subset of the biomarkers will be used 
in the development of diagnostic/prognostic tests. Figure 
25-5 illustrates multiplexed immunofluorescence imaging of 
serial sections of a breast cancer tissue microarray, scatter-
plot analysis of the relationships between single cell features 
derived from the images, and examples of immune cell sub-
sets infiltrating the cancer stroma and tumor cell nests.

Integration of Digital Imaging with  
Other Datasets

Multiregion spatial DNA sequencing has revealed significant 
intratumoral genetic heterogeneity that is underestimated 
by sequencing single tumor biopsies.2 Quantitative pathol-
ogy with digital imaging of intact tissues can be coupled to 
other platform technologies to allow HCA of various mac-
romolecules and whole-genome sequencing in specific tumor 
microenvironments and cell populations to fully assess intra-
tumoral heterogeneity. Tumor microenvironments and cell 
populations can be identified by digital imaging and captured 
by laser capture microscopy (LCM) or by coring of tumor 
samples for further genomic and proteomic analysis.225-227 
Sequencing of specific regions or the whole genome can be 
performed on the purified cell populations.225 Proteomic 
profiling by mass spectrometry has been applied to highly 
enriched captured cell populations to characterize breast  
tumor microenvironments and to elucidate specific regula-
tory pathways involved in breast tumorigenesis.226,228 Pro-
filing of mutations in captured cell populations has been 
used to characterize genetic heterogeneity and to aid cancer 
diagnostic testing.227,229 Gene expression profiling has also 
been applied to LCM-enriched epithelial cell populations 
to identify signaling pathways associated with specific sub-
types of breast cancer230,231 and to elucidate signatures asso-
ciated with epithelial and stromal compartments that have 

diagnostic and prognostic significance.213,232 DNA meth-
ylation analysis in purified cell populations from tumors has 
revealed changes in methylation of genes in specific cell types 
within the tumor system.233,234

The integration of the foregoing data sources with 
digital imaging technology and machine learning can be 
accomplished by employing a cellular/tissue systems biol-
ogy approach like that illustrated in Figure 25-6. Genomics 
and proteomics have inferred pathway maps associated with 
normal tissue and alterations of those pathways associated 
with diseased tissue. Pathway maps provide insights into the 
composition and topology of the signaling network. How-
ever, they cannot be used to determine activation states of 
key proteins in a pathway, they do not provide quantitative 
information on relationships between pathways, and they 
do not provide information about cell-to-cell variability.235 
Multiparameter imaging of tissues and dynamics of cellu-
lar models, along with other platform data, combined with 
machine learning enables the identification and characteriza-
tion of the dynamics and heterogeneity in signaling path-
ways, and the construction of computational models that 
provide a deeper understanding of the normal and abnormal 
functioning of those pathways.

Tools to Address Heterogeneity  
in Tissue Systems

Digital imaging of multiplexed biomarkers in tissues 
enables assessment of both genetic and nongenetic hetero-
geneity in tumor tissue systems. Quantitative multivariate 
data can be extracted from digital tissue images of protein, 
DNA, and RNA biomarkers at single-cell, subcellular, and 
tissue compartment levels, and spatial relationships can 
be measured. The digital imaging challenge is to separate 
neighboring and overlapping nuclei to enable single-cell 
and subcellular analyses. Approaches such as the watershed 
algorithm use grayscale information to separate nuclei by 
finding valleys of low intensity between the high intensities 
of nuclei centers. A priori knowledge about the shape, size, 
and intensity distribution of fluorescently labeled nuclei 
can also be used with pattern recognition algorithms, to 
guide image analysis algorithms and improve nuclear seg-
mentation.236-238 Once nuclei are segmented, the cytoplasm 
and plasma membranes of each cell can either be estimated 
based on the nuclear masks or specifically masked using 
cytoplasmic- and plasma membrane–restricted biomark-
ers. There are many commercially available image analy-
sis software packages from companies such as Definiens, 
AG (Munich, Germany),239 HistoRx (Branford, Conn, 
USA),196 and Hamamatsu Photonics, K.K. (Hama-
matsu City, Japan)186 that can segment nuclei and enable 
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Figure 25-5 Multiplexed immunofluorescence and quantitative digital image analysis of tumor microenvironment biomarkers in breast 
cancer Serial sections of a breast cancer tissue microarray were labeled with primary antibodies specific for Ki-67, pan-cytokeratin, CD68, COX-2, 
NFκB p65, PD-1, and CD45RO, fluorescently labeled secondary antibodies specific to each primary antibody, and Hoechst 33342 (nuclear stain). Slides 
were imaged using a fluorescence digital slide scanner (Aperio FL, Aperio Technologies, Inc., Vista, CA) at 20× magnification. The digital images were 
analyzed using TissueCipher software (Cernostics, Inc., Pittsburgh, Pa) to segment nuclei, cells, and tumor cell nests as individual objects in which quan-
titative biomarker intensity measurements were made. (A) Ki-67 (green nuclear signal in both stroma and tumor nests), pan-cytokeratin (red plasma 
membrane signal in tumor nests) and DNA (blue nuclear signal) in breast cancer tissue core. (B) CD68 (green plasma membrane signal in stroma), NFκB 
p65 (red cytoplasmic and nuclear signal throughout tissue), COX-2 (yellow plasma membrane and cytoplasmic signal throughout tissue), and DNA (blue 
nuclear signal). (C) Nuclear image analysis mask. (D) Tumor nest image analysis mask. (E) Single cell measurements of cellular CD68 and COX-2 in the 
breast cancer tissue shown in image B. The bivariate data show that the tissue is composed of COX-2–positive, CD68-negative malignant cells and CD68-
positive cells, i.e., macrophages, with a subpopulation expressing high levels of COX-2, which are known to promote tumor angiogenesis. (F) Single cell 
measurements of nuclear NFκB p65 and DNA in the breast cancer tissue shown in B, which shows a subpopulation of cells with nuclear localization of 
NFκB p65, promotes breast cancer cell migration and metastasis. (G,H) CD68 (green as in A), NFκB p65 (red as in B), and DNA (blue) showing stroma-
restricted infiltration of CD68+ macrophages (G) and macrophages infiltrating tumor nests (H) (examples indicated by arrows). (I) PD-1–expressing tumor 
cells (red plasma membrane signal) surrounded by CD45RO+ memory lymphocytes (green plasma membrane signal) in the stroma and tumor nests 
(examples indicated by arrows); (J-M) p53 (yellow nuclear signal), Ki-67 (green nuclear signal), pan-cytokeratin (red plasma membrane signal) showing 
heterogeneity in p53 overexpression within tumor nests (J) and proliferating tumor cells and stromal immune cells, indicated by white and green arrows, 
respectively. https://CafePezeshki.IR
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quantitative measurements of biomarkers in subcellular 
compartments and measure tissue morphometric features.

Variation in tumor microenvironment is thought to be 
an important driver of tumor cell heterogeneity, as well as an 
impediment to treatment.240 In order to understand the rela-
tionship between cellular heterogeneity and microenviron-
ment, it is necessary to characterize the local environment of 
each cell in addition to the biomarker activities. Figure 25-7 
illustrates an algorithm designed to identify and classify tis-
sue regions with similar microenvironments. The image is 
divided into a series of small patches (see Figure 25-7, A). A 
feature set that characterizes biomarker intensity distribu-
tions within and between cells is measured for each patch. 
The similarity matrix (see Figure 25-7, B) indicates the 
degree of similarity between patches. The similarity matrix 
is converted to a network (see Figure 25-7, C) that is used 
to cluster the patches into groups with distinct microenvi-
ronments.241-243 The correlation of biomarker activity with 
microenvironment class will be useful for the identification 
of biomarkers that are more commonly affected by the local 

environment and aid in the interpretation of the heterogene-
ity exhibited by those biomarkers.

Although computational imaging provides quanti-
tative information on the structure and function of cells 
and subcellular structures, there are several key challenges 
in addressing tissue heterogeneity in digital tissue images. 
Robust, scalable image analysis tools are required that can 
operate in extremely low signal-to-noise ratio regimes and 
handle the data-intensive challenges presented by multi-
plexed and hyperplexed tissue biomarkers. Computational 
approaches must carefully analyze the long-tail behavior of 
biomarker intensity and feature distributions in order to 
characterize heterogeneous subpopulations of cells. Fur-
thermore, the reasoning strategies of pathologists need to be 
incorporated into analysis approaches to flag diagnostically 
relevant areas of tissue images for cancer detection and anal-
ysis. These challenges can be addressed by machine learn-
ing approaches, which enable expert domain knowledge and 
rule-based decision making to be incorporated to guide tis-
sue image analysis.
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Computational and Systems Biology 
Methods in Cancer Research  
and Diagnostics

Machine Learning and Other Computational 
Methods in Cancer Research, Drug Discovery, 
and Diagnostics

In parallel to the dramatic expansion of automated instru-
mentation for collecting biomedical research data over the 
past 30 years, machine learning has arisen as a powerful 
approach to the analysis and interpretation of this and many 
other kinds of data.244 The field of machine learning has 
already led to many revolutionary technologies, from auton-
omous vehicles to voice commands to question-answering 
systems such as Watson, and promises much more. There are 
two distinct paradigms for posing questions using machine 
learning, with many intermediate approaches that combine 
them. These are supervised learning, or learning by example, 
and unsupervised learning, or learning models from data. 
In both approaches, a large set of objects/observations are 
provided that are described by various features. Objects can 
include individual cells or patients and features are measures 
such as cell size or blood antigen levels.

Within supervised learning there are two types of 
challenges: (1) classification, i.e., recognition of specific object 
classes, and (2) regression to estimate the value of output vari-
ables. In both supervised problems, the class names or output  
variable values for some of the objects form a training set, and 
the task is to learn a rule or rules that allow the class/value 
to be predicted/estimated from the feature values for new 

objects. Accuracy of the system is measured using a test set, 
or the training set can be divided into portions and some 
portions used for training and others for testing.

There are many frameworks for supervised learning, 
ranging from simple linear approaches (linear discriminants, 
nearest neighbor classifiers), to piecewise linear (decision 
trees), to highly nonlinear (artificial neural networks, sup-
port vector machines with nonlinear kernels). All have been 
increasingly used in biomedical research, particularly in ana-
lyzing results from microarray experiments. For example, 
gene expression profiles have been used to distinguish tumor 
samples from normal tissue.245,246 Similar approaches have 
been used to correlate serum protein profiles measured by 
mass spectrometry with the presence of particular cancer 
types in patients.247 Classification of gene expression data 
can also provide information for determining treatment or 
prognosis. This approach has been used to distinguish the 
tissue site of tumor origin248 and to distinguish metastatic 
from nonmetastatic tumors.249

Similar approaches can be used to analyze biomedical 
images, in which the most challenging task is to decide on, 
and calculate, the features that describe a particular image or 
region of an image. Magnetic resonance imaging (MRI) is 
widely used for detection and staging of tumors, and perfor-
mance on these tasks can be improved using machine learn-
ing.250 Supervised learning methods have also been applied to 
analysis of traditional histopathology and have achieved simi-
lar, and often superior, results to manual scoring by patholo-
gists.251 These approaches use intrinsic tissue structural 
information; however, additional information can be gained 
by analyzing molecular changes in cancer tissues, such as gene 
expression levels or subcellular localizations of proteins.252-254

Figure 25-7 Automated identification  
of cancer cell microenvironments  
(A) A fluorescent image is broken into small 
homogeneous texture regions (“patches”) and 
a feature vector is measured for each image 
patch (e.g., distributions of biomarker intensi-
ties on nuclei, cells, and cytoplasm). (B) Matrix 
S indicates the degree of similarity between 
each texture patch. Nonzero elements of matrix 
S are indicated by black dots. (C) The similarity 
matrix can be converted into a network, so that 
each image patch is a node in the network, and 
values in S describe weights on edges between 
image patches (shown by the thickness of the 
connecting edge). By performing a random 
walk on the network, identifying bottlenecks, 
and removing them, a clustering of the nodes 
into groups of homogeneous image patches 
emerges naturally—each cluster containing a 
distinct microenvironment (shown in colored 
ovals in C).
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In unsupervised learning, only feature values are pro-
vided. Analogous to classification and regression in supervised 
learning, the challenge is either to discover classes or clusters 
that are present, or to build a model that allows estimation of 
some of the features from the others. The principle behind 
cluster analysis is to group observations based on similarity 
in feature values as measured by a distance function. Cluster 
analysis has been widely used to find clusters of genes with 
similar changes in expression level in response to some stimu-
lus.255 A variation on this theme is to perform cluster analysis 
and then validate the clusters by finding other distinguishing 
characteristics. For example, patients have been grouped into 
clusters based on DNA microarray data, and those clusters 
were shown to differ in clinical phenotypes.256 In HCA, clus-
ter analysis can be used to discover patterns that are present in 
a collection of images, whether for learning protein localiza-
tion patterns257 or for grouping compounds by their effects 
on cells.21,106 In addition to characterizing average phenotypes 
across a population of cells, heterogeneity of responses can be 
determined automatically by finding clusters of cells that dif-
fer in their multivariate phenotype.258 This approach has been 
demonstrated to be useful for predicting the response of vari-
ous tumor cell lines to chemotherapeutic agents.165

Although most machine learning applications use the 
basic paradigms of supervised and unsupervised learning, 
there are many intermediate approaches termed semisuper-
vised learning that use a degree of supervision to accomplish 
unsupervised learning goals. For example, unlabeled data can 
be used to learn probability distributions for features, and 
this knowledge can improve classifier training. Alternatively, 
labeled data can be used to learn a distance function that 
is then used for unsupervised learning. Human intervention 
can also be used to tune distance functions or classifiers; this 
is termed interactive supervision. An initial clustering can be 
done using all of the data without labels, and the distance 
function parameters can be optimized based on user feed-
back. Alternatively, examples of two or more classes can be 
given with classes assigned for unlabeled data, and then cor-
rections can be made or new classes defined.

Interactive semisupervised learning can be a form of 
what is termed active machine learning. A semisupervised 
learning system would be termed active if the system chooses 
which points the human should focus on rather than dis-
playing all points and allowing the human to choose points. 
Most machine learning methods assume that all of the data, 
i.e., features and/or labels, for a problem have already been 
obtained. Active learning deals with situations in which the 
data are incomplete but where it is possible to acquire more. 
Active learning begins by building a predictive model from 
currently available data using one or more of the methods 
described earlier. Various methods are then used to decide 
which missing data to acquire, with the goal of maximally 

improving the model. Active learning approaches are likely 
to be highly relevant to HCA as part of drug development.80 
Selection of drug candidates must be guided both by the 
desired effect on a given target and by lack of effects on other 
cellular targets that may lead to side effects. Given that the 
number of potential targets is over 10,000, and that the 
number of potential drugs is at least 1 million, screening all 
combinations would be prohibitively expensive. An alterna-
tive is to assay a representative subset of targets thought to 
reflect major cellular pathways.259 This is clearly an improve-
ment over current practice, but the complexity and intercon-
nection of those pathways present significant challenges.

Two algorithmic approaches, namely robust statistics260 
and spectral graph-theory,261 from the fields of computer vision 
and machine learning have the potential to address emerging 
challenges in digital tissue biomarker analysis. Robust statistics 
provide a suite of algorithms262 to (1) fit parametric models to 
noisy data, e.g., to model a membrane wall with a paramet-
ric shape and extract the parameters of the shape model from 
noisy images of a membrane wall; (2) instantiate multiple 
occurrences of a model whose number and type must be deter-
mined from the data; and (3) account for structured outliers, 
i.e., discount certain observations in the data so that they do 
not affect the estimation of the model parameters. Algorithms 
from robust statistics and spectral clustering have significantly 
advanced the state of the art in the fields of computer vision 
and machine learning. These approaches are expected to be 
highly relevant to and widely applicable to the computational 
tasks of analyzing digital pathology datasets.263-265

Computational Modeling of Cellular Systems

The heterogeneity and complexity of cancer also pose major 
challenges for computational modeling. Cancer has signa-
tures and mechanisms that operate at multiple scales. Two 
fundamental scales that are bridged by 2D and 3D cello-
mic data are the intracellular molecular network scale and 
the cellular scale at which cell-cell interactions take place. 
Just as experimental models must go beyond the uniformity 
of a single cell line, computational models at the molecular 
level must consider far more than single networks in iso-
lation if they are to provide a realistic description. At the 
same time, models of processes at the cell population level 
must incorporate molecular details if they are to reveal 
underlying mechanisms through which cancer mutations 
and other disease-associated changes exert their effects. 
Bridging between the molecular and cell population levels 
is a major challenge for computational modeling going for-
ward. Achievement of this integration will lead to improved 
mechanistic understanding of cancer and holds promise for 
the development of new therapies.
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In a mechanistic model, cellular activity is represented 
as a directed network of chemical interactions. Each node 
of the network represents a type of molecule in or around 
the cell, and each network edge represents a chemical inter-
action. The system’s behavior is determined by the network 
topology, molecular concentrations, and reaction constants, 
as illustrated in Figure 25-8.

The first major task in computational modeling is to 
identify a model or set of models that is compatible with 
both prior knowledge about underlying molecular and cel-
lular mechanisms and the available data. In the discussion 
below we focus on the specific requirements for developing 
models based on HCA data, but the procedures for devel-
oping models are quite general. Figure 25-9 illustrates the 

Figure 25-8 A simple reaction network and its output 
as an example of mechanistic pathway modeling  
(A) Reactants A and B (green) reversibly combine in equal 
amounts to form the homodimer AB (red), which catalyzes 
the conversion of C to D (blue). D in turn catalyzes the 
dissociation of AB into A and B. The system of equations 
represented by this network can be solved to find how the 
concentrations evolve in time. (B) The time evolution of 
molecular concentrations if A, B, and C are initially present 
in equal amounts and AB and D are initially absent. The 
shapes of the curves depend on the rates of the chemical 
reactions.
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Figure 25-9 Steps in rule-based modeling of intracellular signaling Building a pathway model, such as the epidermal growth factor recep-
tor (EGFR) pathway involves the following steps: (A) Create a map of pathway components and interactions; (B) translate elements of the map into 
molecules (blue) and rules (red) using, for example, the syntax of the BioNetGen266 modeling language; (C) estimate the parameters, such as initial 
concentrations of proteins and rate constants, and calibrate model; and (D) run simulations using one of several methods such as ordinary differential 
equations (ODE), stochastic simulation algorithms (SSA), or network-free simulation (NFsim). Steps C and D are frequently iterated as model predic-
tions are used to drive experimental studies, and the resulting data are used to refine and recalibrate the model.
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procedure for constructing a rule-based model, using the 
EGFR pathway as an example. Rule-based modeling lan-
guages like BioNetGen266 bridge the gap between the design 
of the model and the mathematical definition of its compu-
tation. Mechanistic modeling is distinct from machine learn-
ing approaches in that the underlying models are biophysical 
and biochemical in origin rather than purely descriptive of 
the data.267,268 The two approaches share a common prob-
lem, which is the identification of model parameters that are 
consistent with a given set of data.269 This step is necessary 
to generate predictions from the model and to estimate the 
confidence or uncertainty in those predictions,270 but is cur-
rently a major bottleneck in the development of all forms of 
mechanistic models. This problem is particularly acute for 
large-scale models that have potentially tens to hundreds of 
unknown parameters.271,272

Here we identify four main challenges for develop-
ing computational models that integrate HCS data: net-
work complexity, cell-to-cell variability, spatial complexity, 
and multicellularity, which we consider in the following 
paragraphs.

Network Complexity

Mechanistic models of cell signaling are usually based on 
standard chemical kinetics descriptions that arise from treat-
ing the cell as a well-stirred chemical reactor. Such reaction 
network models of cellular processes can be simulated by 
numerical integration of differential equations (if the cellu-
lar concentrations are large enough to be approximated as 
continuous) or through kinetic Monte Carlo simulations 
(most commonly, the Gillespie algorithm273), if the noise 
arising from small molecular concentrations is important. 
This approach is typically used to model systems rang-
ing in size from a few species to as many as a few hundred, 
although parameter estimation becomes problematic for 
models of such complexity. More coarse-grained simula-
tion approaches, such as Boolean network274 or fuzzy-logic 
approaches,235 which may reduce the problem of parameter 
estimation, have also been used as a basis for automated 
methods of learning model structure, i.e., the rules that gov-
ern interactions among the model components. Recently, sta-
tistical methods for model selection have also been applied to 
reaction network models to determine model architectures 
most compatible with experimental data.275

A major problem in cancer modeling is to predict 
the effect of observed mutations on the network response. 
Because mutations tend to effect specific molecular interac-
tions, achieving this predictive capability drives the develop-
ment of increasingly complex models. Unfortunately, the 
reaction network approach suffers from the problem of com-
binatorial complexity, which results in an explosion of net-
work size—the numbers of species and reactions that must 
be considered in the model—as the complexity of molecules 

and number of interactions grows. This problem makes 
manual specification of reaction networks, the standard 
approach, time consuming and ultimately prohibitive. The 
cost of simulations also grows rapidly with network size and 
can become prohibitive even for relatively small systems.276 
The recent development of rule-based modeling277,278 largely 
eliminates the effects of combinatorial complexity in the 
specification and simulation of models, although the general 
issue of calibrating the parameters of large-scale biological 
models remains open.

Cell-to-Cell Variability

In principle the effects of cell-to-cell variability in protein 
expression and other basic parameters such as volume or sur-
face area can be modeled using reaction network models. For 
example, the distribution of responses to a fixed stimulation 
of a cell population could be modeled if the distributions of 
the key signaling components affecting the response were 
known. Recently, protein expression levels have been mea-
sured on a genome scale in single cells and shown to largely 
follow simple distributions characterized by only a few 
moments, e.g., mean, variance, and skewness.279 If the neces-
sary antibodies are available, HCA data can also be used to 
parameterize expression level distributions for a cell popula-
tion, and these parameters can be fed into a model to predict 
the distribution of responses. An important additional issue, 
which has not often been addressed, is how correlations in 
protein expression affect variability. In one study of T-cell 
signaling, positive correlation between expression levels of 
activating and inhibitory components of a signaling path-
way was shown to reduce the effect of cell-to-cell variations 
in those proteins.280 A number of studies have shown that 
variability in protein expression can lead to dramatic varia-
tion in cellular responses, leading to bimodal distributions 
of activity or outcome.280-282 Such effects typically arise from 
nonlinear effects, such as positive feedback, but can have 
other origins. Cell populations may use such variability as a 
form of bet-hedging to avoid making costly decisions, such 
as whether to grow or undergo apoptosis, in response to pos-
sibly spurious signals.283 In the context of cancer, the effect 
of such variability complicates the development of effective 
treatments.

Spatial Complexity

Imaging provides a wealth of information about the spatial 
localization of molecules within cells. This localization is 
critical to many signaling processes. The movement of mol-
ecules between cell compartments is a major component of 
information flow and signal processing, e.g., endocytosis and 
transport of complexes through nuclear pore complexes. 
A range of modeling and computational approaches have 
been developed to describe such effects.284 At the simplest 
level, compartments can be introduced to reaction network 

https://CafePezeshki.IR



III. Molecular Pathology and Diagnostics386

models to prevent interactions between components in dif-
ferent compartments.285 Models based on partial differen-
tial equations (VCell286) or Brownian dynamics (MCell287; 
Smoldyn288; GFRD289) handle spatial effects at a much 
higher level of detail. Depending on the level of resolution 
that is chosen, inclusion of spatial effects increases the sim-
ulation cost and the difficulty of fitting model parameters. 
Currently these costs preclude the possibility of model selec-
tion in most cases. At the same time, software for spatial 
simulation is advancing rapidly and can be expected to play a 
more important role as the amount of HCA data increases.

Multicellularity

The most daunting challenge for modeling HCA data 
comes in handling cell-cell interactions and coupling 
those to the molecular scale. Cell behaviors are coupled 
through the secretion and uptake of ligands, competition 
for resources, and direct cell-cell contacts. Modeling these 
effects requires multilevel models that couple intracellular 
regulatory networks to mechanisms for cell-cell communi-
cation. Cells are typically modeled as agents in such models. 
In order to develop multilevel models, standard methods for 
modeling cells as discrete agents in a population must be 
combined with reaction network modeling methods. Cur-
rently there are relatively few software tools available for 
the construction of such models,290 and most of the mod-
els that have been developed use special-purpose code. Use 
of multilevel modeling has grown in the past few years and 
has been accompanied by the development of several new 
frameworks for developing multilevel models, such as ML-
rules291 and chaste.292 The major issues going forward will 
be the computational expense of simulating such models 
and the accompanying issues of model parameterization and 
model selection.

Recently, the first truly comprehensive model of cel-
lular processes and their regulation was developed for Myco-
plasma genitalium, one of the simplest known organisms.293 
The model demonstrates that a wide range of cell processes 

can be modeled and integrated into a single computational 
model, but the effort required to construct and simulate the 
current model, which describes the behavior of only a single 
cell under controlled conditions, demonstrates the magni-
tude of the challenges that lie ahead.

Conclusion and Outlook

The integration of all imaging modalities with genom-
ics and proteomics will have an important impact on our 
understanding of the molecular basis of cancer. In particu-
lar, HCA coupled to computational biology will yield the 
necessary statistical analyses to define and understand the 
impact of heterogeneity in both diagnostics and therapeu-
tics. Although challenging, the development and application 
of systems biology tools should make it feasible to begin 
modeling the complexities of cancer.
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Introduction

Acute lymphoblastic leukemia (ALL) is a sharply contrast-
ing disease in the pediatric and adult populations. In chil-
dren, it is both the most common leukemia and the most 
common malignancy. Childhood ALL has been emblematic 
of medical progress, with steady improvement over the past 
50 years and a current 5-year event-free survival (EFS) rate 
of over 85%1 (Figure 26-1). In contrast, in adults, ALL con-
stitutes a minority of the leukemias and a tiny fraction of all 
malignancies. In addition, the long-term disease-free survival 
for adults with ALL is poor, in the range of 30% to 40%.2 An 
understanding of molecular genetics is playing an increas-
ingly important role in optimizing therapy in pediatric ALL, 
defining distinct prognostic subgroups for which therapy 
can be tailored so that low-risk patients are spared unnec-
essary toxicity, while high-risk patients receive the intensive 
therapy most likely to effect a cure. Furthermore, some of the 
discrepancy between cure rates in childhood and adult ALL 
can be explained by noting that positive prognostic genetic 
lesions tend to be more common in children, whereas genetic 
lesions that are associated with more resistant disease tend 
to be more prevalent in older patients. New insights into the 
molecular biology of ALL may both increase the ability to 
more accurately risk stratify patients and identify targets for 
novel therapeutics that could increase survival and decrease 
toxicity in all patients with ALL.

Prognostic Factors

The cornerstone of ALL therapy is stratification of patients 
into different risk groups based on a combination of clinical, 
laboratory, and molecular features, so that the type and inten-
sity of therapy may be tailored appropriately.1 For example, 
in children, three major factors are used to assign risk-based 

therapy at diagnosis. First is the Rome-National Cancer 
Institute (NCI) risk status, which defines high-risk ALL as 
those with an age less than 1 year or more than 9.99 years, 
and/or initial white blood cell (WBC) count greater than 
50,000/μL. In adults, older age and higher WBC are associ-
ated with increasing risk. Second is early response to treat-
ment. Third, and increasingly important, is molecular genetic 
alterations of the tumor cells.

Overview of Molecular Genetics of ALL

Cytogenetic analysis using karyotypic characterization and 
fluorescence in situ hybridization (FISH) is a crucial ele-
ment in diagnostic evaluation. Translocations are relatively 
common in ALL and generally cause two types of events: 
a proto-oncogene may be brought into the proximity of a 
T-cell receptor or immunoglobulin locus, causing its over-
expression; or the genes at the breakpoints of the rearranged 
chromosomes, often transcription factors, may fuse to form 
a new, chimeric protein that is oncogenic because of altered 
properties and/or expression patterns.3

Although ALL has traditionally been defined by recur-
rent karyotypic changes, about one quarter of patients lack 
characteristic chromosomal rearrangements. In addition, 
none of the known rearrangements has been shown to be 
both necessary and sufficient for leukemogenic transfor-
mation. Recent technological advances in high-resolution 
genomic sequencing coupled with active large-scale support 
by initiatives such as the NCI TARGET (Therapeutically 
Applicable Research to Generate Effective Treatments; 
www.target.gov) project have led to large sample surveys 
identifying more than 30 validated recurring tumor-specific 
somatic subchromosomal mutations in a majority of patients 
with ALL. Among these, most occur in key signaling pathways 
such as B-cell development/differentiation, the TP53/RB  
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tumor suppressor pathway, and Ras and Janus kinase signal-
ing.4 These advances, along with microarray-based analyses 
of gene expression and epigenetic profiles, have elucidated 
important basic science aspects of leukemogenesis (Table 
26-1). In addition, some of these findings have already trans-
lated into several promising novel therapies.

Abnormalities of Chromosome  
Number (Ploidy)

Ploidy can be assessed either by chromosome number or 
by flow cytometry using the DNA index (DI), the ratio of 
fluorescence in leukemic blasts compared to normal cells. 
Normal diploid cells have 46 chromosomes and a DI of 1.0, 
hyperdiploid cells have higher values, and hypodiploid cells 
lower. Hyperdiploidy is further classified as “low” and “high” 
(greater than 50 chromosomes).

Hypodiploid cases constitute approximately 6% of 
pediatric and 2% to 8% of adult ALL.5 Those with fewer 
than 45 chromosomes have significantly worse outcome, 
with the worst outcome occurring in near-haploid cases (24 
to 28 chromosomes).5 The adverse prognostic impact in 
adults is somewhat weaker. “Pseudodiploid” cases, with nor-
mal chromosome number but structural abnormalities, also 
do relatively poorly. Rare cases with near triploidy or near 
tetraploidy (more than 80 chromosomes) have traditionally 
been associated with poor outcome. However, more recent 
reports analyzed from studies using modern therapies refute 
this claim, showing that these lesions should be classified 
prognostically as neutral6 or even favorable.7

Hyperdiploidy occurs in about 35% of pediatric and 
25% of adult ALL cases.8 In children, ALL with more than 
50 chromosomes, or simply the simultaneous trisomies of  

4 and 10 (and less importantly 17), is an independent positive 
prognostic indicator. In adults, the prognostic implications 
are less clear. Although the biologic basis of hyperdiploidy 
is poorly defined, it often co-occurs with other favorable 
risk factors as well as Ras and FLT3 mutations and FHIT 
hypermethylation.

Genetic Abnormalities in ALL

B-ALL

Abnormalities of Chromosome Structure

(ETV6-RUNX1), t(12;21)(p13;q22)
The ETV6-RUNX1 (TEL-AML1) fusion protein formed 
by the t(12;21)(p13;q22) translocation is the most frequent 
abnormality in children (25%), whereas it is much rarer in 
adults (2%). ETV6 (ETS variant gene 6) is also known as 
TEL (translocation-ETS-leukemia). RUNX1 (runt-related 
transcription factor 1) is also known as AML1 or CBFA2 
(core binding factor A2). In nearly all cases the transloca-
tion is cryptic, involving a region too small to be detected by 
karyotype.

ETV6 encodes a widely expressed nuclear protein 
belonging to the Ets family of transcription factors, which 
are involved in diverse developmental processes including 
the establishment of embryonic and adult hematopoiesis. A 
helix-loop-helix (HLH) region known as the ETS domain 
allows DNA binding for transcriptional regulation, and 
an HLH region known as the pointed domain appears to 
facilitate self-association (Figure 26-2, A). RUNX1 is a 
transcription factor with highly restricted expression in 
hematopoietic cells and developing ganglions but that is 
required for transcription of several hematopoietic-specific 

Figure 26-1 Kaplan-Meier analysis of overall survival in 
2628 children with newly diagnosed acute lymphocytic 
leukemia (ALL). The patients participated in 15 consecu-
tive studies conducted at St. Jude Children’s Research 
Hospital from 1962 to 2005. The 5-year overall survival 
estimates (± SE) are shown, except for Study 15, for 
which preliminary results at 4 years are provided. (From 
Pui CH, Evans WE. Treatment of acute lymphoblastic leukemia.  
N Engl J Med. 2006;354:166-178, with permission.)

Years after diagnosis

P
ro

ba
bi

lit
y 

of
 o

ve
ra

ll 
su

rv
iv

al
 (

%
)

96 ± 3
Study 15, 2000-2005 (N = 274)

Study 10, 1979-1983 (N = 428)

Studies 13A, 13B, and 14, 1991-1999 (N = 465)

Studies 5 to 9, 1967-1979 (N = 825)

Studies 1 to 4, 1962-1966 (N = 90)

Studies 11 and 12, 1984-1991 (N = 546)

84 ± 2

81 ± 2
74 ± 2

48 ± 2

21 ± 4

90

80

70

60

50

40

30

20

10

100

0
5 15 25 350 4510 20 30 40

https://CafePezeshki.IR



Molecular Genetics of Acute Lymphoblastic Leukemia 397

Table 26-1 Selected Genetic Abnormalities Associated with ALL

Chromosomal  
Abnormality

Genes Involved Pediatric (%) Adult (%) Mechanism of Transformation Prognostic Impact

Pre-B ALL

t(12;21)(p13;q22) ETV6-RUNX1 25 2 Represses AML1 function as tran-
scriptional activator

Favorable

t(1;19)(q23;p13) E2A-PBX1 6 3 Promotes PBX1 function as tran-
scriptional activator

Formerly poor; negated 
by intensive therapy

t(17;19)(q23;p13) E2A-HLF <1 <1 Repression of E2A and antiapoptotic 
effects (?)

Poor

t(9;22)(q34;q11) BCR-ABL 3 25 Increased tyrosine kinase activity Poor; partially ame-
liorated by imatinib 
(Gleevec)

t(4;11)(q21;q23) MLL-AF4 8 10 Disruption of Hox expression patterns Poor

iAMP21 RUNX1, mir-802,  
and DSCR

2 Initiates development of secondary 
lesions (in, e.g., IKZF1, ETV6, RB1)

Poor

PAX5 mutation PAX5 30 12 Disrupts normal B-cell maturation 
process

No known significance

EBF1 mutation EBF1 4 1.5 Disrupts normal B-cell develop-
ment/decreases PAX5 expression

No known significance

IKZF1 mutation Ikaros 80 (Ph+)
7 (Ph−)

63 (Ph+)
19 (Ph−)

Activation of JAK/STAT and 
increased expression of Bcl-xL

Poor

CRLF2 overexpression CRLF2 8 (15% in high risk 
and 50% of DS-ALL)

10-15 Upregulation of JAK/STAT and PI3K/
mTOR pathways

No significance in DS; 
controversial in SR, 
poor in HR

JAK mutation JAK1, JAK2, JAK3 10 in B cell (mostly 
JAK2)

17 in T cell 
(mostly JAK1)

Constitutive activation of the JAK 
tyrosine kinase

Poor

CREBBP mutation 
(relapsed ALL)

CREBBP 19 N/A Impaired transcriptional regulation 
of CREBBP targets

No significance

T ALL

NOTCH mutation NOTCH1 >50 >50 Constitutively activated NOTCH1 
causing activation of downstream 
targets (e.g., c-Myc, cyclin D, and 
NFκB)

Improved

t(1;14)(p34;q11) TAL1, TCRα/δ 7 12 Repression of E2A transcriptional 
activity

Poor vs. no prognostic 
significance

t(11;14)(p15;q11) LMO1, TCRα/δ <1 <1 LMO1 activation; repression of E2A 
transcriptional activity

Unknown

t(11;14)(p13;q11) LMO2, TCRα/δ 1 <1 LMO2 activation; repression of E2A 
transcriptional activity

Unknown

t(10;14)(q24;q11);
t(7;10)(q35;q24)

HOX11,
TCRδ, or TCRβ

0.7 8 Dysregulated expression of intact 
HOX11

Favorable if intensive 
therapy

t(5;14)(q35;q32); t(5;14)
(q35;q11)

HOX11L2, BCL11B,  
or TCRδ

2.5 1 HOX11L2 activation Poor vs. no prognostic 
significance

t(8;14)(q24;q11) MYC, TCR <1 <1 MYC overexpression Unknown

t(7;19)(q35;p13) LYL1, TCRβ 1.5 2.5 Unknown

Mature B ALL

t(8;14)(q24;q32) MYC, IgH 2

<1

<1

4

<1

<1

MYC overexpression

t(8;22)(q24;q11) MYC, Igλ

t(2;8)(p12;q24) Igκ, MYC

DS, Down syndrome; HR, high risk; SR, standard risk.
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genes, and may organize the factor complex necessary for 
lineage-specific transcription.

The ETV6-RUNX1 fusion protein is widely expressed 
because of the ETV6 promoter and converts RUNX1 from 
a transcriptional activator to a repressor. The exact mecha-
nism of repression is unclear, as is the manner in which this 
mediates leukemogenesis. ETV6-RUNX1 overexpression 
causes leukemia in only a minority of mouse models, with 
low penetrance and prolonged latency, suggesting that addi-
tional events are crucial for full transformation. A frequent 
secondary event in ETV6-RUNX1+ ALL is loss of het-
erozygosity (LOH), deletion, or otherwise downregulated 
expression of the remaining normal copy of ETV6, suggest-
ing a potential role for ETV6 as a tumor suppressor.

ETV6-RUNX1 positivity tends to occur in chil-
dren 1 to 10 years of age, and nearly exclusively in CD10+ 
B-precursor ALL. In the past, cases characterized by ETV6-
RUNX1+ ALL had a hallmark tendency to relapse late, 
with excellent chemosensitivity and salvage rate. On mod-
ern treatment regimens ETV6-RUNX1 relapsed disease is 

extremely rare and, although survival for all subtypes of ALL 
in children with contemporary chemotherapy strategies has 
improved, ETV6-RUNX1 has retained positive prognostic 
significance.9 When relapse does occur, evidence suggests 
that it may represent evolution of a new leukemic clone from 
the preleukemic ETV6-RUNX1+ cell of origin.

TCF3-PBX1, t(1;19)(q23;p13)
The TCF3-PBX1 fusion protein, associated with the t(1;19)
(q23;p13) translocation, is the second most common trans-
location in pediatric ALL, occurring in approximately 6% 
of all pre-B ALL.10 It is a rare (3%) and adverse feature in 
adults. The fusion protein combines the two activation 
domains of the basic helix-loop-helix (bHLH) transcription 
factor TCF3 (previously E2A) on chromosome 19 with the 
homeobox (HOX) gene PBX1 (for pre-B cell homeobox 1) 
on chromosome 1, resulting in a strong transcriptional acti-
vator effect on PBX1 (see Figure 26-2, B). TCF3 is a tran-
scriptional activator critical in lymphocyte development, as 
well as widely expressed and influential in diverse cellular 
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Figure 26-2 Schematic of key domains of the genes involved in several principal translocations in acute lymphocytic leukemia (ALL) and the transloca-
tion products. Arrows indicate common breakpoints. Note that loss of the domain conferring sequence specificity to transcription factor binding occurs 
in ETV6-RUNX1 (ETS domain of TEL) and TCF3-PBX1 (bHLH domain of E2A). Gene regions are not drawn to scale. (A) ETV6-RUNX1. TA, Transactivation 
domain. (B) TCF3-PBX1. ADI and ADII, Activation domains I and II; bHLH, basic helix-loop-helix, sequence-specific DNA-binding domain; homeo, homeo-
box domain. (C) BCR-ABL. All three breakpoint regions are indicated (M, major, for p210 protein; m, minor, for P190 protein; μ, associated with P230 
protein). Only the P190 fusion product is illustrated. oligo, Oligomerization domain; kinase, serine-threonine kinase domain; RAC-GAP, RAS-like GTPase; 
SH3, SH2, and kinase, SRC homology domains; kinase, tyrosine kinase domain; NLS, nuclear localization domains; DNA, DNA-binding site; actin, G and 
F actin binding site. (D) Mixed lineage leukemia. a, AT-hook; CxxC, cysteine-rich motif homologous to DNA methyltransferase; S1 and S2, subnuclear 
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processes. PBX1 belongs to the TALE (three amino acid 
loop extension) class of atypical homeodomain proteins. The 
homeodomain mediates both DNA-binding and HOX gene 
interaction.

The TCF3-PBX1 chimeric transcription factor strongly 
activates a subset of HOX genes normally regulated by PBX1. 
The basis for its transforming ability may be reduction of 
wild-type TCF3 levels; aberrant activation of PBX1 targets 
in pre-B cells; or activation of targets not normally regulated 
by PBX1 that are affected by the TCF3-PBX1 fusion pro-
tein.11 Fusion protein overexpression in mouse models causes 
a variety of leukemias, although not B-lineage ALL, suggest-
ing potent non–lineage-specific transforming activity. Unlike 
other ALL translocations, t(1;19)+ ALL does not show evi-
dence of in utero origin.

TCF3-PBX1 positivity often coincides with other high-
risk factors. Early studies indicated an independent adverse 
prognostic impact, but on modern intensive pediatric regi-
mens, survival is equivalent.10 The t(1;19) occurs most often 
as an unbalanced translocation. Cases with a balanced trans-
location do more poorly in some studies but not others.

TCF3-HLF, t(17;19)(q23;p13)
The t(17;19) translocation is a much rarer event, occurring 
in approximately 1% of pediatric ALL and rarely in adults.12 
The HLF (for hepatic leukemia factor) fusion partner is a 
transcription factor not normally expressed in hematopoietic 
cells. Potential oncogenic effects of the fusion protein include 
repression of normal TCF3 function, altered transcriptional 
activity of HLF, and promotion of lymphoblast survival, 
possibly as the result of antiapoptotic effects. TCF3-HLF 
ALL tends to occur in adolescents and is frequently associ-
ated with hypercalcemia, disseminated intravascular coagu-
lopathy (DIC), a cIgM-negative, low CD10 positivity pro-B 
cell immunophenotype, and a poor prognosis despite inten-
sive chemotherapy.

BCR-ABL1, t(9;22)(q34;q11)
The t(9;22) translocation was the first recurrent chromo-
somal abnormality identified in human cancer, in association 
with chronic myelocytic leukemia (CML). This transloca-
tion, known as the Philadelphia chromosome (Ph), is nec-
essary and sufficient in transformation to the preleukemic, 
myeloproliferative neoplasm CML. BCR-ABL1 is also the 
most common translocation noted in adult ALL, with a 
prevalence of 25%, where it is known to be leukemogenic 
but not in itself sufficient to cause disease. The occurrence 
of the Ph in ALL increases with age and is therefore seen 
only in about 3% of childhood ALL cases.13 Philadelphia-
positive ALL is primarily a CD10+ precursor B ALL with 
frequent coexpression of myeloid markers. Patients with Ph+ 
ALL tend to be older, present with higher leukocyte and 

peripheral blast counts, have central nervous system (CNS) 
involvement, and historically have exhibited lower induc-
tion remission rates, shorter remission durations, and very 
poor overall survival (OS). Monosomy 7 and/or loss of 9p 
are secondary aberrations that may be associated with worse 
outcomes.

The Philadelphia chromosome is formed by in-frame 
fusion of the 5′ portion of BCR (for breakpoint cluster 
region) on chromosome 22 to the 3′ portion of the tyrosine 
kinase C-ABL1 on chromosome 9, a proto-oncogene that 
is part of the RAS signaling pathway (see Figure 26-2, C). 
The fusion protein upregulates ABL1 tyrosine kinase activ-
ity. Two main fusion proteins occur, which differ in BCR 
breakpoint. Breaks within the 5.8-kb major breakpoint clus-
ter region (M-BCR), occurring in CML and 25% of adult 
Ph+ ALL, form a 210-kDa protein known as p210. In the 
remainder of adult ALL and the majority of pediatric ALL, 
the breakpoint occurs further upstream, in the minor break-
point cluster region (m-BCR), forming a 185- to 190-kDa 
protein usually known as p190. An additional breakpoint 
generates a 230-kDa protein associated with a rare CML 
variant with neutrophilia and occasionally with classic 
CML. All three transcripts can be detected at very low levels 
using sensitive PCR techniques. It has been suggested that 
the p190 protein arises de novo, whereas the p210 protein 
may represent the blast crisis of a previously unrecognized 
CML. Other features that may distinguish cases that origi-
nated as CML include basophilia, marked splenomegaly, and 
persistence of the BCR-ABL1 fusion protein in hematopoi-
etic precursor cells of all lineages following remission.

Treatment of CML and Ph+ ALL was revolution-
ized by the development of imatinib mesylate, also known 
as STI-571 or Gleevec, introduced in 2001.14 Imatinib, a 
selective tyrosine kinase inhibitor, was the first molecularly 
targeted therapy to attain large-scale clinical success, ful-
filling the goals of antitumor selectivity and low systemic 
toxicity. Despite its success, however, it has not been effec-
tive as a single agent because of the rapid development of 
resistance. Nevertheless, in ALL, when combined with 
standard cytotoxic chemotherapy, imatinib has dramatically 
improved patient outcomes. In adults, imatinib plus che-
motherapy alone or as a bridge to transplant has improved 
4-year OS from roughly 15% to between 38% and 54%.15 In 
children, outcomes with the addition of imatinib have been 
even more striking. Children’s Oncology Group (COG) 
study AALL0031 demonstrated that addition of imatinib 
to high-intensity chemotherapy improved 3-year EFS to 
80% compared to historical controls of 35%.13 Outcomes 
in patients treated with chemotherapy plus imatinib were 
similar to those in patients receiving sibling donor bone mar-
row transplant (BMT), suggesting that BMT in first remis-
sion may no longer be the treatment of choice for Ph+ ALL 
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in children.13 New developments in the treatment of Ph+ 
ALL include more potent second-generation tyrosine kinase 
inhibitors; dual SRC and BCR-ABL1 kinase inhibitors; and 
combination therapy with a farnesyl transferase or a PI3 
kinase inhibitor.

MLL, 11q23 Rearrangements
MLL gene rearrangements (MLL-r) occur in 8% of pedi-
atric ALL and 10% of adult ALL and constitute the most 
frequent abnormality in infant ALL, occurring in 60% to 
70% of cases.16 MLL-r is also associated with AML, par-
ticularly secondary malignancies following anthracyclines 
and epipodophyllotoxins. MLL-r leukemias are unusual in 
two respects: the N terminus of MLL forms a fusion pro-
tein with the C termini of more than 70 different partners, 
including itself;17 and MLL-r are found in both ALL and 
AML, whereas most other translocations are lineage spe-
cific. Indeed, MLL takes its name, “mixed lineage leukemia,” 
from this distinguishing feature (it is also known as HRX or 
HTRX for homology to trithorax in Drosophila, and ALL1 
for involvement in ALL). MLL-r ALL has a unique gene 
expression pattern suggestive of arrest at an earlier hema-
topoietic progenitor stage. The MLL-AF4 fusion protein 
formed by t(4;11) is the most common MLL translocation 
in ALL, making up 70% of cases. The MLL-ENL fusion 
formed by t(11;19) comprises another 13%.

Infant ALL with MLL-r tends to be associated with 
age less than 6 months, massive tumor burden, organomegaly, 
frequent CNS involvement, coexpression of myeloid anti-
gens, and CD10-negative pro-B immunophenotype. MLL-r 
is a very poor prognostic feature in infant ALL, and a poor 
prognostic feature in children more than 1 year of age. One 
surprising exception is MLL-ENL, associated with good 
prognosis in both T ALL and patients age 1 to 9 years.18

MLL is a large protein consisting of multiple motifs, 
including AT-hook DNA-binding domains, transcriptional 
activation and repression zinc finger domains, and a highly 
conserved SET domain that regulates homeotic (Hox) pro-
moters. Several motifs are homologous to the Drosophila 
trithorax protein, which maintains appropriate expression 
of the Hox genes controlling segment determination. In 
normal hematopoiesis, MLL is required to generate stem-
cell progenitors and to establish both lymphoid and myeloid 
lineages. In general, the many MLL fusion partners fall in 
the broad categories of signaling molecules and nuclear tran-
scription factors.

Because Hox genes can induce leukemia, it is thought 
that the MLL-r protein mediates leukemogenesis through 
disruption of normal Hox expression patterns. The contri-
butions of MLL’s many fusion partners to leukemic trans-
formation remain unclear, as they do not all share structural 
or functional similarities (see Figure 26-2, D). One common 

function may be converting MLL to a constitutive tran-
scriptional effector. In addition, there is a growing body of 
evidence that MLL-r leukemias are driven primarily by epi-
genetic dysregulation, including aberrations in DNA and 
histone methylation and histone acetylation.19

Both infant and treatment-related leukemias show 
nonrandom clustering of MLL breakpoints within exons 
distinct from the breakpoints in de novo MLL-r leuke-
mias, suggesting a shared mechanism of leukemogenesis. 
One hypothesis is that infant ALL arises from in utero 
exposure to topoisomerase II inhibitors, analogous to 
the initiating insult in therapy-related MLL-r leuke-
mias. Epidemiologic studies of the association between 
infant leukemia and in utero exposure to topoisomerase 
II inhibitors have identified a modest association between 
dietary intake and MLL-r AML, and a stronger associa-
tion between certain medications and insecticides and 
MLL-r ALL.20

Event-free survival in infant ALL is generally poor, 
ranging from 20% to 40%, with t(4;11) having a particularly 
dismal prognosis. Induction rates are generally comparable 
to other types of ALL, but early relapse is frequent, usually 
within a year of diagnosis. MLL-r ALL shows relative resis-
tance in vitro to glucocorticoids and l-asparaginase, and sen-
sitivity to cladribine and Ara-C. High-dose Ara-C has been 
incorporated into infant ALL regimens with modest suc-
cess. The receptor tyrosine kinase FLT3 is highly expressed 
in MLL-r ALL21 and the use of FLT3 inhibitors and other 
novel molecularly targeted therapies is under investigation.

Intrachromosomal Amplification of  
Chromosome 21 (iAMP21)

Recently, a novel recurrent chromosomal abnormality, the  
intrachromosomal amplification of chromosome 21 (iAMP21), 
has been identified in a rare (1.5% to 2% of ALL) and very 
poor prognostic subgroup of patients with ALL. In childhood 
ALL, iAMP21 patients tend to be older, with lower initial 
white blood cell and platelet counts. Clinical outcomes are 
poor, with relapse rates ranging from 38% to 61% depending 
on the treatment regimen.22 Most known abnormalities take 
place in a 5.1-Mb common region of amplification (CRA) 
on the long arm of chromosome 21 that includes RUNX1, 
miR-802, and genes mapping to the Down syndrome critical 
region (DSCR). ALL with iAMP21 consistently has mul-
tiple copies of RUNX1 identified in array-based comparative 
genomic hybridization and FISH assays (Figure 26-3, A). 
However, gene expression assays fail to show either overex-
pression of RUNX1 RNA or a unique iAMP21 signature as 
compared to other ALL samples. Although the basis for the 
increased risk of relapse in this subgroup remains unclear, 
iAMP21 is now used to stratify patients to receive intensified 
chemotherapy on several current ALL treatment protocols.23
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Submicroscopic Abnormalities

PAX5 and EBF1
In a landmark study, Mullighan and colleagues performed 
genome-wide analysis of 242 pediatric ALL patient sam-
ples using high-resolution single-nucleotide polymorphism 
arrays and genomic DNA sequencing. They discovered that 
precursor B-cell ALL samples on average carried 6.63 copy 
number alterations, indicating relative genomic stability, 

but confirming the presence of additional subchromosomal 
cooperating lesions in ALL cases with known leukemogenic 
karyotypic abnormalities. Notably, about 40% of cases car-
ried aberrations in genes that regulate B lymphocyte devel-
opment, including EBF1 and PAX5.24 EBF1 (early B-cell 
factor) is known to be a master regulator for B-cell devel-
opment, as Ebf1-deficient mice produce only B-biased pro-
genitor cells but not mature B cells. In addition, EBF1, by 
remodeling chromatin at the PAX5 locus, is required for 
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Figure 26-3 Recently identified chromosomal aberrations in ALL (A) iAMP21: Metaphase FISH demonstrates multiple RUNX1 signals (red) on the 
chromosome 21 with the iAMP21 aberration (top), whereas a single signal is noted on each normal chromosome 21 (right). (Modified from Harrison CJ.  
Cytogenetics of pediatric and adolescent acute lymphoblastic leukemia. Br J Haematol. 2009;144:147-156, with permission.) (B) IKZF1 deletions and mutations: DNA 
copy number heatmap (top) demonstrating deletions (blue) at the IKZF1 locus in a cohort of ALL cases, and primary protein structure of IKAROS  
(bottom) showing the location of the six zinc fingers (green) and missense (downward-pointing arrowhead), frameshift (diamonds), and nonsense 
(upward-pointing arrowhead) mutations observed in six ALL cases. (From Mullighan C, et al. Deletion of IKZF1 and prognosis in acute lymphoblastic leukemia. 
N Engl J Med. 2009;360:470-480, with permission.) (C) JAK2 mutations: Amino acid structural model showing that R683, the amino acid most frequently 
affected by point mutations in ALL, is situated on a rim of highly conserved (red), exposed amino acids that make up an apparent binding pocket 
(encircled by ellipse) that is distinct from the V617 amino acid commonly mutated in myeloproliferative neoplasms. (From Bercovich D, et al. Mutations of 
JAK2 in acute lymphoblastic leukemias associated with Down’s syndrome. Lancet. 2008;372:1484-1492, with permission.) (D) CRLF2 overexpression: Flow cytometric 
analysis of cell surface expression of CRLF2 demonstrates CRLF2 overexpression in ALL cases with the P2RY8-CRLF2 fusion and not in fusion-negative 
cases; CD19 co-staining was performed to demonstrate selectivity for the leukemic cell population. (Modified from Mullighan C, et al. Rearrangement of CRLF2 
in B-progenitor and Down syndrome associated acute lymphoblastic leukemia. Nat Genet. 2009;41:1243-1246, with permission.)
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PAX5 expression; in turn, PAX5 controls the commitment 
of the common lymphoid progenitor to the B-cell pathway 
by repressing genes inappropriate for the B lineage and by 
activating genes required for B-cell maturation25. All known 
PAX5 aberrations were shown to reduce the transcriptional 
activity of PAX5 and its downstream targets. However, 
neither EBF1 nor PAX5 lesions demonstrate prognostic 
significance.26

IKZF1, CRLF2, JAK, IL7R, and the “BCR-ABL1-like” 
Signature

Recurrent deletions and inactivating mutations in the B-cell 
development gene IKZF1 were also identified by Mullighan 
and associates.24,26 IKZF1 encodes the zinc finger lymphoid 
transcription factor IKAROS (see Figure 26-3, B). Isoforms 
of IKZF1, which lack N-terminal zinc fingers but retain the 
ability to dimerize, act as dominant negative inhibitors of 
IKAROS function and have been shown in murine models 
to be leukemogenic. Although thought to exist in only 7% 
of pediatric and 19% of adult ALL patients, the incidence is 
higher in high-risk ALL populations (29%)—especially in 
those carrying the t(9;22) Philadelphia chromosome, where 
they are present in over 80% of pediatric and 63% of adult 
patients.27 In addition, IKZF1 deletions are observed at the 
progression of CML to lymphoid blast crisis (but not in 
CML chronic phase) and are therefore thought to be central 
in the pathogenesis of BCR-ABL1 lymphoid leukemia. It 
was also noted that IKZF1 mutations were highly correlated 
with (but not pathognomonic for) a “BCR-ABL1-like” gene 
expression signature even in IKZF1 mutant ALL lacking the 
t(9;22).26,28,29

Several other recently identified mutations also give 
rise to a “BCR-ABL1-like” signature: CRLF2 alterations, 
JAK mutations (see Figure 26-3, C), and IL7R muta-
tions.29 CRLF2 forms part of a heterodimeric complex with 
the interleukin-7 receptor alpha (IL7RA) to serve as the 
type I cytokine receptor for thymic stromal lymphopoietin 
(TSLP), a ligand that mediates B-cell precursor prolifera-
tion and survival through its activation of downstream JAK/
STAT and PI3K/mTOR pathways. Several alterations of 
CRLF2 have been noted in ALL, all of which lead to CRLF2 
overexpression, including a focal interstitial deletion of the 
pseudoautosomal region of the sex chromosomes that cre-
ates the P2RY8-CRLF2 fusion, a translocation of CRLF2 to 
the immunoglobulin heavy-chain transcriptional enhancer 
(IGH@-CRLF2) and the CRLF2 F232C point mutation 
(see Figure 26-3, D).30-32 CRLF2 alterations have been noted 
in 5% to 8% of pediatric29 and 10% to 15% of adult ALL, and 
with a higher incidence in high-risk ALL, in patients of His-
panic/Latino ethnicity, and in patients with Down syndrome 
(DS). IL7R gain-of-function mutations are seen in 6% to 
10% of ALL and are noted in both B and T phenotypes.33 

CRLF2 aberrations generally occur in cases lacking classic 
cytogenetic abnormalities, demonstrate a “BCR-ABL1-like” 
gene expression signature, and tend to co-occur with IKZF1 
and/or JAK mutations.27,34 CRLF2 has been shown to be a 
negative prognostic indicator in patients with NCI high-risk 
disease but not in those with standard-risk disease or in those 
with DS.

JAK2 mutations were initially identified as occurring 
in approximately 20% of DS ALL,35 and JAK (mostly, but 
not exclusively JAK2) mutations were subsequently identi-
fied in 10% of a high-risk non-DS cohort.36 Most are point 
mutations at R683, a site distinct from the V617F mutations 
frequently observed in polycythemia vera and other myelo-
proliferative neoplasms, but also within the JAK2 pseudo-
kinase domain and resulting in constitutive kinase activity. 
Not surprisingly, 70% of the JAK-mutated cases contained 
concomitant IKZF1 deletions, and all cases clustered with 
the BCR-ABL1 gene expression signature and had a poor 
outcome.36 Several studies have demonstrated in vitro sen-
sitivity to JAK inhibitors in JAK-mutated ALL. This has 
served as the rationale for an ongoing Phase I study of the 
JAK1/2 inhibitor ruxolitinib.

Secondary to the complex interactions among IKZF1, 
CRLF2, JAK, the “BCR-ABL1-like” gene expression sig 
Nature, and NCI risk status, it has been difficult to determine 
which factors retain independent prognostic significance. 
However, in a recent multivariate analysis, NCI high-risk 
status, positive end-induction minimal residual disease 
(MRD), high CRLF2 expression, and IKZF1 lesions had 
an independent adverse impact on relapse-free survival, and 
subgroup analyses demonstrated that high CRLF2 expres-
sion was associated with poorer relapse-free survival in NCI 
high-risk but not standard-risk disease.37

CREBBP and Relapsed ALL

CREBBP (CREB binding protein or CBP) encodes for 
a large ubiquitously expressed protein of the same name 
that performs multiple roles in transcriptional coactivation, 
including the acetylation of histone and nonhistone targets. 
Germline mutations in CREBBP are observed in Rubenstein-
Taybi syndrome, a developmental disorder characterized 
by dysmorphology, intellectual impairment, and increased 
susceptibility to solid tumors, and somatic mutations have 
recently been noted in more than one third of diffuse large-
cell non-Hodgkin lymphoma and follicular lymphoma at 
diagnosis. Aberrations of CREBBP are exceedingly rare in 
de novo ALL; however, 19% of relapsed samples harbor loss-
of-function mutations. Functionally, mutations impair his-
tone acetylation and transcriptional regulation of CREBBP 
targets, including glucocorticoid-responsive genes.38 Con-
temporaneous work identified a relapse-specific epigenetic 
profile characterized by global CpG island hypermethylation, 
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upregulation of genes involved in regulation of the cell cycle, 
and apoptosis and downregulation of genes involved in sen-
sitivity to thiopurines, alkylators, and glucocorticoids. Along 
with in vitro studies demonstrating a chemosensitizing effect 
of histone deacetylase inhibitors and DNA methyltransferase 
inhibitors on relapsed patient samples, these data have formed 
the rationale for a recently opened Phase I trial of vorinostat 
and decitabine added to an intensive chemotherapy backbone 
in patients with relapsed ALL.

T ALL

T ALL makes up 12% of pediatric and 25% of adult ALL. 
It occurs most often in adolescents and young adults, fre-
quently presenting with an extremely high WBC, CNS 
involvement, a mediastinal mass, marked lymphadenopathy, 
and hepatosplenomegaly. Historically, survival was dismal 
compared to B-lineage ALL, but with intensified therapies it 
has improved to approximately 80% in pediatrics1 and 50% 
in adults. However, traditional risk factors such as age and 
WBC used for stratification in B-lineage ALL appear not 
to be as prognostically informative in T ALL, highlighting 
the importance of identifying molecularly based prognostic 
differences instead.

Although genetic translocations have been identi-
fied in T ALL (e.g., MLL-ENL, CALM-AF10, ETV6-
JAK2, ETV6-ABL1, EML1-ABL1, and NUP214-ABL1), 
the leukemogenic event typically involves overexpression 
of an unaltered proto-oncogene, rather than generation 
of a novel fusion protein, due to a translocation placing 
it under control of a T-cell receptor (TCR) promoter or 
enhancer, most often TCRβ or TCRα/δ. The breakpoints 
occur at junctions where RAG recombinase acts during 
normal V(D)J recombination, suggesting they are the 
consequence of physiologic gene rearrangement processes 
gone awry.39

Numerous transcription factors have been identified 
as aberrantly expressed through juxtaposition to TCR loci in  
T ALL. They include MYC and several homologous bHLH 
proteins: TAL1, TAL2, LYL1, and BHLHB1. In addition, 
homeobox genes and components of the TCR signaling path-
way such as SRC-family tyrosine kinases, LCK, and NRAS 
appear to be important targets of dysregulation in T ALL.

Aberrant TAL1 expression via a variety of mechanisms 
occurs in more than 60% of T ALL. The oncogenic activity 
of TAL1 seems to occur through sequestration and inactiva-
tion of E2A within a binding complex. LMO1 and LMO2 
are transcription factors that play important roles in hemato-
poiesis and vascular development, serving as an interface for 
binding of multiple transcription factors in a large complex. 
TAL1 forms a heterodimeric DNA-binding complex with 

either LMO1 or LMO2, which cooperate in leukemogenesis 
at least in part through their inhibition of E2A.

A disturbing confirmation of the oncogenicity of 
LMO2 occurred during a gene therapy trial for X-linked 
severe combined immunodeficiency (SCID) caused by 
γ-chain deficiency.40,41 Patients underwent retrovirus-medi-
ated γ-chain gene transfer into autologous bone marrow pro-
genitor cells. Approximately 3 years later, 2 of the 10 patients 
developed T ALL. The apparent mechanism was retroviral 
insertional mutagenesis. In both cases, the retroviral particle 
integrated close to the LMO2 locus and presumably exerted 
enhancer activity on the LMO2 promoter, causing its over-
expression in lymphoblasts.

NOTCH

The heterogeneous molecular genetics of T ALL was par-
tially unified in 2004 with the discovery of a single gene 
upregulated in more than 50% of cases in both children and 
adults.42 The gene, NOTCH1, is a regulatory transmem-
brane receptor that plays a crucial developmental role in cell 
fate determination and pattern formation, and in hemato-
poietic stem-cell maintenance and T-cell fate specification 
in the mature organism. NOTCH1 was first identified in 
the rare T ALL translocation t(7;9)(q34;q34.3), which jux-
taposes it to the TCRβ locus, leading to overexpression of  
a constitutively activated, truncated protein.

Poor prognostic features in T ALL include CD10 
positivity, pro-T immunophenotype, and possibly TAL1 
expression. HOX11 is generally associated with a favorable 
outcome, at least with modern intensive therapy. HOX11L2 
was reported in some studies as a poor prognostic feature, 
but intensive therapy appears to eliminate this effect. Cases 
with the NUP214-ABL1 fusion appear aggressive and  
may benefit from imatinib. MRD positivity is a signifi-
cant adverse prognostic marker in T ALL, occurring more 
often and correlating more closely with relapse compared to 
B- lineage ALL. Data suggest that NOTCH1 mutations may 
be associated with a very favorable prognosis.43

Compound 506U, also known as nelarabine, is a 
nucleoside analog preferentially accumulated in T ALL 
that is being incorporated in current clinical trials. Since 
mutated NOTCH1 activity depends on γ-secretase activity, 
γ-secretase inhibitors are also being investigated for thera-
peutic use.

Early T-Cell Precursor Phenotype (ETP)

A minority of T-ALL cases has recently been noted to carry 
a gene expression profile reminiscent of normal T-cell pre-
cursors, a subset of cells early in the process of thymic matu-
ration that retain multilineage differentiation potential.44 
Consistent with a leukemogenic block early in development, 
ETP leukemia is defined by the lack of T-cell markers CD1a 
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and CD8, dim or absent CD5 expression on flow cytometric 
analysis, and the retention of one of a number of myeloid 
and/or hematopoietic stem-cell markers. The incidence is 
estimated at 15% in pediatric and 23% in adult T-ALL cases.
Prognosis for ETP leukemia is very poor on conventional 
therapy, with a 10-year overall survival of 19% to 35%.44 
ETP exhibits a high burden of DNA copy number altera-
tions (a mean of 14.1 per case vs. 6.3 per case in non-ETP 
T-cell ALL and 6.4 per case for all ALL), indicating a high 
degree of relative genomic instability44. Although no unify-
ing genetic lesion has been identified, the ETP gene expres-
sion signature shows significant positive enrichment for 
genetic abnormalities expressed in leukemic stem cells and 
in AML cases with a poor outcome, such as cytokine recep-
tor, RAS, and epigenetic modification.45 These observations 
have raised the possibility that ETP should be treated with 
therapies known to be effective in AML and/or therapies 
known to inhibit cytokine receptor signaling.

ERG

The v-ets erythroblastosis virus E26 oncogene homolog 
(ERG) gene, at band 21q22, is a member of the ETS family 
of transcription factors, which are downstream effectors of 
mitogenic signaling transduction pathways and are involved 
in key steps in the regulation of cell proliferation, apopto-
sis, and differentiation. ERG is frequently expressed at high 
levels in leukemia. In fact, it has recently been shown that 
forced expression of ERG in adult bone marrow cells alters 
differentiation and induces expansion of T and erythroid 
cells; furthermore, the expanded T cells develop T ALL after 
acquisition of NOTCH1 gene mutations in experimen-
tal models.46 ERG overexpression has been shown to have 
adverse prognostic impact in both AML and T ALL.

Other ALL Aberrations

c-MYC, t(8;14)(q24;q32)

One of the first links between a chromosomal translocation, 
oncogene overexpression, and development of a human can-
cer was the discovery of c-MYC dysregulation in Burkitt’s 
lymphoma in the early 1980s. The t(8;14)(q24;q32) trans-
location places c-MYC on chromosome 8 under control of 
the immunoglobulin heavy-chain gene on chromosome 14, 
resulting in constitutive c-MYC overexpression. MYC dys-
regulation is also an essential feature of mature B-cell leuke-
mia, also known as Burkitt’s leukemia. In essence, Burkitt’s 
lymphoma and mature B-cell leukemia are best viewed as 
two manifestations of a common disease, differing only in 
the extent of dissemination. The similarity of their symptom-
atology, prognosis, and treatment illustrates the importance 
of a common underlying genetic mechanism in defining dis-
ease biology.

More than 90% of mature B-cell ALL exhibits the 
t(8;14) translocation. In the remainder, t(2;8)(p12;q24) 
or t(8;22)(q24;q11) places MYC under the control of the 
κ or λ light chains, respectively. Another variant, t(8;14)
(q24;q11), involves the TCRα locus and has been reported 
in association with T ALL. Outcome for mature B-cell ALL 
has improved substantially since the shift from standard 
ALL therapy to much shorter (roughly 8-month duration), 
more dose-intensive regimens containing not only tradi-
tional ALL chemotherapy such as prednisone, vincristine, 
doxorubicin, cyclophosphamide, and high-dose methotrex-
ate but additional drugs such as Ara-C, etoposide, and most 
recently rituximab.

7p Deletions and Monosomy 7
Losses involving chromosome 7 are more common in AML, 
but they do occur in approximately 5% of adult and pedi-
atric ALL.47 In adult ALL, deletion or loss of chromosome 
7 is often associated with Ph positivity and does not have 
independent prognostic significance. In pediatric ALL, chro-
mosome 7 losses tend to occur in patients with other con-
comitant adverse risk factors, but retain some independent 
negative prognostic impact.

9p21 Deletion
Deletions in the 9p21-22 region occur in 10% to 30% of 
ALL and more than 50% of T ALL, with the incidence 
rising as cytogenetics laboratories adopt more sensitive 
detection methods.48 The principal targets appear to be 
the INK4A and INK4B loci, which contain two cyclin D 
kinase inhibitors, p16 and p15, that prevent abnormal cells 
from passing through the G1 cell cycle checkpoint and are 
mutated, deleted, or epigenetically silenced in many cancers. 
9p21 deletion often coincides with other adverse factors; its 
independent significance is controversial.

Cooperating Pathways: p53, FLT3, Ras, PTPN11
p53 is a classic tumor suppressor gene that initiates cell 
cycle arrest or apoptosis in response to abnormal prolif-
eration, hypoxia, or DNA damage and is mutated in many 
human cancers. Mutation of p53 itself is rare in ALL, but 
mutations of elements of the pathway such as p14(ARF) 
and p21(CIP1) are common and may be associated with an 
unfavorable prognosis. FLT3 (for FMS-like tyrosine kinase) 
is a membrane-bound receptor tyrosine kinase involved in 
hematopoietic proliferation, differentiation, and apoptosis. 
Mutations resulting in ligand-independent activation are 
oncogenic and occur in 15% to 35% of AML and 1% to 
3% of ALL.49 FLT3 mutations and FLT3 overexpression 
in ALL are particularly associated with MLL-r and hyper-
diploidy. Ras family members play crucial signaling roles 
in proliferation, antiapoptosis, and other processes. Muta-
tions in NRAS and KRAS have been linked to parental 
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exposures to certain drugs and hydrocarbons. Activating 
mutations of PTPN11, which encodes the tyrosine phos-
phatase SHP-2, enhance Ras signaling. Forty-five percent 
of ETV6-RUNX1-negative cases of pre-B ALL have muta-
tions in PTPN11, NRAS, and/or KRAS2.50 RAS muta-
tions do not appear prognostically significant, whereas 
the significance of PTPN11 mutations remains unclear. 
Recently, mutations in p53 and in the Ras and Pi3K sig-
naling pathways were identified in hypodiploid ALL, with 
approximately half of the p53 mutations being germline 
(i.e., a manifestation of Li-Fraumeni syndrome).

Clinical Implications of Genetic  
Lesions in ALL

At diagnosis, the main adverse features currently being used 
for treatment decisions in pediatric ALL are BCR-ABL1, 
MLL-r, iAMP21, hypodiploidy (fewer than 44 chromo-
somes), and MYC rearrangements. Favorable features are 
ETV6-RUNX1 and high hyperdiploidy or the presence 
of the particular trisomies 4 and 10. In adults, BCR-ABL1 
and MLL-r may affect treatment choices, whereas the other 
abnormalities are too rare or uncertain in impact to be rou-
tinely assessed or acted on.

Detection of molecular abnormalities in ALL has 
important implications for initial risk assignment as well as 
for disease monitoring. The classical definition of remission 
is less than 5% lymphoblasts in the bone marrow assessed by 

morphologic examination. However, newer molecular defi-
nitions of remission based on MRD detection are far more 
sensitive in identifying patients at risk of ultimate morpho-
logic relapse. MRD can be measured by flow cytometry or 
PCR and sensitivity ranges from 10−3 to 10−6. Numerous 
pediatric studies have demonstrated that MRD positivity has 
poor prognostic impact independent of other risk factors, at 
time points ranging from early induction to 24 months into 
treatment. Conversely, rapid achievement of MRD negativity 
before the end of induction identifies a favorable risk group 
that might be spared the adverse effects of high-intensity 
regimens. Adults tend to have higher MRD levels and more 
frequent and prolonged duration of MRD positivity—not 
surprisingly, given the comparative drug resistance of their 
disease. Nevertheless, MRD does appear to have indepen-
dent predictive value in the adult population as well.

Conclusions

Unraveling the molecular genetics of ALL has paved the way 
toward many advances in our understanding of leukemogen-
esis, including improving our ability to stratify patients by risk 
group at diagnosis, tracking disease status during treatment, 
and identifying novel therapeutic targets. On a practical level, 
however, the recent explosion in the quantity of molecular 
genetic information regarding ALL poses an increasing chal-
lenge to those attempting to determine which abnormalities 
can best be exploited in current and future clinical trials.
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Cancer is the most common cause of disease-related death 
in children beyond the newborn period. Although childhood 
cancers, as a group, account for only a small proportion of all 
human cancer,1 their unique biologic features, cell of origin, and 
response to therapy make them intriguing models with which 
to study and understand the process of human carcinogenesis.

Although most childhood cancers occur sporadically 
and their etiology remains unclear, hereditary or familial fac-
tors are evident in 25% to 40% of cases.2 Obvious environmen-
tal influences on cancer initiation are not generally apparent. 
Cancer predisposition syndromes manifesting in childhood 
in which nonmalignant phenotypic features are not observed 
include hereditary retinoblastoma (RB), Li-Fraumeni syn-
drome, and familial polyposis; others such as von Hippel–
Lindau disease and Gorlin syndrome are associated with the 
coincident presentation of both benign and malignant neo-
plasms. Nonrandom molecular and cytogenetic alterations are 
frequently observed in most childhood cancers. These “mark-
ers” provide not only unique diagnostic identifiers but also fre-
quently prognostic value with respect to disease outcome and 
anticipated response to therapy. Many of these genetic mark-
ers also recapitulate normal developmental processes and thus 
offer a window into the biologic mechanisms of carcinogen-
esis and normal embryologic growth and development (Table 
27-1). Importantly, the introduction of routine predictive 
genetic testing together with the development and implemen-
tation of clinical surveillance protocols has led to early tumor 
detection and improved survival for both children and adults 
with hereditary forms of cancer. In this chapter, we address 
the diversity of molecular mechanisms in several prototypical 
childhood cancers and cancer predisposition syndromes.

Retinoblastoma

Clinical Description and Pathology

Retinoblastoma (RB) is a rare childhood tumor thought 
to arise in the embryonic retinal epithelium. Although the 
incidence of RB is only approximately 1 in 20,000 births, 

or some 200 new cases per year in North America,3 this 
tumor has been a target of intense research interest. RB is 
the prototype cancer caused by mutations of a tumor sup-
pressor gene. Tumors are often bilateral and multifocal. In 
approximately 40% of RB cases, the disease is inherited as 
an autosomal dominant trait, with a penetrance approach-
ing 100%.4 The remaining 60% of cases are sporadic (non-
heritable). Fifteen percent of unilateral RB is heritable but 
by chance develops in only one eye. Survivors of heritable 
retinoblastoma have a 100-fold increased risk of developing 
mesenchymal tumors such as osteogenic sarcoma, fibrosar-
coma, and melanoma later in life. RB is characterized by the 
rapid growth of undifferentiated neuroblastic precursors 
derived from various layers of retinal ganglion cells. The cells 
are small and round with a high nuclear:cytoplasmic ratio, 
exhibiting numerous mitoses that reflect their rapid prolifer-
ative rate. RB cells appear undifferentiated, with evidence of 
ganglionic differentiation, including the presence of Flexner-
Wintersteiner rosettes.

Tumors that are limited to the globe are staged accord-
ing to the schema of Reese and Ellsworth, which is based 
on the number and size of the tumors.5 These classification 
systems predict the likelihood of obtaining local tumor con-
trol and preservation of vision. Each eye is staged individu-
ally. RB can spread beyond the orbit by direct invasion of 
adjacent tissue and hematogenous spread. The treatment of 
patients with RB depends on the size of the tumor and the 
extent of tumor invasion at the time of diagnosis. Surgery is 
the mainstay of treatment for children with unilateral RB. 
Large intraocular tumors as well those with bilateral mul-
tiple tumors are treated with adjuvant chemotherapy.

Genetics and Cell Biology

The RB gene maps to chromosome 13q14.6 Biallelic disrup-
tion of the RB gene leads to disease—an observation consis-
tent with Knudson’s “two-hit” theory of carcinogenesis.4,7 RB 
consists of 27 exons and encodes pRB, a 105-kDa nuclear 
phosphoprotein plays a central role in the control of cell cycle 
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regulation, particularly in determining the transition from G1 
through S (DNA synthesis) phase in virtually all cell types.8

In the developing retina, inactivation of the RB gene is 
necessary and sufficient for tumor formation. It is now clear, 
however, that these tumors develop as a result of a more 
complex interplay of aberrant expression of other cell cycle 
control genes. In particular, a tumor surveillance pathway 
mediated by Arf, MDM2, MDMX, and p53 is activated 
after loss of pRB during development of the retina. In a small 
fraction of RB tumors, no RB1 mutations are detected; in 
the majority of these, high-level amplification of the MYCN 
oncogene is observed, suggesting a novel mechanism of 
tumorigenesis in the presence of nonmutated RB1 genes.9 
Not only do these observations provide a provocative bio-
logic mechanism for tumor formation in retinoblastoma, but 
they also point to potential molecular targets for developing 
novel therapeutic approaches to this tumor. For example, the 
MDM2/MDMX antagonist, Nutlin-3a, efficiently targets 
the p53 pathway and is effective as an ocular formulation in 
treating RB in orthotopic xenografts.10

Wilms Tumor

Clinical Presentation and Pathology

Wilms tumor (WT), or nephroblastoma, is an embryonal 
malignancy that arises from remnants of immature kid-
ney.11 It affects approximately 1 in 7000 children, usually 

before the age of 6 years (median age at diagnosis, 3.5 years). 
Five percent to 10% of children present with synchronous 
or metachronous bilateral tumors. WT typically presents as 
an asymptomatic abdominal mass, although a small fraction 
of children have symptoms such as hematuria or hyperten-
sion. Approximately 20% of children present with meta-
static disease.

The relationship between WT and aberrations of 
normal development is striking. In early development, the 
embryonal mesonephros emerges from a complex inter-
action between epithelial-derived ureteric bud tissue and  
mesenchymal-derived metanephric blastema through a series 
of differentiation events. Mature nephrons derived from the 
mesonephros are composed of nephroblasts, tubules, and 
stromal tissues that ultimately form the adult kidney. These 
different tissues together confer the distinctive “triphasic” 
histologic features of WT that arise in the intralobar area. 
Tumors that arise in the perilobar area tend to be biphasic 
or monomorphic, typically epithelial. This presentation sug-
gests that these tumors arise from a cell that is more preva-
lent later in development, having a more limited potential to 
differentiate along multiple lineages.

A peculiar feature of WT is its association with neph-
rogenic rests, foci of primitive but nonmalignant cells whose 
persistence suggests a defect in kidney development. These 
precursor lesions are found within the normal kidney tissue 
of more than one third of children with WT. Nephrogenic 
rests may persist, regress spontaneously, or grow into large 
masses that simulate true WT and present a difficult diag-
nostic challenge.11 Another intriguing feature of WT is its 
association with specific congenital abnormalities, including 
genitourinary anomalies, sporadic aniridia, mental retarda-
tion, and hemihypertrophy. A genetic predisposition to WT 
is observed in two distinct disease syndromes with urogenital 
system malformations—the WAGR (Wilms tumor, aniridia, 
genitourinary abnormalities, mental retardation) syndrome12 
and the Denys-Drash syndrome (DDS13)—and in Beckwith-
Wiedemann syndrome (BWS14). WT was the first of the 
solid tumors of childhood recognized as being curable even in 
the setting of metastatic disease. Sequential clinical treatment 
protocols evaluated by the National Wilms Tumor Study 
have led to effective multimodality approaches that cure up 
to 90% of children with WT. The cornerstone of therapy is 
surgery; chemotherapy agents with or without radiotherapy 
are used to treat minimal residual or metastatic disease.

Genetics

The WAGR syndrome is associated with constitutional 
deletions of chromosome 11q13.12 Whereas it is now 
known that the WAGR deletion encompasses a number of 

Table 27-1 Acquired Molecular and Cytogenetic Abnormalities  
in Childhood Neoplasms

Solid Tumor Cytogenetic Abnormality Genes*

Ewing sarcoma t(11;22)(q24;q12),+8 EWS(22) FLi1(11)

Neuroblastoma del1932–36, DMs, HSRs, 
+17q21-qter

N-MYC

Retinoblastoma del13q14 Rb

Wilms tumor del11p13, t(3;17) WT1

Synovial sarcoma t(X;11)(p11;q11) SSX(X) SYT(18)

Osteogenic sarcoma del13q14 ?

Rhabdomyosarcoma t(2;13)(q37;q14), t(1;13)
(1p36;q14), 3p-, 11p-

PAX3(2) FKHR(13); 
PAX7(1) FKHR(13)

Peripheral 
neuroepithelioma

t(11;22)(q24;q12),+8 EWS(22) FLi-14(11)

Astrocytoma ¡(17q) ?

Meningioma delq22 MN1, NF2, ?

Atypical teratoid/ 
rhabdoid tumor

delq22.11 SNF5/INI1SMARCB1

Germ cell tumor ¡(12p) ?

*Chromosomal location in parentheses. ?, Gene unknown.
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contiguous genes, including the aniridia gene Pax6, cytoge-
netic observation in patients with WAGR was also impor-
tant in the cloning of the WT1 gene at chromosome 11p13. 
WT1 spans approximately 50 kb of DNA and contains 
10 exons that encode the WT1 protein transcription fac-
tor. DDS, the second syndrome closely associated with this 
locus, is a rare association of WT, intersex disorders, and 
progressive renal failure.13 Virtually all patients with DDS 
carry germline WT1 point mutations.

WT1 is altered in only 10% of Wilms tumors. This 
observation implies the existence of alternative loci in the 
etiology of this childhood renal malignancy. One such locus 
also resides on the short arm of chromosome 11, telomeric 
of WT1, at 11p15. This gene, designated WT2, is associ-
ated with BWS. Patients with BWS are at increased risk of 
developing Wilms tumor, as well as other embryonic malig-
nancies, including rhabdomyosarcoma (RMS), neuroblas-
toma, and hepatoblastoma.14 The putative BWS gene maps 
to chromosome 11p15.15 Whether the BWS gene and WT2 
are one and the same or two distinct yet closely linked genes 
remains to be determined. Using long-oligonucleotide array 
comparative genomic hybridization (array CGH), a novel 
gene termed WTX was identified on chromosome Xq11.1. 
WTX is inactivated in one third of WTs, and tumors with 
WTX mutations lack WT1 mutations.16 Bilateral WT 
or a family history of WT occurs in 1% to 5% of patients. 
Although linkage studies have indicated that the gene for 
familial WT must be distinct from WT1 and WT2, and 
from the gene that predisposes to BWS, this gene has been 
neither cytogenetically localized nor isolated.

Tumors of the Peripheral Nervous 
System: Neuroblastoma

Clinical Presentation and Pathology

Neuroblastoma (NB) is the most common tumor of the 
peripheral sympathetic nervous system in children. The 
embryonic neural crest gives rise to the peripheral nervous 
system including cranial and spinal sensory ganglia, auto-
nomic ganglia, the adrenal medulla, and other para-endocrine 
cells distributed throughout the body.

NB most commonly arise in cells of the adrenal 
medulla and at other abdominal retroperitoneal sites of 
the known peripheral nervous system. Approximately 15% 
of cases occur in the paravertebral thoracic cavity in close 
association with the dorsal root ganglion. Most cases of NB 
(60% to 70%) present with metastatic disease, most com-
monly involving bone, bone marrow, and liver. NB is char-
acterized histologically by the presence of small, round cells 
with hyperchromatic nuclei and stippled chromatin. At a 

cytogenetic level, homogeneously stained regions and double-
minute chromosomes are typically observed (Figure 27-1). A 
hallmark of its light microscopic appearance is the presence 
of Homer-Wright rosettes characterized by tumor cell clus-
ters around a central mesh of cell processes, termed neuropile.

The clinical stage and age of onset are highly signifi-
cant independent prognostic variables. For example, a unique 
presentation of NB, stage IV-S (IV-special) is frequently 
associated with spontaneous remission.17 This form of the 
disease typically presents in infants younger than 1 year of 
age with evidence of remote disease in the liver and bone 
marrow, though sparing bone. It is not known whether IV-S 
NB represents metastatic disease or a multifocal nonclonal 
disorder of neuroblast development. Stages I and II NB 
can generally be effectively managed with surgical resection 
alone, although those rare patients with low-stage disease 
and adverse biologic markers often require adjuvant chemo-
therapy. Multimodality therapy, including high-dose chemo-
therapy, hematopoietic stem cell harvest and rescue, radiation 
therapy, 123I-MIBG therapy, and Ch14.18 immunotherapy 
are required to achieve remissions in stage IV (and to a lesser 

A

B

Figure 27-1 A, Homogeneously stained regions and, B,double-minute 
chromosomes in neuroblastoma.
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extent stage III) NB, although remission is maintained in 
less than 40% of patients.

Genetics and Cell Biology

Nonrandom cytogenetic abnormalities are observed in more 
than 75% of neuroblastomas. The most common of these is 
deletion or rearrangement of the short arm of chromosome 
1, although loss, gain, and rearrangements of chromosomes 
10, 11, 14, 17, and 19 have also been reported. Two other 
unique cytogenetic rearrangements are highly characteris-
tic of neuroblastoma: homogeneous staining regions and  
double-minute chromosomes (see Figure 27-1). These con-
tain regions of amplification of the N-myc gene, an oncogene 
with considerable homology to the cellular proto-oncogene 
c-myc. N-myc amplification is associated with rapid tumor 
progression, and virtually all neuroblastoma tumor cell 
lines demonstrate amplified and highly expressed N-myc.18 
Decreased N-myc expression is observed in association with 
the in  vitro differentiation of neuroblastoma cell lines.19 
This observation formed the basis for therapeutic trials 
demonstrating a survival advantage to patients treated with 
cis-retinoic acid.20

Neuroblastoma cells that express the high-affinity 
nerve growth factor receptor trkA can be terminally differen-
tiated by nerve growth factor and demonstrate morphologic 
changes typical of ganglionic differentiation. Tumors show-
ing ganglionic differentiation and trkA gene activation have 
a favorable prognosis. Expression of trkB receptor is asso-
ciated with poor prognosis tumors and appears to mediate 
resistance to chemotherapy.

In addition to chromosomal loss on chromosome 1p36, 
unbalanced loss of heterozygosity at 11q23 is independently 
associated with decreased event-free survival. Alterations at 
11q23 occur in almost one third of neuroblastomas, being 
most commonly associated with stage IV disease and age at 
diagnosis greater than 2.5 years. Telomerase expression and 
telomere length are yet other valuable markers of clinical sig-
nificance.21 In particular, short telomere length is predictive 
of favorable prognosis, regardless of disease stage, whereas 
long or unchanged telomeres are predictive of poor outcome. 
Both in vitro and in vivo studies suggest that telomerase inhi-
bition may represent a unique mechanism for novel biologi-
cal treatment of NB.22 A small subset of neuroblastomas is 
inherited in an autosomal dominant fashion. Until recently, 
the only gene definitively associated with neuroblastoma 
risk was PHOX2B, also linked to central apnea.23 Utilizing 
high-resolution microarray and next-generation sequencing 
approaches, de novo or inherited missense mutations in the 
tyrosine kinase domain of the ALK (anaplastic lymphoma 
kinase) gene on chromosome 2p23 have been observed in 

many hereditary neuroblastoma families, as well as in spo-
radic cases,24 although no clear correlation with stage of 
disease has been observed. Current Phase I/II clinical tri-
als with ALK inhibitors substantiate the value of such tar-
get identification for novel therapies. However, combination 
whole-exome, genome, and transcriptome sequencing of neu-
roblastoma identifies few recurrently mutated genes (ALK, 
PTPN11, ATRX, MYCN, and NRAS) or pathogenic germ-
line variants (ALK, CHEK2, PINK1, and BARD1).25

Tumors of the Peripheral Nervous 
System: Ewing Sarcoma and Primitive 
Neuroectodermal Tumors

Clinical Description and Pathology

The Ewing sarcoma family of tumors (ESFT) make up the 
second most common bone malignancy after osteosarcoma 
in children and young adults with a peak incidence at age 
15. Rarely, these tumors can arise in the soft tissues. ESFT 
includes Ewing sarcoma, peripheral primitive neuroecto-
dermal (PPNET), and Askin tumors, among others. These 
tumors share indistinguishable genetic alterations, immuno-
histochemical profiles, and lineage-specific marker expres-
sion patterns. As in the case of neuroblastoma, therapy for 
patients with localized PPNET or ES is highly effective, 
whereas the prognosis for patients with metastatic disease 
is extremely poor even in the setting of multimodal therapy. 
Surgery and radiation are used for primary local control with 
multi agent chemotherapy used to treat systemic disease.

Genetics and Cell Biology

PPNET and ES typically carry a t(11;22)(q24;q12) chro-
mosomal rearrangement, although variant translocations 
have been observed.26 The translocation breakpoint has 
been molecularly cloned and characterized as an in-frame 
fusion between the 5′ half of the ES gene, EWS, on chromo-
some 22 and the 3′ half of the human homologue of an ETS 
transcription family member, FLI1, on chromosome 11. 
The resultant chimeric protein replaces the DNA-binding  
domain of EWS with the ETS-like binding domain of Fli-
1, retaining the DNA-binding activity of Fli-1. Important 
transcriptional targets of the EWS-Fli1 transcription fac-
tor may include the IGF-I receptor,27 which is thought to 
play a role in the pathogenesis of ES. Several studies have 
indicated the importance of the autocrine stimulation of 
the insulin-like growth factor I receptor (IGF-IR) for cell 
transformation and proliferation induced by EWS-Fli1. 
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Small-molecule inhibitors that block the EWS-Fli1 inter-
action with RNA helicase A showed promise in inhibiting 
Ewing sarcoma cell growth28; however, weak association of 
IGF-1R activity in ES cell lines and primary tumors indi-
cate that it is not an ideal druggable target in this tumor.29 
Expression profiling analysis has also revealed that TP53 is 
transcriptionally upregulated by the EWS-ETS fusion gene. 
NKX2.2 has been found to be another target gene of EWS-
Fli1 that is required for malignant transformation. Several 
variant translocations have also been identified, invariably 
fusing the EWS gene to an ETS family member. Interest-
ingly, it has been suggested that the specific fusion protein 
expressed in ESFT has prognostic significance.30 In particu-
lar, a rearrangement that joins exon 7 of EWS to exon 6 of 
Fli1 may confer a more favorable outcome. As well, use of 
RNA sequencing (RNAseq) in EWS-FLI fusion negative 
ESFTs has identified at least one novel alteration that fuses 
BCOR (encoding the BCL6 co-repressor) on chromosome 
X 11p.14 with CCNB3 (encoding the testis-specific cyclin 
B3) on chromosome X 11p.22, essentially identifying a novel 
sarcoma phenotype.31

Rhabdomyosarcoma

Clinical Description and Pathology

Sarcomas arise in supportive tissues that have their origin 
in embryonic mesenchyme. These tissues include fibrous tis-
sue, muscle, cartilage, and bone. Each of the different sarco-
mas exhibits evidence of differentiation along one or more of 
these cellular lineages.

Rhabdomyosarcoma is the most common soft tissue 
sarcoma of childhood, with approximately 200 new cases 
annually in the United States, accounting for nearly 10% of 
all childhood solid tumors. The incidence of RMS is higher 
in males than in females (1.4:1), and most cases are diag-
nosed in children under the age of 6.32 Rhabdomyosarcoma 
is believed to arise from primitive embryonic mesenchymal 
cells committed to the skeletal muscle lineage; however, 
RMS tumors have been found in tissues not usually con-
taining striated muscle, such as the urinary bladder. Multiple 
histologic subtypes exist, including predominantly embryo-
nal (ERMS; 63% of all tumors) and alveolar (ARMS; 19%) 
morphologies. ARMS tend to occur in the extremities and 
exhibit a more aggressive clinical behavior than ERMS, 
which tend to present in an axial distribution and with a 
somewhat more favorable prognosis. The management of 
RMS typically includes local control with both surgery and 
radiation treatment, with neo-adjuvant chemotherapy being 
used for management of known and micrometastatic disease. 
It is notoriously difficult to achieve a sustained remission, or 

cure, for children with metastatic RMS, particularly those 
with the alveolar variant. Although the overall survival for 
childhood RMS is approximately 75%, those with meta-
static disease have a less than 20% chance of cure.

Genetics and Cell Biology

Characteristic genetic lesions have been found in both  
major subtypes of RMS. More than 75% of tumors of the 
alveolar subtype demonstrate one of two chromosomal 
translocations, t(2;13)(q35;q14) or t(1;13)(p36;q14),33,34 
which fuse the 5′ DNA-binding region of PAX-3 on chromo-
some 2 or PAX-7 on chromosome 1, respectively, which are 
implicated in neuromuscular development, to the 3′ trans-
activation domain region of the FKHR (FOXO1A) gene—a 
member of the forkhead family of transcription factors com-
monly associated with regulation of apoptosis (Figure 27-2). 
Tumors with the t(2;13) translocation have a much poorer 
prognosis than those with the rarer t(1;3) rearrangement. 
Interestingly, fusion-negative ARMS tu  mors are clinically 
and molecularly indistinguishable from embryonal RMS, 
and demonstrate outcomes more closely resembling ERMS 
than fusion-positive ARMS, thus making the presence of the 
PAX-FKHR fusion a diagnostic criterion for ARMS.35 
Additional epigenetic or genetic events seem required for 
RMS tumorigenesis. PAX-3-FKHR fusion is associated 
with increased expression of c-met. Met is the receptor 
tyrosine kinase for hepatocyte growth factor/scatter fac-
tor and is overexpressed in embryonal and alveolar RMS. 
Other frequently reported genetic alterations that may be 
common to embryonal and alveolar RMS include activated 
forms of N- and K-RAS, inactivating TP53 mutations,  
and amplification and overexpression of MDM2, CDK-4, 
and N-MYC.
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Figure 27-2 Translocation breakpoints in rhabdomyosarcoma.
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At the molecular level, embryonal tumors are charac-
terized by loss of heterozygosity (LOH) at the 11p15 locus, 
which is of particular interest because this region harbors the 
IGF2 gene.36 The LOH at 11p15 occurs by loss of mater-
nal and duplication of paternal chromosomal material.37 
Although LOH is normally associated with loss of tumor 
suppressor gene activity, in this instance LOH with pater-
nal duplication may result in activation of IGF2. This occurs 
because IGF2 is now known to be normally imprinted—that 
is, this gene is normally transcriptionally silent at the mater-
nal allele, with only the paternal allele being transcription-
ally active. Thus, LOH with paternal duplication potentially 
leads to a twofold gene-dosage effect of the IGF2 locus.

In addition to the somatic molecular changes associated 
with RMS, the tumor is also observed in hereditary cancer 
syndromes, including Li-Fraumeni syndrome (see following 
section), in which carriers harbor constitutional mutations of 
the TP53 tumor suppressor gene. The possible importance 
of the patched gene, PTCH, in the development of RMS is 
suggested by the finding that mice lacking this gene develop 
RMS. PTCH is mutated in the germline of patients with 
Gorlin syndrome, a disorder that includes predisposition to 
tumor (medulloblastoma) development. Strikingly, PTCH is 
shown to regulate another gene, GLI, which is found to be 
amplified in RMS and Gorlin syndrome–associated tumors. 
Activation of the HRAS oncogene by heterozygous germ-
line mutations predisposes to RMS in Costello syndrome,38 
further highlighting the multiple molecular pathways associ-
ated with rhabdomyosarcomagenesis.

Childhood Sarcomas: Osteosarcoma

Clinical Description and Pathology

Osteosarcoma (OS) occurs most frequently in adolescence 
during a period of rapid bone growth. It is the most common 
tumor in this age group other than those of hematopoietic 
tissues. OS most commonly occurs at metaphyseal growth 
plates of long bones, develops earlier in girls than in boys, and 
is more frequent in taller children. These observations sug-
gest an important role for cellular proliferation in the onco-
genic conversion of immature bone precursors from which 
these tumors are thought to arise. The histologic diagnosis of 
OS is made when tumor osteoid and disorganized bone can 
be identified within malignant stromal tissues. A wide range 
of histologic patterns is seen, although the natural history 
of these variants is not yet clinically distinguishable. Tumors 
are classified as osteoblastic, chondroblastic, or fibroblastic 
OS depending on whether the predominant differentiation 
is a long bone, cartilage, or stromal tissue pathway, respec-
tively. Surgery is the primary therapeutic modality in the 

management of osteosarcoma. Neo-adjuvant chemotherapy 
is used to control micrometastases, which are present in 75% 
of patients. The response to chemotherapy, as measured by 
histologic grading of the degree of tumor necrosis, is a key 
prognostic factor. Biologic response modifiers, monoclonal 
antibodies, and targeted small-molecule kinase inhibitors 
have had no impact on the treatment of osteosarcoma.

Genetics and Cell Biology

OS is characterized by the presence of complex unbalanced 
karyotypes.39 Combined inactivation of the RB1 and TP53 
tumor suppressor pathways are observed in most OS, indi-
cating important roles for both these genes in OS pathogen-
esis. Further evidence for the role of p53 in OS pathogenesis 
includes the predisposition of patients with germline TP53 
mutations (Li-Fraumeni syndrome [LFS]) to develop OS. 
There is low prognostic significance of TP53 mutations in 
sporadic OS, with no impact on distant recurrence. Further-
more, p53 status is concordant in paired samples of primary 
and distant metastases, suggesting that p53 pathway altera-
tions may occur early in OS pathogenesis. Modifying effects 
of other expressed genes are being explored in OS. In par-
ticular, amplification of chromosome 12q13 region (contain-
ing MDM2 and CDK4) or deletion of INK4A can disrupt 
both the p53 and RB pathways. Many recurrent, nonrandom 
chromosomal abnormalities are observed in OS. Common 
numerical abnormalities in OS include gain of chromosome 
1; loss of chromosomes 9, 10, 13 (at the RB1 locus), and/or 
17 (at the TPS3 locus); and partial or complete loss of the 
long arm of chromosome 6. Frequent structural abnormali-
ties include rearrangements of chromosomes 11, 19, and 20. 
Genome-wide efforts to identify potential tumor suppressor 
genes associated with LOH in OS have identified at least 
one novel locus encompassing the LSAMP gene on chro-
mosome 3p13.4.40 Examination of 38 chromosomal arms 
from OS tumor samples for LOH has found that the mean 
frequency of LOH is 30.79% for any chromosome arm, 
an unusually high mean frequency for a childhood tumor. 
Moreover, several chromosome arms (3q, 13q, 17p, and 18q) 
underwent LOH with a frequency more than two standard 
deviations higher than the average (p < 0.002).26 Further 
mitotic mapping has identified minimal regions thought to 
contain candidate tumor suppressor loci on chromosomal 
arms 3q26.2 and 18q21.33,41 though specific gene identi-
fication has been elusive. Finally, an intriguing mechanism 
of chromosomal instability defined as “chromothripsis,” in 
which chromosomal fragments undergo a catastrophic one-
time rearrangement, has been observed in about 25% of 
osteosarcomas—far greater than the 2% to 3% observed in 
other human cancers.42
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Abnormalities of bone growth and remodeling are 
thought to play an important role in the pathogenesis of 
OS. Normal bone repair involves proliferation of mesenchy-
mally derived precursor cells mediated by platelet-derived 
growth factor (PDGF), epidermal growth factor (EGF), 
IGFs, interferon-α, and other mitogens. The PDGF receptor 
encodes a tyrosine kinase; when PDGF binds to its receptor, 
it induces expression of fos, myc, and a cascade of cellular 
genes important for initiating proliferation. EGF may also 
play a role in OS pathogenesis. Some OS cell lines express 
EGF receptor and proliferate in response to exposure to 
EGF. The mitogenic response to both EGF and PDGF may 
be blocked by TGF-β, which at low doses may stimulate the 
proliferation of cells.

Interest in other signaling pathways has implicated the 
Fas cell death pathway in determining chemosensitivity and 
metastatic behavior in OS.43 Tumor cells expressing surface 
Fas will apoptose when Fas ligand (FasL) is present unless a 
mechanism of resistance is present. This has been suggested 
by studies in which metastasis-prone OS cell lines that have 
been transfected with Fas demonstrate reduced metastatic 
potential. In addition, overexpression of CyclinE1, which 
promotes oncogenic transformation of osteoblasts and con-
fers resistance to cisplatin (a drug that forms the backbone 
of osteosarcoma therapy), offers new avenues for therapy.44

Cancer Predisposition Syndromes

Several hereditary cancer syndromes are associated with 
the occurrence of childhood as well as adult-onset neo-
plasms. Although it is beyond the scope of this chapter to 
describe them all, it is worthwhile to discuss a few to high-
light the important molecular basis on which these disor-
ders develop (Table 27-2).

Li-Fraumeni Syndrome

Li-Fraumeni familial cancer syndrome is the prototypical 
familial cancer predisposition syndrome. The definition of 
classical LFS requires a proband with a sarcoma diagnosed 
before 45 years of age, a first-degree relative diagnosed as 
having any cancer when younger than 45 years, and a first- 
or second degree relative with a diagnosis of cancer when 
younger than 45 years or a sarcoma at any age.45 The clas-
sic spectrum of tumors that includes soft tissue sarcomas, 
osteosarcomas, breast cancer, brain tumors, leukemia, and 
adrenocortical carcinoma (ACC) has been overwhelmingly 
substantiated by numerous subsequent studies, although 
other cancers, usually of particularly early age of onset, are 

also observed. Similar patterns of cancer that do not meet 
the classic definition have been termed Li-Fraumeni–like 
syndrome (LFS-L). The sensitivity and specificity of the 
Chompret criteria are 82% and 58%, respectively, making it 
perhaps the most rigorous and relevant definition to justify 
TP53 mutation analysis.46

Germline alterations of the TP53 tumor suppressor 
gene are associated with LFS.47,48 These are primarily mis-
sense mutations that yield a stabilized mutant protein. The 
spectrum of germline TP53 mutations is similar to that of 
somatic mutations found in a wide variety of tumors. Carri-
ers are heterozygous for the mutation, and in tumors derived 
from these individuals, the second (wild-type) allele is fre-
quently deleted or mutated, leading to functional inactiva-
tion. Several comprehensive databases document all reported 
germline (and somatic) TP53 mutations and are of particular 
value in evaluating novel mutations as well as phenotype- 
genotype correlations. Approximately 75% of “classic” LFS 
families have detectable TP53 alterations. It is not clear 
whether the remainder are associated with the presence of 
modifier genes, promoter defects yielding abnormalities of 
p53 expression, or simply the result of weak phenotype-
genotype correlations (i.e., the broad clinical definition 
encompasses families that are not actual members of LFS). 
The variability in type of cancer and age of onset within and 
between LFS families suggests that expression of modifier 
genes might influence the underlying mutant TP53 geno-
type. Several of these have been described, including those 
that accelerate age of tumor onset in TP53 mutation carriers 
such as a single-nucleotide polymorphism (SNP) in the pro-
moter of the MDM2 gene (SNP 309) that is involved in the 
p53 degradation pathway49; accelerated telomere attrition—
perhaps inducing chromosomal chromothripsis in somatic 
cells50; and increased constitutional copy number variation 
(CNVs).51 Others, such as a 16-bp duplication in TP53 
intron 3 (PIN3), delay tumor onset by up to 19 years.52 Until 
recently, options for intervention in LFS were thought to be 
limited, but two studies have clearly demonstrated the value 
of total body imaging (with or without biochemical marker 
studies) in TP53 mutation carriers (Table 27-3).53,54 This has 
proven to be effective in early tumor detection, which leads to 
improved survival—offering hope for these patients that the 
combination of molecular testing with early clinical surveil-
lance can interfere with the natural history of the disease.

Hereditary Paraganglioma Syndromes

Paragangliomas are benign non–catecholamine-secreting 
tumors that often occur in the head and neck region, along 
the parasympathetic chain. Catecholamine-secreting tumors 
can develop along the sympathetic chain, in the adrenal 
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Table 27-2 Hereditary Syndromes Associated with Childhood Neoplasms

Syndrome OMIM Entry Major Tumor Types Mode of Inheritance Genes

Hereditary Gastrointestinal Malignancies

Adenomatous polyposis of the colon 175100 Colon, thyroid, stomach, intestine, 
hepatoblastoma

Dominant APC

Juvenile polyposis 174900 Gastrointestinal Dominant SMAD4/DPC4

Peutz-Jeghers syndrome 175200 Intestinal, ovarian, pancreatic Dominant STK11

Genodermatoses with Cancer Predisposition

Nevoid basal cell carcinoma syndrome 109400 Skin, medulloblastoma Dominant PTCH

Neurofibromatosis type 1 162200 Neurofibroma, optic pathway glioma, 
peripheral nerve sheath tumor

Dominant NF1

Neurofibromatosis type 2 101000 Vestibular schwannoma Dominant NF2

Tuberous sclerosis 191100 Hamartoma, renal angiomyolipoma,  
renal cell carcinoma

Dominant TSC1/TSC2

Xeroderma pigmentosum 278730, 278700, 278720, 
278760, 278740, 278780, 
278750, 133510

Skin, melanoma, leukemia Recessive XPA, B, C, D, E, F, G, 
POLH

Rothmund-Thomson syndrome 268400 Skin, bone Recessive RECQL4

Leukemia/Lymphoma Predisposition Syndromes

Bloom syndrome 210900 Leukemia, lymphoma, skin Recessive BLM

Fanconi anemia 227650 Leukemia, squamous cell carcinoma, 
gynecological system

Recessive FANCA,B,C,D2,E,F,G

Schwachman-Diamond syndrome 260400 Leukemia/myelodysplasia Recessive SBDS

Nijemegen breakage syndrome 251260 Lymphoma, medulloblastoma, glioma Recessive NBS1

Ataxia telangiectasia 208900 Leukemia, lymphoma Recessive ATM

Genitourinary Cancer Predisposition Syndromes

Simpson-Golabi-Behmel syndrome 312870 Embryonal tumors, Wilms tumor X-linked GPC3

von Hippel–Lindau syndrome 193300 Retinal and central nervous hemangio-
blastoma, pheochromocytoma, renal 
cell carcinoma

Dominant VHL

Beckwith-Wiedemann syndrome 130650 Wilms tumor, hepatoblastoma, adrenal 
carcinoma, rhabdomyosarcoma

Dominant CDKN1C/NSD1

Wilms tumor syndrome 194070 Wilms tumor Dominant WT1

WAGR syndrome 194072 Wilms tumor, gonadoblastoma Dominant WT1

Costello syndrome 218040 Neuroblastoma, rhabdomyosarcoma, 
bladder carcinoma

Dominant H-Ras

Central Nervous System Predisposition Syndromes

Retinoblastoma 180200 Retinoblastoma, osteosarcoma Dominant RB1

Rhabdoid predisposition syndrome 601607 Rhabdoid tumor, medulloblastoma, 
choroid plexus tumor

SNF5/INI1

Medulloblastoma predisposition 607035 Medulloblastoma Dominant SUFU

Sarcoma/Bone Cancer Predisposition Syndromes

Li-Fraumeni syndrome 151623 Soft tissue sarcoma, osteosarcoma, 
breast, adrenocortical carcinoma, 
leukemia, brain tumor

Dominant TP53

Multiple exostosis 133700, 133701 Chondrosarcoma Dominant EXT1/EXT2

Werner syndrome 277700 Osteosarcoma, meningioma Recessive WRN

https://CafePezeshki.IR



Molecular Biology of Childhood Neoplasms 415

medulla (pheochromocytoma) alongside the aortopulmo-
nary vasculature, in the organ of Zuckerkandl, or even in 
the bladder and vas deferens. Paragangliomas have an esti-
mated population incidence of 1 in 30,000. However, in the 
presence of an underlying germline succinyl dehydrogenase 
(SDHx) mutation, the tumor rate is extraordinarily high, 
with disease penetrance approaching 80%.55,56 Germline 
SHDx mutations are identified in nearly 30% of patients 
with nonmetastatic paragangliomas and pheochromocy-
tomas and in 44% of adults and 81% of pediatric patients 
with metastatic disease.57 Other tumors, including renal 
cell carcinoma, oncocytoma, papillary thyroid cancer, pitu-
itary tumors, gastrointestinal stromal tumor (GIST), and 

even neuroblastoma, are observed in SDHx mutation carri-
ers. Although patients with localized asymptomatic disease 
are frequently observed, those with metastatic disease are 
particularly difficult to treat, often requiring multiple sur-
gical procedures. Systemic chemotherapy is generally not 
effective, although the introduction of multitargeted kinase 
inhibitors provides a new avenue of molecularly targeted 
therapy.58

Genetics

Succinate dehydrogenase (SDH) is part of respiratory com-
plex II in the mitochondrion, and this enzyme complex is 
responsible for converting succinate to fumarate as part of 
the Krebs cycle. SDH is composed of four distinct proteins 
called SDHA, SDHB, SDHC, and SDHD.59 A fifth gene 
called SDHAF2, or SDH Assembly Factor 2, is responsible 
for assembling all of the individual SDH proteins into a 
fully functioning enzyme complex.60 Germline mutations in 
each of these SDHx genes may lead to development of para-
gangliomas or pheochromocytomas. Lack of a functioning 
SDH complex leads to increased succinate, with subsequent 
increases in HIF signaling and possible histone deregulation. 
Germline mutations in other genes such as NF1, VHL, RET, 
TMEM127, and MAX also have been associated with the 
development of paragangliomas and pheochromocytomas 
(Figure 27-3). Based on gene expression and pathway analy-
sis, these tumors can be divided into two different clusters 
that correspond to their underlying gene mutations: Cluster 
1 (Cluster 1A: SDHx, Cluster 1B: VHL) associated with 
pseudohypoxia and aberrant VEGF signaling, and Cluster 2 
(RET/NF1/TMEM127/MAX) associated with aberrant 
kinase signaling pathways.

The phenotype associated with each SDHx gene muta-
tion leads to a different disease phenotype and clinical pre-
sentation, as outlined in Table 27-4.59 To facilitate genetic 
diagnosis, risk assessment and treatment options, it is now 
possible to test for all the SDHx genes simultaneously.

Regular surveillance can detect early tumors in 
patients with underlying germline SDHx mutations. As with 

Table 27-2 Hereditary Syndromes Associated with Childhood Neoplasms—cont’d

Syndrome OMIM Entry Major Tumor Types Mode of Inheritance Genes

Endocrine Cancer Predisposition Syndromes

MEN1 131000 Pancreatic islet cell tumor, pituitary 
adenoma, parathyroid adenoma

Dominant MEN1

MEN2 171400 Medullary thyroid carcinoma, 
pheochromocytoma, parathyroid 
hyperplasia

Dominant RET

OMIM, Online Mendelian Inheritance in Man.

Table 27-3 Clinical Criteria for Classic Li-Fraumeni Syndrome, LFS-Like 
Criteria, and Chompret Criteria

Classic LFS Criteria

Proband diagnosed with sarcoma before age 45

A first-degree relative with cancer diagnosed before age 45

A first- or second-degree relative on the same parental lineage with 
cancer diagnosed before age 45 or a sarcoma at any age

LFS-like Criteria (Birch)

Proband with any childhood cancer or sarcoma, brain tumor, or adreno-
cortical cancer diagnosed before age 45

First- or second-degree relative with typical LFS cancer (sarcoma, 
breast cancer, brain tumor, leukemia, or adrenocortical cancer) diag-
nosed at any age, AND

A first- or second-degree relative on the same side of the family with 
any cancer diagnosed under age 60

LFS-like Criteria (Eeles)

Two first- or second-degree relatives with LFS-related malignancies at 
any age

Chompret Criteria for LFS

Proband diagnosed with a narrow-spectrum cancer (sarcoma, brain 
tumor, breast cancer, or adrenocortical carcinoma) before age 46 and 
at least one first- or second-degree relative with any cancer, except 
breast cancer if the proband has breast cancer

Proband with multiple primary tumors, two of which belong to the nar-
row spectrum and the first of which occurred before age 46, regard-
less of family history

Proband with adrenocortical cancer or choroid plexus carcinoma, 
regardless of age at diagnosis or family history
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surveillance in TP53 mutation carriers, this is important so 
that smaller, asymptomatic SDH-deficient tumors can be 
removed before they transform to malignant and metastatic 
disease. Although no formalized screening guidelines exist, 
many clinicians will perform annual physical examinations, 
blood pressure checks (for hypertension due to increased cat-
echolamines), and blood work for serum metabolites. Previ-
ously, urine catecholamines were examined from 24-hour 
urine specimens, but many clinicians have eliminated urine 
screening in favor of serum testing. Fractionated plasma meta-
nephrines are the most sensitive and specific serum test for 
detecting secreting paragangliomas and pheochromocyto-
mas.61 Increased methoxytyramine, a metabolite of dopamine, 
seems to be helpful for predicting the likelihood of metastatic 

disease and for distinguishing SDH-related tumors from 
VHL-related tumors. However, testing of methoxytyramine 
remains difficult to obtain on a clinical basis.

Regular imaging has been demonstrated by sev-
eral groups to be very effective at identifying SDH-related 
tumors, especially in the setting of negative biochemical 
results.62 Screening approaches using rapid-sequence whole-
body magnetic resonance imaging (MRI) in conjunction 
with urinary and or fractionated plasma metanephrine levels 
are being used widely. Abnormal MRI results (or biochemi-
cal results) are followed with positron emission tomogra-
phy (PET) imaging to refine the anatomical location of the 
tumor.

Beckwith-Wiedemann Syndrome

Beckwith-Wiedemann syndrome occurs with a frequency 
of 1 in 13,700 births. BWS is associated with a wide spec-
trum of phenotypic stigmata, including hemihypertrophy/
hemihyperplasia, exomphalos, macroglossia, gigantism, and 
ear pits (posterior aspect of the pinna). Laboratory findings 
may include profound neonatal hypoglycemia, polycythemia, 
hypocalcemia, hypertriglyceridemia, hypercholesterolemia, 
and high serum α-fetoprotein (AFP) level. With increas-
ing age, phenotypic and laboratory features of BWS become 
less pronounced. Although neurocognitive defects are not 
universal in BWS, early diagnosis of the condition is crucial 
to avoid deleterious neurologic effects of neonatal hypogly-
cemia and to initiate an appropriate screening protocol for 
tumor development. The increased risk for tumor formation  
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Figure 27-3 Accelerated discovery of genes associated with predisposi-
tion to hereditary pheochromocytoma/paraganglioma syndromes.

Table 27-4 SDHX Genotype: Phenotype Correlations

pgl1 pgl2 pgl3 pgl4 pglx

SDH gene SDHD SDH5 (SDHAF2) SDHC SDHB SDHA

Chromosomal location 11q23 11q11.3 1q21 1p3536.1 5p15

First described Baysal et al. (2000)60a Hao et al. (2009)60 Nieumann and Muller60b 
(2000)

Astuti et al. (2001)60c Burnichon et al. 
(2010)60d

Most common mutation Frameshift Point Nonsense Missense Missense

Head and neck PGLs ++ ++ ++ + +

PCC (any abdominal) +/– – +/– ++ ++

Catecholamine secreting +/– – +/– ++ ?

Malignant – – Unknown ++ +

Associated with GIST + – + + –

Associated with thyroid cancer + – – + –

Associated with renal tumors (renal  
cell carcinoma and oncocytoma)

– – – + –

Associated with neuroblastoma – – – + –
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in BWS patients is estimated at 7.5% and is further increased 
to 10% if hemihyperplasia is present. Tumors occurring with 
the highest frequency include Wilms tumor, hepatoblastoma, 
neuroblastoma, rhabdomyosarcoma, and ACC.

The genetic basis of BWS is complex, and it does not 
appear that a single gene is responsible for the BWS phe-
notype. Various 11p15 chromosomal or molecular altera-
tions have been associated with the BWS phenotype (Table 
27-5) and its tumors.63 Abnormalities in this region affect 
an imprinted domain, indicating that it is more likely that 
normal gene regulation in this part of chromosome 11p15 
occurs in a regional manner and may depend on various 
interdependent factors or genes. These include the paternally 
expressed genes IGF2 and KCNQ10T1 and the maternally 
expressed genes H19, CDKN1C, and KCNQ1. Paternal 
uniparental disomy, in which two alleles are inherited from 
one parent (the father), has been reported in approximately 
15% of sporadic BWS patients.64 The insulin/IGF2 region 
is always represented in the uniparental disomy, although 
the extent of chromosomal involvement is highly variable. 
Alterations in allele-specific DNA methylation of IGF2 
and H19 reflect this paternal imprinting phenomenon.64 As 
with other cancer susceptibility syndromes, effective clinical 
surveillance protocols regularly identify tumors with demon-
strable improved outcomes. Regular (every 3 months) AFP 
levels and abdominal/pelvic ultrasound are recommended 
until the affected child is about 9 years old and generally 
beyond the risk age for the associated tumors.

Gorlin Syndrome

Nevoid basal cell carcinoma syndrome, or Gorlin syndrome, 
is a rare autosomal dominant disorder characterized by mul-
tiple basal cell carcinomas, developmental defects including 

bifid ribs and other spine and rib abnormalities, palmar and 
plantar pits, odontogenic keratocysts, and generalized over-
growth.65 The sonic hedgehog (SHH) signaling pathway 
directs embryonic development of a spectrum of organisms. 
Gorlin syndrome appears to be caused by germline mutations 
of the tumor suppressor gene PTCH, a receptor for SHH. 
Medulloblastoma develops in approximately 5% of patients 
with Gorlin syndrome. Furthermore, approximately 10% 
of patients diagnosed with medulloblastoma by the age of 2 
years are found to have other phenotypic features consistent 
with Gorlin syndrome and harbor germline PTCH muta-
tions.66 Although Gorlin syndrome develops in individuals 
with germline mutations of PTCH, a subset of children with 
medulloblastoma harbor germline mutations of another gene, 
SUFU, in the SHH pathway, with accompanying LOH in the 
tumors.

Multiple Endocrine Neoplasia

The multiple endocrine neoplasia (MEN) disorders com-
prise at least three different diseases—MEN type 1, MEN 
type 2A, and MEN type 2B, which are all cancer predis-
position syndromes that affect different endocrine organs. 
The most common features of MEN type 1 are parathyroid 
adenomas (about 90% of cases), pancreatic islet cell tumors 
(50% to 75% of cases), and pituitary adenomas (25% to 65% 
of cases).67 MEN2A is associated with medullary thyroid 
carcinoma, parathyroid adenoma, and pheochromocytoma. 
MEN2B is a related disorder, but with onset of the tumors 
in early infancy, ganglioneuroma of the gastrointestinal tract, 
and skeletal abnormalities.

Although MEN1 is caused by mutation in the tumor-
suppressor gene, MEN1, MEN2A, and MEN2B are caused 
by mutations in the proto-oncogene RET. Further studies 

Table 27-5 Beckwith-Wiedemann Syndrome Genetic and Epigenetic Subgroups

DNA RNA Karyotype Frequency Inheritance

A. Regional Paternal 11p15 UPD Normal lipis 10%-20% Sporadic

Disruption of KCNQ10T1 Duplication 11p15 1% Sporadic

Transl/lnver 1% Sporadic

B. Domain 1 H19 hypermethylation IGF2 LOI Normal 2% Sporadic

Normal H19 methylation IGF2 LOI Normal 25%-50% Sporadic

C. Domain 2 CDKN1C mutation KNQ1OT1 LOI Normal 5%-10% Sporadic

CDKN1C mutation Normal 25% AD

KvDMR1 LOM Normal 50% Sporadic

D. Other Unknown Unknown Normal 5% AD

Unknown Normal 10%-20% Sporadic

AD, Autosomal dominant; LOI, loss of imprinting; LOM, loss of methylation; UPD, uniparental disomy.
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confirmed constitutional mutations in the RET proto-
oncogene in families with MEN2A and 2B. The pattern of 
mutations seen in MEN2 families does not follow the “two-
hit hypothesis” for tumor suppressor genes: the RET proto-
oncogene is not inactivated, and there is no loss of the second 
allele in the tumors. Thus the predisposition to cancer in fam-
ilies with MEN2 is based on the inheritance of an activating 
mutation in the RET proto-oncogene. Genetic testing is pos-
sible by direct mutation analysis of the 10 exons of the gene.

DICER1 Syndrome

DICER1 syndrome is a very recently characterized pheno-
typic association of distinctive dysontogenic hyperplastic or 
overtly malignant tumors. The most frequent of these is the 
rare childhood lung malignancy pleuropulmonary blastoma. 
A wide spectrum of other, primarily endocrine, manifesta-
tions are evident: ovarian Sertoli-Leydig cell tumors (SLCT),  
nodular thyroid hyperplasia, pituitary blastoma, papillary and 
follicular thyroid carcinoma, cervical rhabdomyosarcoma, cys-
tic nephroma, and possibly Wilms tumor.68 Germline muta-
tions in DICER1 have been identified in children and young 
adults affected with one or several of these tumors, and somatic 
DICER1 mutations have been variously identified in sporadic 
component tumors of the disorder. DICER1 is an endoribo-
nuclease that processes hairpin precursor microRNAs (mi 
RNAs) into short, functional miRNAs. Mature 5′ miRNAs 
as well as other components of the RNA-induced silencing 
complex (RISC) downregulate targeted mRNAs.69 Unlike the  
classical “two-hit” mechanism associated with inactivation of 
tumor suppressor genes, the effect of DICER1 loss of function 
appears to primarily result from an initial inactivating mutation 
that reduces by half the amount of wild-type DICER1 protein, 
whereas the second hit specifically knocks out production of 5′ 
mature miRNAs. Furthermore, penetrance of the mutations 
is highly variable, and the explanation for the wide spectrum 
of both hyperplastic and malignant neoplasms is not clear. 
Although many of the lesions in DICER1-mutation carriers 
are relatively indolent or benign, the risk in childhood of some 
potentially lethal tumors such as pleuropulmonary blastoma 

and pineoblastoma indicates a need for clinical surveillance 
particularly targeting the lungs, abdomen, and brain.

Molecular and Clinical Surveillance for 
Cancer Predisposition in Children

As in tumors of adults, continued investigation of the molecular 
alterations that underlie tumor pathogenesis in children can be 
expected to provide insights that will lead to a highly specific 
molecular therapeutic target and that in turn should lead to 
more specific, more efficacious, and less toxic therapies. Because 
tumors associated with highly penetrant genetic predisposi-
tions often occur early in life, such insights into pathogenesis 
also provide novel opportunities for the diagnosis of cancer in 
children. The evidence to justify the use and continued refine-
ment of molecular analysis for tumor diagnosis, prognosis, and 
development of novel therapeutic avenues for children with 
cancer is overwhelming. The use of molecular screening as 
a tool for identification of children at risk for the purpose of 
developing rational clinical surveillance guidelines is more con-
troversial. Several issues are worth noting. Based on recommen-
dations of the American Society of Clinical Oncology,70 genetic 
testing should only be undertaken with fully informed consent, 
including elements of risk assessment, psychological implica-
tions of test results (both benefits and risks), risks of employer 
or insurance discrimination, confidentiality issues, and options 
and limitations of medical surveillance or prevention strategies. 
When children are not competent to give informed consent, 
the main consideration should be for the welfare of the child. 
Although screening for some mutations, such as TP53, RET, 
or RB, is associated with clearly defined beneficial medical man-
agement decisions that lead to improved outcomes, it has been 
argued that presymptomatic identification of other gene muta-
tions, such as in DICER1 syndrome, are of less obvious clinical 
benefit. Regardless of the scenario, the complexity of the issues 
underlies the importance that referral of these patients and fam-
ilies is made to an experienced multidisciplinary team including 
oncologists, geneticists, psychologists, and genetic counselors to 
facilitate the most appropriate management.
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Introduction

The genesis of human myeloid leukemia involves the dereg-
ulation of the differentiation and maturation programs of 
the hematopoietic myeloid lineage that originates from 
primitive stem cells with multilineage potential. Myeloid 
leukemias have been linked to the acquisition of chromo-
somal aberrations and/or somatic mutations that result in 
subversion of the proliferation, differentiation, and survival 
cellular programs. Historically, the different acute myeloid 
leukemia (AML) phenotypes have been classified into sub-
types according to the specific myeloid lineage from which 
they morphologically appeared to arise. However, it is now 
widely recognized that the complexity of molecular geno-
types largely exceeds the number of recognizable morpho-
logic phenotypes. As more genetic alterations are being 
recognized in AML, most modern taxonomic efforts have 
dynamically integrated the wealth of available genetic and 
emerging molecular information with clinical correlates. 
Myelodysplastic syndromes (MDSs), on the other hand, are 
a collection of clonal malignancies arising in hematopoietic 
stem cells characterized by abnormalities in cellular dif-
ferentiation, dysplastic changes, increased apoptosis, and a 
propensity to progress to AML. There is considerable over-
lapping regarding the types of cytogenetic abnormalities and 
gene mutations observed in AML and MDS. Most patients 
with AML or MDS still succumb to their malignancies, 
which underscores the need to develop novel therapeutic 
approaches.

Acute Myeloid Leukemia

Cytogenetic aberrations are detected in approximately 
50% of patients with AML at the time of diagnosis and 
remain the strongest predictor of survival (Table 28-1). 

The remainder, however, will present with a normal karyo-
type. These patients, although traditionally classified as 
having intermediate-risk AML, exhibit very variable clini-
cal outcomes, which suggests the involvement of other 
molecular events in the pathogenesis of this AML sub-
type. Patients whose pretreatment karyotype is abnormal 
frequently present with chromosomal losses and/or with 
balanced reciprocal translocations involving the fusion of 
a transcription factor important in normal hematopoiesis 
such as core binding factor (CBF), retinoic acid receptor 
alpha (RARa), or homeobox (HOX) family members. 
Patients with normal karyotypes frequently present with 
mutations in genes involved in survival, proliferation, and 
differentiation, such as the receptor tyrosine kinase recep-
tors FMS-like tyrosine kinase 3 (FLT3) or nucleophosmin 
member 1 (NPM1). The discovery of these mutations has 
remarkably improved current risk stratification algorithms 
in AML.

According to the structural chromosome aberrancies 
detected at diagnosis, patients can be classified in three risk 
categories, favorable, intermediate, and adverse. Patients 
with t(15;17)(q22;q12-21) have an excellent prognosis and 
those with t(8;21)(q22;q22) or inv(16)(p13q22)/t(16;16)
(p13;q22), that is, those with CBF AML, have a relatively 
favorable prognosis. By contrast, patients with inv(3)
(q21q26)/t(3;3)(q21;q26), –7 or a complex karyotype (i.e., 
at least three chromosome aberrations) have a poor clinical 
outcome. The presence of the poor-risk cytogenetic abnor-
malities –5, del(7q), –17/17p–, –18, or –20, are frequently 
associated with complex karyotypes. The frequency of the 
latter is higher in patients with secondary AML, and it 
increases with the patient’s age. The value of the pretreat-
ment cytogenetic analysis has been validated across dif-
ferent age groups. Multiple studies in recent years have 
highlighted the prognostic importance of a number of gene 
mutations in patients with CN-AML (e.g., NPM1, FLT3, 
and DNMT3a mutations).
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Molecular Pathogenesis of AML

The most frequently mutated genes in AML encode tran-
scription factors, which are typically implicated in chro-
mosomal translocations that result in their inappropriate 
activation in the hematopoietic compartment, resulting in 
impairment of maturation and differentiation of myeloid 
cells (e.g., CBF translocations and RARα and MLL gene 
rearrangements) (Figure 28-1). Frequent types of mutations 
are those that confer a proliferative and survival advantage 
to cells (i.e., activating mutations). An example of the latter 
include mutations in KIT or FLT3 (Table 28-2). Mutations 
in AML are a concept in flux, both during the natural course 
of the disease and during the course of therapy (i.e., clonal 
evolution), as shown by whole-genome sequencing analyses 

performed in paired samples obtained at diagnosis and at 
relapse. Of note, in some cases, new mutations were found 
on relapse in the dominant clone in the primary leukemia 
sample, whereas in others, these newly acquired mutations 
occurred in small subclones of the founding clone, which 
resulted in expansion and clonal dominance in the relapse 
sample. Importantly, varying proportions of clonal cells 
from the founding clone persisted after chemotherapy in all 
cases.

Mutations Disrupting the Function of 
Transcription Factors in AML

Two different types of transcription factors play a major role 
in hematopoiesis and therefore in the pathogenesis of AML. 
The first group consists of master regulatory transcription 
factors, which, like AML1, are implicated in the develop-
ment of all hematopoietic lineages. Impairment of the sig-
naling stemming from these types of transcription factors 
results in complete hematopoietic failure. A second category 
of transcription factors is involved in the development 
of specific hematopoietic lineages. For instance, GATA-1 
skews the development of hematopoietic progenitors toward 
the erythroid lineage, whereas C/EBPα promotes granulo-
cytic differentiation.

PML-RARα Rearrangements

Translocations involving the retinoic acid receptor (RAR) 
locus on chromosome 17, such as t(15;17)(q22;q11), drive 
the pathogenesis of acute promyelocytic leukemia (APL), 
which comprises 10%-15% of all cases of adult AML. Such 
translocations produce the PML-RARα transcript that 
encodes a fusion protein containing most of the functional 
domains of RARα (including the RAR binding domain and 
the DNA binding domain) and the majority of the PML 
gene. The breakpoints within the PML gene cluster locate to 
three different regions referred to as breakpoint cluster region 
(bcr) 1, 2, and 3. In addition to t(15;17)(q22;q11), there are 
at least two other variant translocations involving RARα 
associated with the APL phenotype. These include t(11;17)
(q23;q21) and t(5;17)(q35;q21), which lead to the fusion 
of the RAR? gene to the promyelocytic leukemia zinc fin-
ger (PLZF) and NPM1 genes, respectively. Transgenic mice 
expressing PML-RARα, NPM/RARα, or PLZF/RARα 
under the control of a human Cathepsin G exhibit an APL 
phenotype after a variably long latency. Comparison of gene 
expression profiles set by PML-RARα and PLZF-RARα 
have demonstrated the inhibition of genes involved in DNA 
repair, repression of myeloid transcriptional regulators, and 
activation of the WNT/Catenin and Jagged/NOTCH 
pathways, which promote self-renewal of leukemic cells. 

Table 28-1 Frequent Chromosomal Aberrations in AML

Genes Morphological 
Association

Incidence*

Translocations/lnversions

t(8;21)(q22;q22) RUNX1;RUNX1T1 M2 with Auer rods 6%

inv(16)(p13q22)or 
t(16;16)(p13;q22)

CBFB;MYH11 M4Eo 7%

t(15;17)(q22;q11-21) PML;RARA M3/M3V 7%

t(9;11)(p22;q23) MLL;AF9 M5 2%

t(6;11)(q27;q23) MLL;AF6 M4 and M5 ~1%

inv(3)(q21q26) or 
t(3;3)(q21;q26)

EVI;RPN1 M1, M4, M6, M7? ~1%

t(6;9)(p23;q34) DEK;NUP214 M2, M4 ~1%

Chromosomal Imbalances

+8 .. M2, M4, and M5 9%

–7/7q– .. No FAB preference 7%

–5/5q– .. No FAB preference 7%

–17/17p– TP53 No FAB preference 5%

–20/20q– .. No FAB preference 3%

9q– .. No FAB preference 3%

+22 .. M4, M4E0 3%

+21 .. No FAB preference 2%

+13 .. Mo, M1 2%

+11 MLL1† M1, M2 2%

Complex karyotype‡ 10%

Normal karyotype 44%

AML, Acute myeloid leukemia.
Source: Adapted from Grimwade D, Mrozek K. Hematology/Oncology. Clinics of North America. 
2011, 25: 1135-1161.
*Determined among 1311 patients with de novo AML enrolled onto Study 8461 of the Cancer and 
Leukemia Group B.
†Partial tandem duplication of the MLL1.
‡Three or more chromosomal aberrations in the absence of t(8;21), inv(16)/t(16;16), t(15;17), or t(9;11).
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Patients with APL harboring PLZF-RARα fail to respond 
to all-trans retinoic acid (ATRA), although, paradoxically, 
both PML-RARα and PLZF-RARα contain identical RAR 
sequences and inhibit ATRA-induced gene transcription as 
well as cell differentiation.

The PML-RARα oncoprotein disrupts the interac-
tion of retinoic acid and RARα, which converts the latter 
into a transcription activator, resulting in maturation arrest 
of hematopoietic progenitors at the promyelocyte stage. 
PML-RARα expression also disrupts PML localization, 
causing it to relocalize from discrete nuclear structures, the 
PML nuclear bodies, into microspeckled aberrant structures. 
PML-RARα acts as a dominant negative inhibitor of the 
PML protein, as well as the major heterodimeric partner of 
RARα, RXRα (retinoid X receptor). PML-RARα recruits 
several co-repressors, including the nuclear co-repressor 
(N-CoR). N-CoR inhibits transactivation from RARα 
target genes through the recruitment of the molecules sin3 
and histone deacetylases, which in turn inhibit the binding 
of transcription factors and the binding of the transcrip-
tional machinery to promoters, resulting in inhibition of 
gene expression for hematopoietic differentiation. Similarly, 
the PML moiety of the PML-RARα protein interacts with 
the DAXX co-repressor. Mutations preventing DAXX 
recruitment, although allowing PML-RARα dimerization, 

Figure 28-1 Transcription factors implicated in lineage 
specification of hematopoietic stem and progenitor cells. 
From Doulatov S et al. Hematopoiesis: a human perspective. Cell 
Stem Cell. 2012;10:120-136.
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Table 28-2 Association of Karyotypic Aberrations with Molecular 
Findings in AML

Molecular Genetic Defect Prevalence Study

t(8;21) KIT exon 8 mutation
KIT codon 816 mutation
FLT3 ITD or D835 mutation

2%
11%
6%-11%

21
21, 25
21, 25

inv(16)/t(16;16)* KIT exon 8 mutation
KIT codon 816 mutation
FLT3 ITD or D835  

mutation
NRAS mutation
KRAS mutation

24%-26%
7%-8%
8%
18%-26%
9%-17%

21, 23
21, 23
21, 23
23, 28
23, 28

Normal karyotype FLT3 ITD
FLT3 TKD mutation
NPM1 mutation
CEBPA mutation
MLL1 PTD
NRAS mutation
KRAS mutation

28%-34%
11%-14%
48%-64%
15%-18%
8%-11%
14%
4%

73-76
74-75
79-83
87, 99
89, 90
28
28

Gene overexpression BAALC .. 98

t(6;9) FLT3 ITD 90%† 75

+11 MLL PTD 91%† 94

+21 RUNX1 mutation 38%† 92

del (9q) CEBPA mutation 41% 93

Source: Adapted from Estey et al. Acute Myeloid Leukaemia. Lancet 2006;368:1894-1907, with 
permission.
AML, Acute myeloid leukemia.
*≤70% of inv(16) leukemias have mutations in receptor tyrosine kinase or RAS genes.
†Prevalence based on a limited number of cases.
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abrogated the ability of PML-RARα to block hematopoietic 
differentiation and immortalize cells. ATRA is the mainstay 
of therapy in APL, inducing leukemic cell differentiation 
and remission in patients with t(15;17)/PML-RARα or 
t(5;17)/NPM-RARα. Similarly, arsenic trioxide (As2O3) 
has been demonstrated to be effective in the treatment of de 
novo as well as of ATRA-resistant t(15;17)/PML-RARα 
APL. Current evidence suggests that the combination of 
ATRA and As2O3 represents a valid alternative to chemo-
therapy-containing regimens for the treatment of APL.

Core Binding Factor AMLs

CBF is a heterodimeric transcription factor that consists of 
a DNA binding α-subunit, encoded by one of three mem-
bers of the RUNX family (RUNX1 or AML1, RUNX2, 
and RUNX3), and a β-subunit encoded by the CBFβ gene 
that increases DNA-binding affinity to the complex. Muta-
tions involving CBF rearrangements occur in 15% of cases 
of AML and are associated with a favorable prognosis. CBF 
AML includes those carrying inv(16)/t(16;16), which gives 
rise to the fusion of CBFβ with the smooth muscle myosin 
heavy-chain gene (MYH11 or SMMHC), and t(8;21), 
which is associated with the fusion transcript composed of 
the AML1 and the eight-twenty-one (ETO) genes. Of note, 
in AML expressing the CBF translocation AML1-ETO, 
this fusion oncogene acts as a dominant negative inhibitor of 
native AML1. Similarly, the CBFβ-MYH11 oncoprotein is 
a dominant negative inhibitor of CBF both in transactivation 
assays and during development. In knockin CBFβ-MYH11 
chimeric mice, CBFβ-MYH11 expression alters adult multi-
lineage hematopoietic differentiation. CBFβ also modulates 
the effect of CBFβ-SMMHC in adult hematopoiesis and 
leukemogenesis.

Rearrangements of the MLL and HOX Genes

Approximately 4% of patients with de novo AML have bal-
anced translocations or insertions involving the mixed-lineage 
leukemia (MLL) gene. MLL-gene fusions are highly associated 
with previous therapy that includes topoisomerase-II inhibi-
tors. The estimated incidence of this type of rearrangement 
in secondary treatment-related AML is 2% to 12%. MLL is 
the human homologue of Drosophila TRX and constitutes 
a maintenance factor for HOX proteins, which are central 
during development and hematopoiesis. The N terminus of 
MLL, which contains the AT-hook DNA-binding motif and 
a region homologous to DNA methyltransferase, is always 
retained in the fusion protein arising from chromosomal 
translocations, whereas the C terminus, which contains the 
activation and SET domains, is always replaced by the fusion 
partner. The MLL AT hooks bind to the minor groove of 
DNA, which facilitates the binding and recruitment of tran-
scription factors to promoter elements.1 MLL fusion genes 

can initiate both myeloid and lymphoid leukemogenic pro-
grams depending on the fusion partner, of which more than 
65 have been thus far identified in AML. Differential activa-
tion of the Wnt/β-Catenin pathway is required for the main-
tenance of MLL leukemia stem cells, and MLL-AF9, one of 
the most frequent fusion transcripts, requires interacting with 
the Polycomb Group protein CBX8 to induce a leukemogenic 
transcriptional program. Approximately 5% to 10% of AML 
cases present with rearrangements of MLL consisting of an 
in-frame partial tandem duplication (MLL-PTD) of exons 
11-5 or 12-5. MLL-PTD promotes increased histone H3/
H4 acetylation and methylation of H3 Lys4 at cis-regula-
tory HOXA sequences. Mislocalized activity of the H3K79 
histone methyltransferase DOT1L has been proposed as a 
driver of leukemogenesis in AML carrying MLL rearrange-
ments. Pharmacological inhibition of DOT1L with the 
selective DOT1L inhibitor EPZ004777 selectively inhibits 
H3K79 methylation and blocks expression of leukemogenic 
genes with little effect on non–MLL-translocated cells, sug-
gesting that DOT1L inhibition represents a potential thera-
peutic option for patients with MLL rearrangements.

HOX genes are frequently overexpressed in leukemia. 
Constitutive HOX gene activation is required for MLL 
fusion protein-mediated AML. Gene expression profiling 
analysis showed that the HOXA4, HOXA9, HOXA10, 
PBX3, and MEIS1 homeobox genes are coexpressed across 
diverse cytogenetic groups but are undetectable in terminally 
differentiated hematopoietic cells. In AML, HOX genes are 
mainly disrupted via chromosomal translocation, such as the 
fusion of NUP98, NUP214 (also known as CAN), or MLL 
to HOXA9, HOXD13, DEK, and DDX10. Overexpres-
sion of HOXA6, HOXA7, HOXA9, and the HOX cofactor 
myeloid ecotropic viral integration site 1 (MEIS1) has also been 
correlated with chromosome 11q23 abnormalities involving 
the MLL protein, which directly regulates the expression of 
HOX genes. The caudal-type homeobox transcription factor 2 
(CDX2) is overexpressed in 90% of patients with AML in 
spite of its lack of expression in hematopoietic progenitors. 
CDX2 overexpression in primary murine hematopoietic 
progenitors resulted in transplantable AML in vivo, which 
was associated with upregulation of HOXB6 expression, a 
protein that is overexpressed in 40% of cases of CN-AML.2 
This suggests the possibility that CDX2-mediated deregula-
tion of HOX genes is a major pathway to leukemogenesis.

Mutations in the C/EBPα and PU.1 Genes

The C/EBPα gene, which encodes the CCAAT/enhancer-
binding-protein-alpha, is a member of the family of leucine-
zipper (bZIP) transcription factors that couples lineage 
commitment to terminal differentiation and cell cycle arrest 
in the process of myeloid differentiation. C/EBPα initiates 
growth arrest through induction of p21 and by disrupting 
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the E2F transcriptional complexes during the G1 phase of 
the cell cycle. Mutations in the C/EBPα gene occur in 15% 
to 19% of patients with AML and normal cytogenetics. 
C/EBPα mutations increase the capacity of bone marrow 
myeloid progenitors to proliferate and predispose mice to a 
granulocytic myeloproliferative disorder. In the absence of 
specific C/EBPα mutations, decreased expression may serve 
as an alternative mechanism that disrupts C/EBPα gene 
function. For example, AML1-ETO appears to indirectly 
suppress C/EBPα expression by inhibiting positive autoreg-
ulation of the C/EBPα promoter. Notably, C/EBPα muta-
tions, when biallelic, are associated with a favorable prognosis 
in patients with cytogenetically normal (CN)-AML.

The transcription factor PU.1 is indispensable for 
myelomonocytic differentiation during normal hemato-
poiesis and for regulating the commitment of multipotent 
hematopoietic progenitors. The course of AML in mice 
after knockdown of PU.1 includes a preleukemic stage 
during which immature myelomonocytic precursors accu-
mulate in the bone marrow, followed by a leukemic phase 
with elevated leukemic blasts in peripheral blood. Also, 
PU.1-induced upregulation of CSF1R is crucial for leuke-
mia stem cell potential induced by MOZ-TIF2. Despite its 
leukemogenic potential, PU.1 mutations have been rarely 
found in human AML.

Mutations Altering Signal Transduction

Mutations at several oncogenes promoting cell growth have 
been shown to participate in the pathogenesis of AML. FLT3 
expression is restricted to CD34+ cells and a subset of den-
dritic precursors, where it regulates proliferation, differen-
tiation, and apoptosis.3 Internal tandem duplication (ITD) 
within the FLT3 juxtamembrane domain (exons 14 and 15) 
is among the most prevalent mutations in patients with CN-
AML, being detected in about 30% of cases. Moreover, 7% of 
patients with AML harbor missense point mutations affect-
ing the activation loop of the tyrosine kinase domain of FLT3 
coded by exon 20, typically involving residue 835. There is 
evidence suggesting that FLT3 mutations occur in leuke-
mic stem cells. In fact, 84% of patients with AML carrying 
FLT3-ITD mutations exhibit the same mutation at relapse. 
FLT3-ITD mutations activate aberrant signaling, including 
STAT5, PI3K/AKT, and MAPK pathways, and repress 
PU.1 and C/EBPα. FLT3 gene mutations are associated 
with high relapse rates and poor prognosis. Small-molecule 
tyrosine kinase inhibitors directed against the constitutively 
activated FLT3 protein such as midostaurin, sorafenib, or 
quizartinib have shown encouraging results in clinical trials. 
Further development of these agents is being pursued in the 

context of chemotherapy or hypomethylation-based combi-
natorial approaches.

Activation of the KIT tyrosine kinase by somatic muta-
tion has been documented in a variety of human malignancies, 
including core binding factor AML, clustering within exon 17 
and exon 8. KIT mutations confer a higher risk of relapse in 
patients with CBF AML. Gain-of-function KIT mutations 
may serve as a target for tyrosine kinase inhibitors (e.g., dasat-
inib), and their activity warrants further investigation in CBF 
AML harboring such mutations.

RAS oncogenes encode a family of membrane-associ-
ated proteins that regulate proliferation, differentiation, and 
apoptosis. The RAS proteins oscillate between a guanosine 
triphosphate (GTP)- and a guanosine diphosphate (GDP)-
bound state. GDP-bound RAS is incapable of activating sig-
nal transduction pathways. NRAS mutations can be detected 
in 10% of patients with AML. Mutated RAS proteins are 
constitutively activated, which is held in their GTP-bound 
status, and efficiently induce an AML-like disorder in a 
mouse bone marrow transplantation model. The prognostic 
impact of RAS mutations in AML remains controversial. 
MEK inhibitors are currently being tested in patients with 
AML carrying RAS mutations.

Other Genetic Events Implicated in the 
Pathogenesis of AML

Mutations of the Nucleophosmin Gene

The NPM1 gene encodes a nucleus-cytoplasm shuttling 
protein implicated in preventing nucleolar protein aggrega-
tion, regulation of ribosomal protein assembly, initiation of 
centrosome duplication, and regulation of p53, p19ARF, 
and HDM2. NPM1 is involved in the control of primitive 
hematopoiesis, and mice lacking NPM1 alleles develop a 
syndrome reminiscent of human myelodysplasia. Translo-
cations involving the NPM gene cause cytoplasmic dislo-
cation of the NPM protein. NPM1 mutations are found 
in approximately 35% to 40% of adult patients with pri-
mary AML and are associated with high sensitivity to 
cytarabine-based therapy and to higher complete remis-
sion rates. Most of the cases (60% to 80%) carrying mutant 
NPM1 alleles correspond to patients with CN-AML. 
NPM1 mutations are typically heterozygous and almost 
exclusively map to exon 12.4-6 A duplication of a TCTG 
tetranucleotide at position 956 to 959 accounts for 75% 
to 80% of cases.6,7 Notably, NPM1 mutations are asso-
ciated with a very favorable prognosis in the presence of 
wild-type FLT3 alleles, particularly when associated with 
IDH1 mutations. The recent development of experimental 
mouse models lacking NPM1 alleles or carrying NMP1 
mutations will aid in understanding the role of NPM1 in 
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the pathogenesis of AML and in developing novel targeted 
agents.

Mutations in Genes Involved in Epigenetic 
Patterning and Chromatin Conformation

DNA methylation is a common mode of epigenetic regula-
tion, typically involving cytosine residues that reside within 
GC-rich promoter regions called CpG islands. Another 
means of epigenetic regulation is via histone modifications. 
Histones, like DNA, can be methylated, but they are also 
acetylated, phosphorylated, sumoylated, and ubiquitinated. 
Histone modifications can result in either gene activation 
or repression. Mutations in a series of genes encoding pro-
teins involved in epigenetic pathways are frequently found 
in patients with CN-AML, including ASXL1 and MLL, 
which encode histone modifiers, and DNMT3A, TET2, 
and IDH1/2, which encode proteins that regulate cytosine 
modifications (Figure 28-2).

DNMT3A is an enzyme that catalyzes cytosine 
methylation, which is critical in DNA imprinting and 
modulation of gene expression. An analysis of 281 AML 
samples reported that 22% of cases carried mutations in 
DNMT3A, a frequency that increased to 34% among those 

with CN-AML. DNMT3a mutations were associated 
with a markedly shorter overall survival compared to that 
of patients carrying wild-type DNMT3A alleles (12.3 vs. 
41.1 months).

Mutations in the TET2 gene are found in 8% to 23% 
of patients with AML and have been associated with a poor 
prognosis (Figure 28-3). The role of TET2 mutations in the 
pathogenesis of AML is not well understood. TET proteins 
catalyze the conversion of 5-methylcytosine, which acts as a 
transcriptional repressor, to 5-hydroxymethylcytosine, thus 
potentially promoting transcription. The enzymatic activity 
of TET2 is inhibited by 2-hydroxyglutarate (2-HG), which 
is found at high levels in cells carrying mutant IDH1/2 alleles. 
Mutations at the IDH alleles have been described at frequen-
cies ranging from 15% to 20% overall and from 25% to 30% 
among those with CN-AML. The most frequent mutations 
in AML take place at the arginine 132 residue (R132) in 
IDH1, and the corresponding arginine 172 (R172) residue 
in IDH2, as well as at the arginine 140 (R140) residue in 
IDH2. Available data suggest that IDH2 R140Q is associ-
ated with a favorable prognosis, whereas IDH1 R132 con-
fers a worse prognosis. IDH2 R172 does not appear to affect 
the prognosis of patients with AML. Of note, TET2 and 

Figure 28-2 Simple mutations and 
chromosomal translocations in 
the epigenetic machinery in AML 
and MDS (A) Somatic mutations 
that affect the epigenetic machinery 
include gain-of-function mutations 
in JAK2 (which can phosphorylate 
histone 3 tyrosine 41) and loss-of-
function mutations in UTX, EZH2, and 
TET2. (B) Epigenetic modifying genes 
can also be altered via chromo-
somal translocations such as those 
involving MLL fusions that lose H3K4 
methyltransferase and gain H3K79 
methyltransferase activity, JARID1A/
PHF23 fusions that regulate H3K4 
di/tri-methylation, and fusions such 
as PML-RARA or those involving core 
binding factors, which interact with 
histone deacetylases and modulate 
chromatin state. From Abdel-Wahab O, 
Levine RL. EZH2 mutations: mutating the 
epigenetic machinery in myeloid malignan-
cies. Cancer Cell. 2010;18:105-107.
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IDH mutations are mutually exclusive. IDH proteins con-
vert isocitrate to α-KG, and IDH mutations result in neo-
morphic alleles that encode proteins that produce 2-HG in 
excess, which in turn inhibit the activity of TET2. The end 
result of both TET2 and IDH mutations is the inability of 
cells to metabolize 5-methylcytosine to 5-hydroxymethylcy-
tosine, thus inducing a hypermethylation phenotype. This 
suggests that possibility of using hypomethylating agents for 
the treatment of TET2- or IDH-mutated AML, although 
so far small trials have not shown any significant benefit. In 

addition, small molecules are being developed to inhibit the 
activity of mutated IDH1/2.

Overexpression of Specific Genes in AML

Overexpression of BAALC, the brain and acute leukemia 
gene, mRNA in the cytoplasm of peripheral blood blasts 
portends an adverse clinical outcome in terms of both failure 
to achieve complete response and shorter overall survival. 
The MN1 gene is occasionally overexpressed in AML and is 
associated with worse overall survival. A similar phenomenon 

Figure 28-3 Somatic acquired 
TET2 mutations Patients with (A) 
AML or (B) MDS acquire somatic 
missense, nonsense, and frame-
shift mutations in TET2. From  
Cimmino L, Abdel-Wahab O, Levine RL, 
et al. TET family proteins and their role 
in stem cell differentiation and transfor-
mation. Cell Stem Cell. 2011;9:193-204.R550X S835X
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has been demonstrated among patients whose AML cells 
overexpress the v-ets erythroblastosis virus E26 oncogene 
homologue (ERG) gene, particularly among patients with 
low BAALC expression, as well as among those overexpress-
ing the ecotropic viral integration site 1 (EVI1) gene. Elevated 
FOXO expression is present in 40% of cases of AML and is 
necessary to maintain leukemia-initiating cells. Resistance 
to FOXO depletion is mediated by JNK/c-JUN signaling. 
Over the past few years, a number of studies have correlated 
certain gene mutations with different patterns of microRNA 
(miR) expression. For instance, NPM1 mutations associate 
with upregulation of miR-10a and miR-196a, whereas FLT3 
mutations associate with upregulation of miR-155 and  
C/EBPα with upregulation of miR-181 in CN-AML. Also, 
miR-10a, miR10b, and miR-196a-1 correlate with expression 
of HOX genes in CN-AML.

Myelodysplastic Syndromes

MDS is a heterogeneous group of clonal disorders of the 
hematopoietic stem cell, characterized by excessive apopto-
sis, maturation abnormalities of hematopoietic precursors 
manifested as dysplastic changes, and ineffective hemato-
poiesis. Unlike other malignant hematologic disorders, the 
biologic hallmark of the stem cell in MDS is a limited ability 
for self-renewal and differentiation. Furthermore, MDS has 
a tendency to transform into AML. Indeed, approximately 
30% to 40% of cases evolve to AML. The survival of patients 
with MDS is quite heterogeneous, ranging from weeks to 
years. In an attempt to incorporate clinical features associated 
with prognosis in MDS, the International Prognostic Scor-
ing System (IPSS) was developed. This system identified the 
presence of specific cytogenetic aberrancies, the percentage 
of blasts in the bone marrow, and the number of cytopenias 

as the most important variables in disease outcome.8 Patients 
with therapy-related MDS are usually refractory to standard 
chemotherapy-based therapies, and their prognosis is very 
poor.

Although it is established that MDs arises from prim-
itive hematopoietic progenitors, our understanding of the 
pathobiology that drives these diseases is incomplete. Some 
of the difficulties in determining the critical defects respon-
sible for MDS can be explained by the fact that several 
programs such as cellular differentiation, apoptosis, and/or 
proliferation contribute to the etiology of this disease. MDS, 
like other cancers, results from multiple genetic alterations, 
likely acquired in a stepwise fashion, which frequently result 
in transformation to AML (Figure 28-4). This is in conso-
nance with other models of molecular progression described 
in solid tumors such as colon or pancreatic cancer.

Cytogenetic Abnormalities in MDS

The main prognostic factors in patients with MDS are 
chromosomal abnormalities. An abnormal karyotype is 
present in approximately 50% of patients at diagnosis. 
Although multiple chromosomal lesions have been asso-
ciated with MDS, losses of chromosomes 5 and/or 7 are 
associated with a worse prognosis among patients with de 
novo MDS. The precise genomic regions and genes respon-
sible for the phenotypes observed in patients with specific 
chromosomal abnormalities are being revealed. Two com-
monly deleted regions (CDRs) have been defined: 5q33.1, 
which is associated with the 5q− syndrome, and 5q31, 
which is associated with therapy-related MDS and progres-
sion to AML. RPS14 has been shown to be critical for the 
erythroid phenotype observed in the 5q− syndrome; miR-
145 and miR-146 have been associated with an elevated 
platelet count. Approximately 10% of patients will present 

Tumor suppressor loss, oncogenic
activation, epigenetic alterations,
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Tumor suppressor loss (p53, Rb,
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Figure 28-4 Progression of MDS to AML Primary somatic mutations in hematopoietic stem cells or myeloid progenitors result in dysplastic pheno-
types. Subsequent genetic lesions that confer proliferation or anti-apoptotic advantages aid in the clonal evolution of the disease. Following numerous 
genetic anomalies, the dysplastic clone is rapidly amplified and becomes dominant.
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with abnormalities of chromosome 7, where three CDRs 
have been identified. Importantly, EZH2, which acts as the 
catalytic component of the histone H3 lysine 27 methyl-
transferase polycomb repressive complex 2 (PRC2), maps 
to 7q36, which may explain why chromosome 7 losses are 
so frequent in MDS. Trisomy 8 occurs in 8% of patients 
and is also associated with poor prognosis in MDS. Other 
chromosomal abnormalities have been associated with a 
more favorable prognosis such as 20q− or −Y.

Loss of miRNAs 145/146

The miRNAs miR-143, miR-145, and miR-146a mapping 
at 5q33 are significantly reduced in bone marrow cells 
isolated from 5q− syndrome patients. miR-145 and miR-
146a regulate the toll-interleukin-1 receptor domain-
containing adaptor protein (TIRAP) and tumor necrosis 
factor receptor–associated factor 6 (TRAF6). TIRAP is a 
regulator of TRAF6, an E3 ubiquitin ligase, required for 
nuclear factor κB (NFκB) activation. Collectively, these 
proteins regulate innate immunity. Haploinsufficiency of 
miR-145 and miR-146a resulted in increased TIRAP and 
TRAF6 expression and activity in hematopoietic stem/
progenitor cells. Transplantation of haploinsufficient 
miRNA145/146a cells or TRAF6-overexpressing cells 
into recipient mice resulted in several hallmark MDS/5q− 
syndrome phenotypes, such as thrombocytosis, neutro-
penia, dysplastic megakaryopoiesis, and propensity to 
transform to AML. These findings link innate immunity 
to MDS pathogenesis.

NUP98-HOX13 Translocation

NUP98 maps to 11p15.5 and can partner with multiple 
genes by chromosomal translocation in MDS. In t(2;11)
(q31;p15), NUP98 fuses with HOXD11 or HOXD13.9 
Transgenic mice expressing NUP98-HOXD13 exhibit 
anemia, decreased neutrophil and lymphocyte counts, dys-
plastic changes, and increased bone marrow cellularity, thus 
recapitulating an MDS phenotype. Furthermore, a subset of 
NUP98-HOX13 transgenic mice also transforms to AML 
after a latency of approximately 1 year, suggesting the need 
for secondary hits for transformation, which have been 
shown to consist of activating RAS mutations.

Gene Mutations in MDS

Mutations in the Spliceosome Machinery

Spliceosomes are complexes composed of small nuclear RNA 
(snRNA) that remove introns in protein-encoding genes. Sev-
eral groups, by means of next-generation sequencing platforms, 
have unveiled the presence of somatic mutations in genes 
encoding proteins involved in the spliceosome machinery in 

45% to 85% of patients with MDS or chronic myelomono-
cytic leukemia (CMML). Collectively, eight different splicing 
genes—SF3B1, SRSF2, U2AF35 (also known as U2AF1), 
ZRSR2, SF3A1, PRP40B, SF1, and U2AF65—can be 
found mutated in MDS, constituting, as a group, the most 
frequently detected mutations in MDS (Figure 28-5). These 
splicing factors are highly expressed in hematopoietic lineages 
and are involved in recognition of the canonical 3′ DNA splice 
elements. Similar gene mutations can also be found at low 
frequencies in chronic lymphocytic leukemia (9% to 15%) or 
myeloproliferative neoplasms (3% to 9%), and in rare instances 
of solid cancers (e.g., breast or renal cancer). In MDS, these 
mutations are always present in the heterozygous state and 
are almost mutually exclusive. Across studies, mutations in  
SF3B1 have been described in 20% to 45% of patients and 
in 65% to 85% of those with MDS with ringed sideroblasts. 
It is hypothesized that altered splicing of key cancer genes 
might result in oncogenic gain or loss of function. In addi-
tion, genes such as SF3B1 might have oncogenic nonsplicing 
mechanisms because they have been shown to be implicated 
in cell cycle control and Hox gene regulation. The impact of 
these genes has not been clearly delineated, but SF3B1 muta-
tions appear to confer a more favorable prognosis, whereas 
U2AF1 mutations are associated with poor prognosis among 
patients with MDS.

Gene Mutations Altering Epigenetic Regulation in 
MDS: TET2, IDH1/2, and ASXL1

There is now growing evidence that in addition to genetic 
changes, epigenetic modifications play a critical role in the 
pathogenesis of MDS.10,11 Loss-of-function mutations in 
TET2, a protein involved in global DNA demethylation, 
occurs in approximately 20% of patients with MDS.12,13 
However, TET2 mutations are not responsible for the dys-
plastic changes observed in the bone marrow of patients with 
MDS. The complete loss of Tet2 resulted in myeloprolifera-
tion, increased repopulation of transplanted cells in recipient 
mice, and expansion of the hematopoietic progenitor pool. 
Tet2−et mice display phenotypes reminiscent of MDS with 
a short latency. The impact of TET2 mutations on the out-
come of patients with MDS remains controversial, with more 
recent reports indicating no impact on overall survival.

Much like in AML, IDH1/2 mutations in MDS 
are heterozygous and appear to act as dominant negatives. 
However, IDH1/2 mutations are significantly less frequent 
in MDS than in AML, with frequencies ranging from 5% to 
10%. A recent genetically engineered mouse model in which 
the IDH1 R132H mutation was expressed in the hemato-
poietic system has been reported. Cells carrying the muta-
tion exhibit high 2-HG levels, which are associated with 
an expansion of the stem cell pool and epigenetic changes 
frequently seen in MDS and AML (i.e., DNA and histone 
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hypermethylation). Recent studies suggest that IDH1 muta-
tions may portend an adverse prognosis in MDS, whereas 
IDH2 mutations had no impact.

ASXL1 (additional sex-comb like-1) encodes a mem-
ber of the polycomb family of chromatin-binding proteins 
that, depending on the cellular context, either activates or 
silences genes. ASXL1 alleles are mutated at the C terminus 
of the protein, and mutations can be detected in approxi-
mately 10% to 20% of patients with MDS and in 17% of 
those with AML. Loss of ASXL1 function results in aber-
rant repression or activation of numerous genes. Deletion 
of Asxl1 in the germline of mice resulted in an embryonic 

lethal phenotype in some animals. Those surviving exhib-
ited disrupted expression of the Homeobox family of Hox 
genes and defects in differentiation of lymphoid and myeloid 
progenitor cells but not in multipotent progenitors. The lack 
of an informative phenotype in the Asxl1−/− mice could be 
due in part to compensatory activities of the ASXL1 homo-
logues, ASXL2 and ASXL3. However, Asxl1 functions are 
most frequently disrupted by DNA mutations that result in 
frameshift mutations. These types of mutations often con-
fer dominant negative activities, which result in phenotypic 
changes quite different from those resulting from allelic loss. 
Knockin mice harboring ASXL1 mutations are warranted 
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to fully examine the role of these mutations in the patho-
genesis of MDS. ASXL1 frameshift mutations have been 
associated with a reduced time to progression to AML and 
shorter survival.

RUNX1 Mutations

RUNX1 (also known as AML1) is a transcription core 
binding factor and represents the third most frequently 
mutated gene in MDS, being detected in 7% to 15% of 
cases. Runx1 knockout mice die at the embryonic stage 
with no evidence of definitive hematopoiesis. When 
Runx1 is deleted in adult hematopoietic tissues, mice 
expand their myeloid compartment and exhibit inefficient 
platelet production. Mutations in the Runt domain of 
Runx1 in mice are associated with a dominant negative/
gain-of-function phenotype characterized by increased 
blast burden and AML-like disease.

NPM1 Mutations

NPM1 maps to chromosome 5 and is mutated in 5% of 
cases of MDS. NPM1 regulates the p53 pathway via 
p14ARF. Genetic deletion of both NPM1 alleles in mice 
results in embryonic lethality due to severe anemia. How-
ever, Npm1+/- mice are viable and present with several 
hematopoietic anomalies consistent with MDS, including 
abnormal platelet counts and erythroid or megakaryocytic 
dysplasia. In addition, aged Npm1+/- mice had an increased 
rate of incidence of AML. This model clearly establishes 
NPM1 as a true tumor suppressor in MDS. Npm1 mutant 
mice harboring a humanized Npm1 mutation driven by a 
hematopoietic promoter have also been developed. These 
mice also exhibit myeloid-specific phenotypes, but they are 
more reminiscent of a myeloproliferative neoplasm.

TP53 Mutations

TP53 maps to 17p and is found mutated in 5% to 15% of 
patients with de novo MDS. TP53 mutations portend a very 
poor prognosis regardless of IPSS score, and they are associ-
ated with advanced disease and complex karyotypes. TP53 

mutations to chromothripsis and complex DNA rearrange-
ments in myeloid malignancies. TP53 activation has been dem-
onstrated to be critical for the erythroid phenotype induced by 
RPS14 haploinsufficiency in 5q- syndrome patients.

Alterations in the Bone Marrow Microenvironment

Although genetic and epigenetic factors clearly play a role in 
the pathogenesis of MDS and its progression to AML, little 
is known about the impact of alterations in the bone mar-
row niche. The importance of such signals has been recently 
demonstrated in one study that used Osterix-mediated 
Cre expression to delete the Dicer gene in osteoprogenitor 
cells.14 Mice harboring Dicer deletions in osteoprogenitor 
cells exhibited MDS features such as cytopenias and mor-
phologic changes in hematopoietic cells, demonstrating 
that bone marrow alterations may play an important role in 
MDS pathogenesis.

Concluding Remarks

The increasing sophistication of genome-wide sequencing 
techniques as well as of genetically engineered murine mod-
els has provided important insights into the pathogenesis of 
myeloid malignancies. These advances have also opened new 
avenues for the development of targeted therapies directed 
against mutant proteins present in AML or MDS cells, 
such as FLT3, KIT, IDH1/2, or RAS. However, a better 
understanding of the various cellular functions and signaling 
pathways subverted by these mutant proteins is warranted to 
extend the concept of targeted therapy in AML beyond the 
isolated paradigm that constitutes the success of ATRA and 
arsenic trioxide therapy in PML expressing PML-RARα. 
The alterations in transcription factor expression observed 
in AML or MDS are truly “tumor specific” and, as such, 
provide novel targets for therapy. However, designing thera-
peutic modalities aimed at modulating transcription factors 
remains challenging.
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The lymphoid malignancies comprise one of the most diverse 
and heterogeneous sets of diseases that exist under a single 
type of malignancy. In 2012, the American Cancer Society 
estimated there were about 70,000 cases of non-Hodgkin 
lymphoma (NHL), and about 10,000 cases of Hodgkin 
lymphoma in the United States, collectively accounting for 
about 4% to 5% of all cancers. The estimated number of U.S. 
cancer deaths attributed to lymphoma is about 3% for both 
males and females, ranking it about 8th among all causes of 
cancer death. Hodgkin lymphoma typically carries a better 
prognosis, accounting for approximately 1000 deaths per 
year. Whereas the lifetime risk of developing any cancer is 
about 1 in 2 for males and 1 in 3 for females, the lifetime 
risk of developing non-Hodgkin lymphoma is about 1 in 43 
and 1 in 51 for males and females, respectively (for the years 
between 2006 and 2008). Despite the relatively lower inci-
dence compared to other types of cancers, the trend in 5-year 
survival between 1975 and 2007 has been progressively 
improving. The trend in 5-year survival for all sites of cancer 
has improved between the years 1975 and 1977 (49%), 1987 
and 1989 (56%), and 2001 and 2007 (67%), whereas for 
lymphoma in particular, for the same time periods, the 5-year 
survival reported by SEER is 47%, 51%, and 70%, demon-
strating marked improvements in outcome over the past 
several decades. Many of these improvements stem directly 
from an improved classification system that has allowed for  
better risk stratification of patients, as well as the development 
of novel drugs targeting the unique pathogenetic features of 
the disease.

The classification of non-Hodgkin lymphoma has 
evolved since the first attempts at classifying these diseases 
were published. These classification schemes largely evolved 
from systems focused on morphology (large versus small 
cells, diffuse versus follicular patterns of lymph node growth), 
to ones that rely on immunohistochemical techniques to 
delineate lineage-specific markers, like those proposed by 
Luke and Collins and Kiel. The NCI Working Formula-
tion attempted to integrate morphologic features and clinical 
presentation into the definition of subtypes, describing low-
grade, intermediate, and high-grade lymphomas, where the 

grade refers to the aggressiveness of the clinical behavior, not 
the histologic grade of the tumor. The more recent classifi-
cation systems as proposed by REAL and WHO represent 
fully integrated classification systems that take into account 
morphologic, immunologic, genetic, and clinical criteria to 
classify these complex diseases (Table 29-1). Increasingly, the 
integration of cytogenetic features has begun to subclassify 
discrete entities of these diseases, as has been demonstrated 
for the ALK+ and ALK− variants of anaplastic large T-cell 
lymphoma. In this case, the presence of the ALK translo-
cation (t[2;5]) confers a highly favorable prognosis, which 
has a standard of care treatment recommendation (that is, 
CHOP-based chemotherapy); in contrast, the ALK− ALCL, 
which is thought of more like peripheral T-cell lymphoma 
(PTCL), carries a very poor prognosis.

The lymphoid malignancies include a broad spectrum 
of diseases, including non-Hodgkin lymphoma, Hodgkin  
lymphoma, plasma cell malignancies such as multiple 
myeloma, and two forms of leukemia, namely, chronic lym-
phocytic leukemia (CLL) and acute lymphoblastic B- and 
T-cell leukemia/lymphoma (ALL) (though virtually any 
lymphoid malignancy can have a leukemic form of the dis-
ease) (Figure 29-1). These entities range from some of the 
fastest growing diseases known to science (such as Burkitt’s 
lymphoma and blastic NK-cell lymphoma), to some of the 
slowest (CLL, marginal zone lymphoma). All lymphoid 
malignancies are derived from B-, T-, or NK lymphocytes  
originating in the primary lymphoid organs, such as the 
thymus and bone marrow (Figure 29-2). These lympho-
cytes are derived from pluripotent hematopoietic stem cells 
resident in the adult and fetal bone marrow as well as the 
fetal liver. Lymphoid malignancies derived from these less 
differentiated lymphocytes, before their differentiation in 
the thymus (for T-cell) or germinal center (for B cells), are  
considered undifferentiated lymphoid malignancies and typ-
ically give rise to diseases such as T- or B-cell acute lympho-
blastic leukemia/lymphoma. Once the lymphocytes leave 
the primary lymphoid organs, they migrate to secondary 
lymphoid organs including the lymph nodes, tonsils, Peyer 
patches, spleen, and skin, where they undergo a multistep 
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process leading to their differentiation. Further differentiation 
of specific lymphocyte subsets then becomes more lineage 
dependent.

B- and T-Lymphocyte Development

The ontogeny of B cells is complex and proceeds through 
a series of developmental and genetic steps, leading to the 
creation of unique B cells carrying unique B-cell receptors, 
capable of identifying unique antigen (Figure 29-3). These 
developmental and genetic steps are defined by changes 
in the genome at the antibody loci. B lymphocytes play 
a fundamental role in the humoral branch of the adap-
tive immune system and can be distinguished from other 
types of lymphocytes by the panoply of cell surface markers 
(CD19, CD20, CD22, CD23) and the presence of the B-cell 
receptor (BCR), which itself is a surface immunoglobulin. 
Undifferentiated and immature B cells are produced in the 
intramedullary compartment of the bone. The antibodies 

produced by individual B cells are composed of two identi-
cal light chains (κ or λ), composed of two segments called 
the V and J segments, and one heavy chain (M, D, A, G) 
composed of three segments called the V, D, and J segments, 
where V denotes the variable region that comprises the 
terminal Fab portion of the antibody.1 At the genetic level, 
early lymphocytes in the bone marrow undergo a process 
referred to as VDJ recombination (see Figure 29-2), which is 
the mechanism by which B cells produce immunoglobulin 
diversity. Once B lymphocytes undergo VDJ recombination, 
they exit the bone marrow, where they then hone to second-
ary lymphoid organs such as the lymph node. There they 
undergo highly controlled mutagenesis, in a process referred 
to as somatic hypermutation (SMH). SMH plays a crucial 
role in the affinity maturation of the humoral response, by 
mediating the introduction of discrete random mutations in 
the loci of the genes encoding the variable (V) regions of the 
immunoglobulin.2 Once engaged by antigen, the subsequent 
proliferation of the B cell undergoes an incredibly high rate 
of somatic mutation that is at least 100,000- to 1 millionfold 
higher than the normal rate of mutation across the genome. 
This highly regulated mutagenesis, mediated initially by 
activation-induced cytidine deaminase (AID), introduces 
single base substitutions predominantly at hotspots in the 
DNA called hypervariable regions.2 Paradoxically, it is this 
directed hypermutation of the BCR variable regions that 
allows for the selection of B cells with an enhanced capability 
to identify and bind specific foreign antigens, which, when 
dysregulated or uncontrolled, creates an opportunity for  
aberrant somatic hypermutation, leading to lymphomagen-
esis. This potential for any error, or error-prone mutagenesis 
of B lymphocytes, can create the background for malignant 
transformation.

In contrast, T lymphocytes play a central role in cell-
mediated immunity and can be distinguished from other 
lymphocytes by the expression of their own unique set of 
surface proteins (e.g., CD3, CD4, CD8) and the T-cell 
receptor (TCR). T lymphocytes typically mature in the 
thymus, in contrast to the germinal center for B lympho-
cytes. In the thymus, T lymphocytes expand through mul-
tiple series of cell division to produce a large population 
of more immature cells. Initially, these cells do not express 
CD4 or CD8 and are referred to as double-negative thy-
mocytes.3 As they differentiate into a specific subset of T 
lymphocytes, they eventually become positive for both CD4 
and CD8 (that is, double positive). In their final step of 
thymic maturation they emerge as single positive T lym-
phocytes, including CD4-positive/CD8-negative T-helper 
cells or CD4-negative/CD8-positive cytotoxic T cells. The 
TCR recognizes antigen bound to major histocompatibil-
ity complex (MHC). Engagement of the TCR by antigen 
incites a number of downstream events important to the 

Table 29-1 World Health Organization (WHO) Classification of Lymphoid 
Neoplasms (Partial List—Approximately 68 Types)

I. Precursor Cell Lymphoma

Lymphoblastic lymphoma, T-cell
Lymphoblastic lymphoma, B-cell

II. Peripheral B-Cell Lymphoma

SLL/CLL type
B-prolymphocytic leukemia
Lymphoplasmacytic lymphoma
Mantle cell lymphoma
Follicular lymphoma
Marginal zone lymphoma, MALT
Marginal zone lymphoma, nodal
Marginal zone lymphoma, splenic
Hairy cell leukemia
Diffuse large-cell lymphoma
Burkitt’s lymphoma

III. Peripheral T and NK Lymphoma

T-prolymphocytic leukemia
Granular lymphocytic leukemia
NK cell leukemia
Mycosis fungoides/Sézary
Peripheral T-cell lymphoma, NOS
Angioimmunoblastic lymphoma
NK/T cell, nasal
Enteropathy-associated lymphoma
Hepatosplenic γδ lymphoma
Subcutaneous panniculitis-like
Anaplastic large cell lymphoma, systemic
Anaplastic large cell lymphoma, cutaneous
Adult T-cell lymphoma/leukemia

IV. PTLD

Monomorphic
Polymorphic
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Follicular
Small lymphocytic
MALT-type marginal-zone B cell
Nodal-type marginal-zone B cell
Lymphoplasmacytic
Diffuse large B cell (DLBCL)
T and NK cell
Other subtypes
Burkitt
Mantle cell

Peripheral T-cell lymphoma, not otherwise specified
Angioimmunoblastic T-cell lymphoma
Extranodal NK/T-cell lymphoma, nasal type
Adult T-cell leukemia/lymphoma
Anaplastic large cell lymphoma, ALK+
Anaplastic large cell lymphoma, ALK-
Enteropathy-associated T-cell lymphoma
Primary cutaneous anaplastic large cell lymphoma
Hepatosplenic T-cell lymphoma
Subcutaneous panniculitis-like T-cell lymphoma
Unclassifiable peripheral T-cell lymphoma
Other disorders
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Figure 29-1 (A) Relative incidence of select B- and T-cell lymphomas. (B) Relative incidence of select T-cell lymphomas. A survey of 1314 peripheral 
T-cell and natural killer/T-cell leukemia cases from 22 sites around the world evaluated the histopathology of previously untreated patients con-
secutively diagnosed between 1990 and 2002. PTCL-NOS was the most common subtype at 25.9%. Anaplastic large cell lymphoma (ALCL) ALK+/−, 
angioimmunoblastic lymphoma, adult T-cell leukemia/lymphoma, and natural killer/T-cell lymphoma were also common subtypes. (C) Classification of 
the mature T-cell lymphoma (WHO). PTCL refers to a heterogeneous group of aggressive T- and NK-cell lymphomas, characterized by the involvement of 
mature (thymic) T or NK cells. The term peripheral in PTCL does not refer to anatomic sites. T- and NK-cell lymphomas may be characterized as cutane-
ous, nodal, extranodal, or leukemic disseminated. Data from Armitage JO et al. Ann Oncol. 2004;15:1447-1449; Rodriguez J et al. Crit Rev Oncol Hematol. 2008; 
Swerdlow SH et al., WHO Classification of Tumours of Haematopoietic and Lymphoid Tissues; 2008. Data in B from Armitage J et al. J Clin Oncol. 2008;26:4124-4130.
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lymphocytes role in mediating cellular immunity. The gen-
eration of the TCR is quite similar to that discussed earlier 
for the BCR. Composed of four chains and existing as a 
dimeric structure (alpha pairing with the beta chain or the 
gamma chain pairing with the delta chain), unique TCR 
is produced through VJ (the alpha and gamma chains) or 
VDJ (the beta and delta chains) recombination. Like the 
heavy and light chains comprising the BCR, it is the unique 
combination of these specific regions that accounts for the 
diversity of the TCR.3

Although complex, the ontogeny of B and T lympho-
cytes provides the basis for thinking about the diversity of 
different forms of non-Hodgkin and Hodgkin lymphoma, 
and in particular the cell of origin (see Figure 29-3). In the 
case of the lymphoid malignancies, identifying the cell of 
origin goes well beyond the identification of the lympho-
cyte and is ascribed to the discrete step in development at 
which the clonal expansion is thought to occur. Increasingly, 
the understanding of immunohistochemical staining and 
cytogenetics has allowed for a description of the natural 
ontogeny of lymphocytes and, by extension, the more accu-
rate identification of the cell of origin, leading to a more 
biologically relevant classification of different subtypes of 
lymphomas (Table 29-2).

Pathogenesis of Diffuse Large  
B-Cell Lymphoma

Diffuse large B-cell lymphoma (DLBCL) comprises a 
group of aggressive lymphomas with very heterogeneous 
clinicopathologic and molecular genetic features. The 
current 2008 World Health Organization (WHO) clas-
sification4 defines DLBCL as a diffuse growth of neo-
plastic large B-lymphoid cells with a nuclear size equal 
to or exceeding normal macrophage nuclei or more than 
twice the size of a normal lymphocyte. DLBCL is the 
most common subtype of lymphoma and accounts for 
30% to 40% of adult NHL.5 The 2008 WHO classifi-
cation recognizes a large number of DLBCL subgroups 
primarily based on their distinct morphologic, biologic, 
immunophenotypic, or clinical features. Despite revisions 
to the classification, a significant proportion of large-cell 
lymphomas remain biologically heterogeneous, not fitting 
into any specific DLBCL subgroup. These are typically 
defined as DLBCL, not otherwise specified (DLBCL-
NOS). DLBCL-NOS is a diagnosis of exclusion, not 
corresponding to one of the specific subtypes. It is still the 
most common type of lymphoma, accounting for 25% to 
30% of NHLs.5

Mantle
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Immature
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Figure 29-2 Schematic representation of the ontogeny of B-lymphocytes and select lymphoma relative to their sites of origin.
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The focus in recent years has shifted toward the iden-
tification of molecular alterations and specific pathoge-
netic pathways leading to transformation in DLBCL. Gene 
expression profiling (GEP) of DLBCLs has identified at 
least two major molecular subtypes, which correlate with 
prognosis and may have relevance for treatment based on the 
dominant signaling pathways. DLBCL could be classified by 
GEP as resembling either germinal center B cells (GCBs) or  
activated B cells (ABCs), establishing a putative “cell of ori-
gin”5 (Figure 29-4). Because GEP is technically difficult and 
therefore cannot be performed in every case for diagnostic 
purposes, various algorithms based on immunohistochemi-
cal profiles have been proposed as surrogates of the GEP.5,6 
Although the correspondence is not precise, similar prognos-
tic correlations can be drawn with immunohistochemically 

defined subgroups. These immunohistochemical algorithms 
have facilitated risk stratification of DLBCL patients and 
DLBCL research using archival materials.5

The ABC and GCB DLBCL subtypes, originally for-
mulated based on a cell-of-origin model, have more recently 
been shown to be characterized by the different pathways of 
cellular transformation and oncogenesis. Although substantial 
progress has been made toward molecular subclassification 
of DLBCLs, the translation to effective treatment strategies 
is only now beginning to be explored.5 Next-generation 
sequencing (NGS) platforms have evolved to provide an accu-
rate and comprehensive means for the detection of molecular 
mutations and will likely contribute to a more sophisticated 
understanding of DLBCL biology and, it can be hoped, more 
biologically relevant treatment.7
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Although increased understanding of DLBCL based 
on cell of origin is emerging, it is clear that the dysregulated 
pathways across this entity are often overlapping, provid-
ing redundancy to promote growth and prevent cell death 
signals. These signaling pathways are often necessary for 
the development and differentiation of normal memory 
B cells and plasma cells and are coopted during malignant 
transformation.

For example, in ABC-derived DLBCL, most of the 
deranged signaling pathways converge to aberrantly acti-
vate the NFκB pathway, leading to evasion of cell death and 
resistance to chemotherapy (see Figure 29-4, B). Activation 
of this molecular pathway translates into poor outcomes 
for patients with ABC-DLBCL compared to GC-DLBCL, 
with 5-year overall survival of 40% versus 60%, respectively. 
Constitutive activation of NFκB is complex, involving both 
“classical” and “alternative” pathways, and can be regulated 
by many different mechanisms. Derangements leading to 
activation of NFκB can be attributed to a number of differ-
ent molecular lesions, including tonic signaling of the BCR. 
BCR signaling is essential to B-cell development, antigen 
selection, and humoral immunity. Aberrations in BCR sig-
naling, including tonic signaling that occurs in the absence of 

antigenic stimulation, can lead to uncontrolled B-cell growth 
and survival.

BCR signaling, whether it be in a normal or malignant 
B-cells, leads to the formation of the CBM complex consisting  
of CARD11, BCL10, and MALT1. This complex leads to 
activation of NFκB through direct activation of NFκB and 
inhibition of negative NFκB regulators. Gain-of-function 
somatic mutations of the coiled-coil domain of CARD11 are 
found in nearly 10% of ABC-DLCBL and 16% of primary 
CNS lymphoma (an ABC variant). This mutant CARD11 
leads to initiation of the NFκB cascade via IKKβ signaling 
in cooperation with casein kinase 1α (CK1α) and MALT1. 
MALT1 can also augment NFκB signaling through cleavage 
of two negative NFκB regulators, namely, A20 and CYLD. 
TNFAIP3, the gene encoding A20, can also be inactivated 
through mutations, deletions, or epigenetic silencing in 
ABC-DLCBL. Mutations of other negative regulators of 
NFκB, such as IKBKA encoding the inhibitor IkBα, lead 
to uninhibited translocation of NFκB to the nucleus and 
increased transcription of NFκB-dependent genes. Interest-
ingly, linkage of this intrinsic ABC biology to B-cell receptor 
signaling may offer an interesting opportunity to affect the 
adverse prognostic features of this DLBCL phenotype.

Table 29-2 Characteristic Immunophenotypic and Genetic Features of Selected Lymphoma Subtypes

Lymphoma Subtypes Immunophenotypes Frequent  
Translocations/
Aberrations

Genes Involved SHM Ongoing 
SHM

Putative Cell of 
Origin

GC B-cell–like DLBCL CD20, CD22, CD79a, BCL-2
CD10

t(3q)(27) →
t(14;18) →
t(8;14) →

BCL6 (35%)
BCL2 (15-30%)
MYC (15%)

√
√

√
−

GC B cell
GC B-cell subset or 

extra-GC mutated 
B cell

Activated B-cell–like DLBCL MUM1 t(3q)(27)
gain18q
del6q
gain3p
del9p21
gain/amp19q

BCL6 (25%)
BCL2, NFATC1 (40%)
PRDM1 (BLIMP1) (25-30%)
FoxP1 (25%)
CDKN2A (30%)
SPIB (25%)

Follicular lymphoma (FL) CD20, CD22, CD79a, CD10, 
BCL-2, BCL-6

t(14;18) → BCL2 (90%) GC B cell

MALT lymphoma CD20, CD79a; negative for 
CD10

+/- CD 5 and CD23

t(11;18) →
t(14;18)
t(3;14)
t(1;14) →
+3/3q and/or +18
del6q

API2-MALT1 (30%)
IGH-MALT (5%)
IGH-FOXP1 (10%)
BCL10 (1%)
- (40%)
TNFAIP3 (A20) (30%)

√ √ GC B cell or post-GC 
B cell

Mantle-cell lymphoma CD20, CD79a, CD5; negative 
for CD10, CD23

t(11;14) → Cyclin D1 (95%) − − Pre-GC B cell

Burkitt’s lymphoma CD20, CD10, BCL-6 t(8;14) → MYC (100%) √ √ Pre-GC B cell

Classical Hodgkin lymphoma CD30, CD15 (CD79a)
PAX5; MUM1

Gain/amp2p
t(16p)(13)

REL (54%)
CIITA (15%)

√ − GC or post-GC B cell

Nodular lymphocyte predomi-
nant Hodgkin lymphoma

CD20, CD79a, BCL-6, CD45, 
CD75, OCT2

t(3q)(27) BCL6 (50%) √ √ GC B cell

DLBCL, Diffuse large B-cell lymphoma; GC, germinal center; MALT, extranodal marginal zone B-cell lymphoma of mucosa-associated lymphoid tissues; SHM, somatic hypermutation.
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In addition to the BCR-CBM effects on NFκB regu-
lation, the BCR can activate NFκB through a number of 
alternative mechanisms. On antigenic stimulation or tonic 
dysregulation, the BCR heavy chains are coupled to cell 
surface markers CD79a and CD79b. This leads to phos-
phorylation of immunoreceptor tyrosine-based activation 
motifs (ITAM) by LYN, FYN, and BLK, which then recruit 
SYK, engaging the NFκB, PI3K, NFAT MAP kinase and 
RAS signaling pathways. Currently, an inhibitor of SYK is 
under investigation as a therapeutic target in those DLBCLs 
known to be addicted to BCR signaling. Substitutions and 
deletions of the CD79a and CD79b ITAMs are present in 
more than 20% of ABC-DLBCL and lead to a gain of func-
tion of the BCR signaling pathway. These mutants evade 
negative feedback by LYN and also allow for increased cell 
surface localization of the BCR.

Tonic BCR signaling also recruits Bruton’s tyrosine 
kinase (BTK) via the PI3K pathway. This tends to occur 
in ABC-DLBCL that do not possess CARD11 mutations. 
BTK is required for the survival of wild-type CARD11 
ABC-DLBCL and knockdown of its components or effec-
tors SYK, BLNK, PLCγ2, PI3Kδ, PKCβ abrogates NFκB 
signaling. BTK is activated by LYN or SYK, and on acti-
vation initiates signaling of the classical NFκB pathway. 
In addition, BTK forms a complex with BLNK, which, 
through a series of events that activates CARD11, contrib-
utes further to activation of the NFκB pathway. BTK inhibi-
tors have demonstrated promising activity in patients with 
ABC-DLBCL and other lymphomas with aberrant BCR 
signaling, such as CLL.

All known ABC-DLBCL cell lines and 30% of tissue 
samples from patients with ABC DLBCL harbor MYD88 
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Figure 29-4, cont’d (B) Gene expression profile for the GC and ABC subtypes of DLBCL reveal that the ABC phenotype is enriched for NFκB-regulated 
genes, while the GC phenotype is enriched for Bcl-6-regulated genes. Gene expression profiling has revealed three subtypes of DLBCL, two of which 
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gain-of-function mutations in the toll-interleukin receptor 
(TIR) domain. MYD88 is an adaptor protein that inter-
acts with IRAK4 and IRAK1 to activate both the NFκB 
and interferon pathways through TRAF6. Mutant MYD88 
promotes secretion of the cytokines IL6 and IL10 activating 
the JAK/STAT pathway. This potentiates NFκB through a 
positive feedback loop.

Many of the mutations just discussed are expressed in 
tandem and are restricted to the ABC-DLBCL variant over 
GCB-derived DLBCL. As testament to the redundancy in 
these signaling pathways, knockdown of parallel pathways 
in cell lines or mouse models has demonstrated synergistic 
cytotoxicity in ABC-DLBCL, compared to the knockdown 
of singular elements in a pathway. The clarification of this 
underlying biology has led to the identification of several new 
drugs potentially affecting these specific pathways, including 
inhibitors of Syk, BTK, and CD79a and b, and proteasome 
inhibitors that inhibit degradation of IkB, leading to inhibi-
tion of NFκB.

Although there is overlap in the pathogenesis of GC- 
and ABC-derived DLBCL, there are unique features of  
both that may create opportunities to affect the discrete nat-
ural history of these subtypes rationally. For example, tran-
scription factors, oncogenes, and epigenetic alterations are  
often responsible for driving proliferation and survival in GC-
DLBCL. BCL6, an oncogene, is a transcriptional  repressor 
considered the hallmark of GC-DLBCL, and acts as a master 
regulator of the germinal center reaction. Although physi-
ologically active in normal germinal center B cells promoting 
somatic hypermutation (SMH) and class switch recombina-
tion, this pathway is co-opted in malignant lymphomas to 
enforce the “damage phenotype” of GC-DLBCL. Dysregu-
lation through point mutations and translocations of the 
3q27 locus lead to constitutive activation of this transcrip-
tion factor in over 50% of DLBCL lymphomas. Specifically, 
mutations in the BCL6 autoregulatory domains upstream 
from the promoter regions via somatic hypermutation and 
AID result in lost feedback loop inhibition from Bcl6, IRF4, 
and STAT5. This phenomenon leads to the GC-DLBCL 
subtype. In addition, the Bcl6 BTB domain recruits the co-
repressors NCOR, BCOR, and SMRT, along with HDACs 
to repress genes involved in the DNA damage response such 
as ATR, p53, CHK1, p21, and p27. This repression leads 
to unchecked cell cycle progression in the face of inhibited 
apoptosis and permissive DNA damage. Furthermore, the 
Bcl6 RD2 domain recruits MTA3 to repress PRDM1, 
which encodes Blimp-1, the master regulator of plasma cell 
development, trapping centroblasts within the germinal cen-
ter. Interestingly, Bcl6 inhibits both MYC and BCL2, but 
in double-hit lymphomas, where these two oncogenes are 
overexpressed by translocations, they overcome repression 
by Bcl6, leading to even more aggressive variants of DLBCL.

Another target gene of Bcl6 is IRF4, a transcription 
factor that facilitates exit from the germinal center, leading 
to plasmacytic differentiation. Bcl6 silencing of IRF4 further 
inhibits transcription of Blimp-1, which would retain cells 
in the germinal center. IRF4 may also be inhibited by trans-
locations in GC-DLBCL (predominantly pediatric cases). 
In these cases, IRF4 may serve as an oncogene. Nonstruc-
tural aberrations not interfering with IRF4 function have 
been found to be required for survival of ABC-DLBCL. The 
effects of IRF4 in ABC and GC-DLBCL are clearly differ-
ent, and this likely contributes to their classification by cell 
of origin. One mechanism proposed is that IRF4 works as a 
positive feedback loop involving CARD11.

Although Bcl6 translocations occur in GC-DLBCL 
(10%), translocations of the 3q27 locus involving the BCL6 
gene that lead to arrest of cells in the plasmablastic stage of 
development can be seen in 30% of ABC-DLBCL. These 
translocations have promiscuous partners and ultimately 
lead to silencing of PRDM1. The tumor suppressor func-
tions of PRDM1 may be silenced by truncation, deletion, 
mutation, or epigenetic modifications as well.

Transcriptional control has also been influenced by 
mutations in epigenetic regulators. CREBBP and EP300 
encode histone acetyl-transferases (HATs) that have classi-
cally been known to modify chromatin condensation and, by 
extension, transcription. It is now known that these enzymes 
also influence the activity of key modulators of DLBCL such 
as p53, NFκB, and Bcl6. Acetylation can act either as an acti-
vating posttranslational modification (p53), or as an inhibi-
tory posttranslational modification (Bcl6). Nonoverlapping 
mutations of CREBBP (40%) and EP300 (10%) are found 
in GC-DLBCL. The inactivating mutations in these two 
genes lead to the activation of Bcl6 and inhibition of p53 by 
impaired acetylation. Reversal of this effect may be accom-
plished by therapeutic alteration of these posttranslational 
modifications pharmacologically with pan-Class1-2 histone 
deacetylase (HDAC) inhibitors.

GC-DLBCL has also been found to have mutations 
in the EZH2 component of the polycomb repression com-
plex-2 (PRC2). This complex has histone methyltransferase 
activity and primarily trimethylates histone H3 on lysine 27 
(i.e., H3K27me3), a mark of transcriptionally silent chro-
matin. In order to produce the pathologic effect, mutations 
are required to be heterozygous, allowing the wild-type allele 
to methylate H3K27, followed by the uncontrolled meth-
ylation mediated by the enzyme encoded by the mutant 
allele. This action leads to hypermethylated CpG islands, 
which in turn attracts methyl-CpG binding domain pro-
teins (MBDP: MBD1, MBD2, MBD3, MeCP2 i Kaiso) 
to recruit HDACs, leading chromatin condensation and 
transcriptional silencing. Hypomethylating drugs have been 
shown in preclinical models to have therapeutic potential 
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and synergize with HDAC inhibitors to restore normal 
methylation and acetylation patterns on histones.

Although only recently described, the role of micro-
RNAs in DLBCL lymphomagenesis has begun to emerge. 
MiRNAs can have both oncogenic and tumor suppressor 
properties. The miR-17-92 family, also known as oncomir-1, 
has been found to be amplified specifically in GC-DLBCL, 
which leads to increased expression of MYC and downreg-
ulation of BIM and p21. miR-17-92 also has an inverse 
relationship with p53, each inhibiting the other.

Molecular Pathogenesis of  
Follicular Lymphoma

Follicular lymphoma is a B-cell lymphoma derived from ger-
minal center B cells with rearranged heavy- and light-chain 
genes. This derivation is depicted by the immunoarchitec-
tural features of follicular lymphoma, particularly reflected 
in the expression of a germinal center immunohistochemical 
profile as well as a follicular growth pattern. Cytogenetically, 
about 90% of follicular lymphoma cases harbor the t(14;18) 
or  variant B-cell CLL/lymphoma 2 (BCL2) rearrangements 
with immunoglobulin kappa or lambda on chromosome 2 
and 22, respectively. Although centrocytes and centroblasts 
are regarded as the particular cell of origin, the lymphoma-
tous counterpart demonstrates ongoing somatic hypermu-
tations, which is of particular interest as it decreases the  
detection rate of follicular lymphoma by standard polymerase 
chain reaction (PCR) testing.

The most prominent cytogenetic abnormality in fol-
licular lymphoma involves t(14;18) with rearrangement of 
BCL2. Normal BCL2 protein has an antiapoptotic effect 
by affecting mitochondrial permeability and release of 
cytochrome c. During the translocation of the IgH regula-
tory apparatus on chromosome 14 and the bcl-2 gene on 
chromosome 18, BCL2 is juxtaposed to immunoglobulin 
heavy-chain gene (IgH) sequences, including enhancer 
sequences, which brings BCL2 under the influence of the 
immunoglobulin promoter region. This leads to deregulated 
expression/overexpression of a functional protein, promot-
ing increased cell survival and neoplastic transformation.

The rearrangement can occur in different breakpoint 
regions as noted:
  
 l  65% to 70% occur in the major breakpoint region (MBR) 

located in an untranslated region of the last exon (exon 3).

 l  20% occur at the 3′ end of the BCL2 gene or 5′ to the 
minor cluster region (mcr).

 l  10% occur in the mcr, which is about 30 kb outside of the 
BCL2 gene.

  

Although additional breakpoints are being studied, efforts 
to associate these different breakpoints with different clinical 
characteristics or clinical outcome have been unrevealing.8

Testing for the BCL2 rearrangement can be deter-
mined by conventional cytogenetic karyotyping, fluores-
cence in situ hybridization (FISH), or PCR. Although 
conventional cytogenetic karyotyping detects the major-
ity of cases with BCL2 rearrangement, independent of the 
partner gene, the limiting factor with this approach remains 
the availability of viable tissue. In comparison, FISH can 
be performed on paraffin-embedded tissue and detects the 
translocation in up to 90% of cases. Lower detection rates 
have been reported depending on the ethnic group stud-
ied—such as in Japanese patients, where the frequency of 
the t(14:18) has been shown less frequently compared to 
patients from Western countries.9 Of interest, PCR test-
ing has been proven to be less valuable, as most PCR assays 
contain primers targeting the MBR and mcr regions, which 
decreases the detection rate to 60%.10 Although increased 
detection rates can be achieved by adding more primers to 
the 5′ mcr and 3′ MBR breakpoint regions, targeting incom-
plete DH-JH rearrangements or mutations of the primer-
binding sites, false- negative PCR results are common and 
still occur with alternate breakpoints as mentioned earlier.11 
Therefore, up-to-date FISH analysis remains the preferred 
testing modality.11

The absence of BCL2 translocation using the rou-
tinely available methods is described in a subset of follicular 
lymphomas, particularly primary cutaneous and pediatric 
follicular lymphoma. Further complicating the matter is 
the fact that multiple follicular lymphoma cases have been 
shown to increase their BCL2 expression through alter-
nate mechanisms, as shown in cases with an addition of 
18q or trisomy 18.12 Furthermore, the frequency of BCL2 
rearrangement is not only variable in different subsets of 
follicular lymphomas, but also differs as a function of the 
grade of the follicular lymphoma. More than 80% of low-
grade follicular lymphoma cases possess the translocation, 
whereas higher grade follicular lymphoma cases harbor the 
translocation with a frequency of 70% and less than 15% in 
grades 3A and 3B, respectively.13 However, a positive result 
for BCL2 rearrangement demands additional studies, as 
the rearrangement is not specific and has been identified in 
other subtypes of lymphomas as well as in healthy individu-
als and in benign follicular hyperplasia.14

An additional random locus of genetic alteration in 
follicular lymphoma includes alterations of BCL6 at 3q27.  
Grade 3B follicular lymphomas frequently have rear-
rangements of this locus similar to diffuse large B-cell 
 lymphoma.13,15 The Bcl6 protein is a zinc-finger protein that 
acts as a repressor of IRF-4/MUM-1 transactivating abil-
ity, as well as influencing cell cycle control and proapoptotic 
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genes. The major breakpoint region of this translocation is 
within the 5′ first exon and a portion of the first intron of 
the Bcl-6 gene. In addition to translocation events, the coding 
region of the Bcl6 gene is also altered by somatic mutation.

Because t(14;18) can be identified in healthy individu-
als, the translocation is thought to be an early event in B-cell 
development, neither necessary nor sufficient for lympho-
magenesis in B cells. The BCL2 rearrangement is thought to 
enhance the life span of the neoplastic cell, which in return 
retains the capability to develop additional genetic defects. So 
far a myriad of additional abnormalities have been described, 
including gains of 1q, 2p, 7, 8q, 12q, 18q, and X and losses of 
1p, 6q, 10q, 13q, and 17p.16

After detection of these additional abnormalities, 
prognostic factors have been identified, including gains 
of 1q, 12, and X, as well as losses of 1p, 17p, and 17q, all 
considered late events with a poor prognosis or associated 
with histologic transformation.16 Transformation to dif-
fuse large B-cell lymphoma is a relatively common event, 
occurring in 25% to 35% of follicular lymphoma cases.16 To 
date, large-cell transformation has been linked to gains of 
7, 12q, and X; losses of 4q, 13q, and 17p; MYC deregu-
lation; and inactivation of TP53 and CDKN2A. Although 
MYC deregulation has only been occasionally described in 
follicular lymphoma, it harbors a particularly poor diag-
nosis.17 Newer diagnostic modalities such as comparative 
genomic hybridization (CGH) have firmly established that 
additional chromosomal abnormalities, such as gains in 12p 
and 18p in more than 10% of cases and deletions of 3q, 
9p, and 11q in less than 10% of cases, are associated with 
particularly poor prognostic factors. Although these dele-
tions involve the CDKN2A and CDKN2B loci as well as 
the LIM domain and have been partially associated with 
decreased survival, the overall significance of these findings 
has yet to be determined.18

Next-generation sequencing has been used to elucidate 
the mutational landscape of follicular lymphoma. With this 
modality it was discovered that 89% of cases harbored MLL2 
mutations, 33% of cases showed CREBBP mutations, and 
13% of cases depicted MEF2B mutations. E300 mutations 
were identified in 9% of cases, EZH2 mutations in 7% of 
cases, and the TBL1XR1/TP63 fusion gene was identified 
at a very low incidence. So far mainly the presence of EZH2 
is of interest, as this particular mutation supports the hypoth-
esis that the polycomb repressor complex-2 orchestrates the 
pathogenesis in a subset of germinal center–derived lympho-
mas, but in general the implications of these findings are still 
under investigation.19

Additional factors thought to be involved in the 
pathogenesis of follicular lymphoma include the nature of 
the microenvironment. In particular, the role of T cells and 
dendritic cells appears to be of substantial importance. GEP 

of the microenvironment has identified two distinct signa-
tures. These signatures have been categorized as immune 
response 1 (IR1) and immune response 2 (IR2). Whereas 
immune response 1 (IR1) shows increased expression of 
T-cell genes and the macrophage genes TNFSF13B and 
ACTN1, immune response 2 (IR2) shows increased expres-
sion of follicular dendritic cell genes and different macro-
phage genes. Immune response 1 has been linked to a more 
favorable prognosis, but immune response 2 has been linked 
to an unfavorable prognosis.16 To date, these genetic changes 
have not yet led to the tailoring of specific therapies for 
specific genetic subsets of the disease.

Molecular Pathogenesis of Marginal 
Zone Lymphoma and Chronic Lymphocytic 
Leukemia/Small Lymphocytic Lymphoma

Marginal zone lymphoma (MZL) arises from memory B 
cells that normally reside in the marginal zone of second-
ary lymphoid follicles. MZL is the third most common type 
of non-Hodgkin lymphoma, representing about 10% of all 
cases of NHL. At least three distinct entities of MZL have 
been included in the WHO classification, including extra-
nodal MZL of mucosa-associated lymphatic tissue (MALT) 
lymphoma, which represents more than two thirds of all 
MZL cases; splenic MZL with circulating villous lympho-
cytes; and nodal MZL. Clinically, MZL typically presents as 
early-stage disease in most patients and exhibits an indolent 
course in most patients. However, MZL can become dis-
seminated or transform into aggressive large-cell lymphoma. 
Over the past two decades we have witnessed unprecedented 
progress in our understanding of the biology of MZL at the 
molecular level, and some of that knowledge is being trans-
lated into the development of rational treatment paradigms.

Because MALT lymphoma develops in tissues that 
are not necessarily abundantly enriched with lymphocytes, 
the first step in the pathogenesis is the abnormal aggrega-
tion of lymphoid tissues in extranodal sites and organs. 
The etiologic factor in this process can be infectious and/or 
inflammatory. Gastric MALT lymphoma represents more 
than 50% of all MALT lymphoma and has been shown to 
be intricately associated with colonization of the stomach 
by the bacterium Helicobacter pylori.20 Although aggrega-
tion of lymphocytes stimulated by H. pylori is a prerequisite 
for MALT lymphoma, H. pylori infection alone is not suf-
ficient to cause the malignant transformation of lymphocytes 
into lymphoma cells. H. pylori is found in more than 90% 
of patients with MALT lymphoma, yet most patients with 
H. pylori infection do not develop lymphoma. H. pylori also 
produces inflammation and reactive oxygen species (ROS) 
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that further increase genomic instability, which is essential 
for lymphomagenesis. In support of the theory of genomic 
instability in gastric MALT lymphoma, a balanced transloca-
tion t(11;18)(q21;q21) was reported in up to 50% of all cases 
of the disease.21 The translocation results in the production 
of fusion protein API/BIRC3-MALT1, which interacts with 
CARD11/CARMA1 to activate the critical pro-survival 
transcription factor NFκB.22 The translocation t(11;18) 
has been found to be mutually exclusive of other cytogenetic 
abnormalities, further suggesting its role as an important, if 
not the singular, driver for the development of MALT lym-
phoma.23 Importantly, the emergence of t(11;18) is associ-
ated with unfavorable clinical outcomes and resistance to 
antibiotics and chemotherapy in the treatment of gastric 
MALT lymphoma.24

In addition to its occurrence in the gastrointestinal 
tract, MALT lymphoma has been reported in the lung, ocu-
lar adnexa, salivary gland, and less commonly the skin and 
thyroid. MALT lymphoma in these sites often involves a 
different etiology. For example, Chlamydophila psittaci or 
Borrelia burgdorferi is thought to be responsible for MALT 
lymphoma of the ocular adnexa and skin, respectively, 
whereas inflammation caused by autoimmune disease is 
responsible for MALT lymphoma in the thyroid and sali-
vary gland. Cytogenetic abnormalities are well described for 
MALT lymphoma in these sites and include t(14;18) and 
t(1;14), which involve MALT1 and BCL10, respectively. 
Other genetic abnormalities in MALT lymphoma include 
t(3;14) involving IGH-FOP1, +3/3q, +18/18q, and −6q23, 
many of which target TNFAIP3 (A20), a negative regulator 
of NFkB, which is also mutated and silenced by methylation 
in subsets of MZL.25 The pathogenetic role of many of these 
genes and loci are poorly understood at present.

Splenic MZL is a less common entity of MZL and 
has been shown to be associated with hepatitis C infection  
(HCV) in some cases.26 In these cases, HCV glycoprotein E2 
inter acts with CD81 on B cells and causes activation of the BCR  
and its downstream signals.27,28 Similar to other etiologic fac-
tors in MZL, HCV is required for the initiation and mainte-
nance of the malignant phenotype of MZL, but not sufficient 
to cause malignant transformation of memory B cells in the 
marginal zone. This is evident from the fact that most patients 
with HCV do not develop splenic MZL. Furthermore, the 
majority of patients with splenic MZL are not associated with 
HCV. Clearly, genetic and epigenetic alterations are required 
for the development of splenic MZL. Although t(11;18) is 
not associated with splenic MZL, cytogenetic abnormalities 
are very common in splenic MZL, including partial trisomy of 
3q, gain of 12q, and deletion or translocation of 7q32.21,29 Fur-
thermore, recent studies have demonstrated that deregulation 
of the NFκB pathway is frequently observed in splenic MZL. 
For example, mutations and copy number abnormalities of 

NFκB genes have been shown to occur in 36 (36%) of 101 
splenic MZLs in one series; in another series, inactivat-
ing mutations were found in the NFκB negative regulator 
A20 (6/46 = 13%), and activating mutations were found in 
MYD88 (6/46 = 13%) and CARD11 (3/34 = 8.8%). Inter-
estingly, these mutations are largely mutually exclusive of each 
other, suggesting that they may play vital roles in the patho-
genesis of splenic MZL. Mutations in NOTCH2, a gene 
required for marginal-zone B-cell development, is a recurrent 
genetic lesion in splenic MZL, accounting for approximately 
20% to 25% of cases.30 Importantly, NOTCH2 mutations are 
restricted to splenic MZL but not other indolent B-cell lym-
phoproliferative disorders such as MALT lymphoma.31 These 
mutations are predicted to cause impaired degradation of the 
NOTCH2 protein or may result in a gain of function of the 
truncated NOTCH2 in splenic MZL. The 7q deletion men-
tioned earlier was investigated recently using a combination 
of high-resolution array comparative genomic hybridization 
and integrated transcriptomic analysis. No single gene from 
these analyses could be identified as a potential driving event 
for splenic MZL with del7q.32 Rather, a number of genes and 
microRNA species were found to be downregulated, some 
attributed to promoter hypermethylation. Another study of 
the 7q deletion arrived at a similar conclusion and was able to 
find nucleotide changes in IRF5 in two of the patients, result-
ing in fourfold downregulation of the IRF5 gene in lympho-
mas with 7q32 deletion versus deleted tumors.33 Importantly, 
ectopic expression of IRF5 in marginal-zone lymphoma cells 
decreased proliferation and increased apoptosis in vitro, and 
impaired lymphoma development in  vivo, suggesting that 
IRF5 may be a haploinsufficient tumor suppressor in this 
lymphoma entity.

Another layer of complexity in the pathogenesis of 
splenic MZL was revealed by the discovery of frequent 
microRNA dysregulation.34 When compared to reactive 
lymphoid hyperplasia and other lymphoproliferative dis-
eases, splenic MZL is found to have distinct expression of 
miRNAs, including highly overexpressed miR-155 and 
miR-34a, and repressed expression of miR-377 and miR-
145, which are candidate diagnostic tools for splenic MZL.

Nodal MZL is a rare entity of MZL and is also asso-
ciated with HCV infection, though probably to a lesser 
degree than splenic MZL. No characteristic transloca-
tions or chromosome imbalances, such as the t(11;18) in 
MALT lymphoma and del7q in splenic MZL, have been 
described in nodal MZL. Only a few cytogenetic alterations 
of NMZL have been reported, including trisomy 3 in 50% 
to 70% of cases, none with a clearly established role in either 
the diagnosis or pathogenesis of nodal MZL. Recent studies 
by Arribas and colleagues demonstrated that nodal MZL is 
characterized by upregulation of the IL6 and IL2 cytokine 
pathways and CD40 signaling, which are involved in B-cell 
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survival.35 Some of the highly expressed genes include SYK, 
which is involved in BCR signaling, and TAC1, which is 
involved in activating NFκB. In the molecular signature of 
nodal MZL, a large number of overexpressed genes were 
associated with the NFκB signaling pathway, such as CD74, 
CD81, CD82, RELA, and TRAF4, reaffirming the central 
role of NFκB as a converging point for the proliferation 
and survival of MZL cells. Interestingly, some microRNA 
species known to be involved in memory B-cell develop-
ment, including, for example, miR-221, miR-223, and let-7f, 
were overexpressed, suggesting their potential utility in the 
diagnosis of nodal MZL.

Our increased understanding of the biology of MZL 
in the past decade has already changed how we manage 
these patients. Because the infectious agents have been 
found to be required to initiate and maintain the malignant 
phenotype of some MZL subtypes, antimicrobial treatment 
has become a highly successful strategy in many patients. 
The majority of patients with H. pylori–associated MALT 
lymphoma can be cured with antibiotics that eliminate the 
bacterium, thus sparing a large number of patients more 
aggressive and expensive treatments.36 Treatment of HCV 
and C. psittaci are effective strategies to manage patients 
with splenic MZL and MALT lymphoma of the ocular 
adnexa. The discovery of antigen stimulation and the cen-
tral role of the BCR and NFκB signaling in MZL certainly 
supports the rationale to explore inhibitors of these path-
ways with Syk and BTK inhibitors, and even proteasome 
inhibitors. Targeting NOTCH2, which has been studied 
predominantly in ALL, could also be an effective strategy in 
the treatment of splenic MZL.

In contrast to MZL, CLL/SLL are diseases with clearly 
identified cytogenetic aberrations that have been shown to 
correlate with prognosis and survival. The clonal popula-
tion of B lymphocytes that characterize CLL express CD19, 
CD5, and CD23, with often dim expression of CD20. In 
addition, these cells typically exhibit reduced levels of surface 
immunoglobulin. Collectively, this features are the hallmark 
of mature and activated B lymphocytes.37 As with many of 
the other lymphoid malignancies, as our understanding of 
the pathogenesis of these diseases evolves, our appreciation 
of their heterogeneity has broadened. This heterogeneity 
seen in CLL can be characterized at numerous levels, includ-
ing the status of mutation of the V genes, the expression of 
CD38, ZAP-70, and other discrete cytogenetic lesions.

For example, CLL cases can be subdivided on the basis 
of mutations in the V genes, based on the direct compari-
son of the DNA sequence of germline V genes with the V 
genes in the CLL cells.38 CLL cases can then be classified 
as mutated (that is, they exhibit a more than 2% difference 
from the germline sequence) or unmutated. Expression 
of ZAP-70, a protein that is normally expressed near the 

surface of T cells known to play a role in signaling through 
the TCR, has also been shown to be an independent prog-
nostic factor.39-41 In CLL it has been found to be profoundly 
prognostic. Patients who are ZAP 70− have been shown 
to have a median survival of 8 years, compared to patients 
who are ZAP-70+, who have a median survival of approxi-
mately 25 years. Collectively, these factors have been used 
to risk stratify patients with CLL, such that those patients 
with B-CLL clones having few to no V-gene mutations, or 
with CD38+ and ZAP-70+ B-CLL, have been found to have 
comparatively more aggressive, usually fatal disease. In con-
trast, those patients with mutated V-genes and/or little to 
no CD38 or ZAP-70 are typically considered to have a very 
indolent natural history.42

Recurring cytogenetic lesions have also been described 
and may be more valuable in risk stratifying patients with 
CLL, and ultimately in developing better tailored thera-
pies for the disease. One of the most common is deletion 
of 13q14.3, which occurs in more than 50% of cases over 
time.43 This region of the chromosome is thought to encode 
two miRNA genes.44 However, some of the highest risk 
cytogenetic lesions include deletions of 11q22-23, 17p13, 
and 6q21.45 Although the specific genes involved in these 
deletions remain to be precisely identified, loss of 17p13 is 
thought to be associated with loss of the tumor suppres-
sor p53 function, and deletion of 11q22-23 is thought to 
be associated with loss of the ataxia-telangiectasia mutated 
(ATM) gene. Specific treatment regimens for these discrete 
genetic subcategories of CLL are in development, and some 
principles may be emerging. First, patients with loss of 17p 
are thought to have a very poor prognosis and are typically 
very refractory to chemotherapy. Some anecdotes suggest 
that these patients may respond well to anti-CD52–based 
therapy (alemtuzumab), and it is thought that BTK inhibi-
tors might override this adverse prognostic feature. Simi-
larly, patients who have loss of the ATM function through 
deletion of 11q22-23 may benefit from the introduction of 
alkylating agents into the treatment program.

Pathogenesis of Mantle-Cell Lymphoma

Mantle-cell lymphoma (MCL) accounts for approximately 
6% of all cases of non-Hodgkin lymphoma, or about 3000 
cases per year in the United States.1 Only a decade ago, it 
was primarily thought to be one of the most challenging sub-
types of lymphoma to treat, carrying the incurable charac-
teristics of indolent lymphoma, and the unfavorable features 
of aggressive lymphoma. Over the past decade, treatment 
paradigms for the disease have changed rapidly, and so too 
has the natural history. These changes are attributed to a 
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number of observations: (1) the recognition that MCL is 
not one disease and, like DLBCL, is a very heterogeneous 
disease composed of more indolent and aggressive vari-
ants; (2) the finding that intensive induction chemotherapy 
regimens consolidated by ASCT used in the front line can 
consistently produce a response rate of 90% to 100% and 
produce prolonged progression-free survival compared to 
traditional R-CHOP–based chemotherapy regimens; and 
(3) the emergence of novel drugs affecting unique targets, 
such as proteasome inhibitors and immunomodulatory 
drugs, which have led to new opportunities to either comple-
ment existing treatment paradigms or manage relapsed or 
refractory disease without specific cytotoxic therapy. What 
has become painfully clear over the past several years, how-
ever, is that given the heterogeneity of the disease, certainly 
at a biologic level, failure to characterize future populations 
of patients with MCL on clinical study in this regard will 
lead to confounding of conclusions about future treatments.

The molecular hallmark of MCL is overexpression 
of cyclin D1.46 Although dysregulation of cyclin D1 has 
been recognized for some time, it has now become evident 
that MCL is a disease, possibly the prototypical disease, 
defined by gross cell cycle dysregulation. Cyclin D1 dys-
regulation is the pathognomonic chromosomal translocation  
t(11;14)(q13;q32) of the disease, which places cyclin D1 
downstream of the highly active IgH enhancer.47 Essen-
tial to the pathogenesis of the disease, the mRNA of cyclin 
D1 undergoes alternative splicing to produce two unique 
transcripts: cyclin D1a, which has been clearly shown to 
drive much of the cell cycle dysregulation; and cyclin D1b, 
whose expression is more variable and whose role is less well 
defined.48 Deletion or mutation of the cyclin D1a mRNA 
tail region produces a truncated version of cyclin D1a 
mRNA, which has been shown to be 6 to 10 times more 
stable than the wild-type full-length cyclin D1a mRNA.49 
In addition to the pivotal role the splice variants of cyclin D1 
mRNA play, microRNAs, specifically miRNA61, down-
regulate cyclin D1a, potentially modulating the cell cycle 
kinetics. The influence of miR61 can also be influenced by 
mutations in the tail region of the cyclin D1a mRNA in 
MCL, which can abrogate the miR61 binding site, allow-
ing for the marked overproduction of cyclin D1 protein.50 
In addition, a number of important translational events have 
been shown to regulate cyclin D1 level. Phosphorylation of 
cyclin D1 by GSK3β leads to polyubiquitination by the E3 
ligase FBX4, rendering it a substrate for the proteasome and 
proteolytic degradation.51 Inactivation of GSK3β would 
preempt cyclin D1 phosphorylation, which has been shown 
to occur in the setting where AKT is aberrantly activated,52 
whereas impaired proteolytic degradation of cyclin D1 can be 
prevented by mutation of the E3 ligase FBX4,53 resulting in 
reduced ubiquitination of the D1 protein. Collectively, these 

overlapping mechanisms of cyclin D1 regulation ensure high 
levels of cyclin D1 protein in MCL and, in select settings, 
can lead to marked impact on the cell cycle kinetics.

Although cyclin D1 levels are central in the patho-
genesis of MCL, it is by no means the only corrupted cell 
cycle pathway.54 Cyclin D1 normally interacts with CDK4/
CDK6 to facilitate cell cycle progression through the G1-S 
checkpoint.55 CDK4 is frequently overexpressed or ampli-
fied in MCL,56 which would further limit the checkpoint 
control. Conversely, impaired inhibition of cell cycle regu-
lation can play a major role in the disease, as evidenced 
by the fact that patients with MCL often have little to no 
accumulation of the CDK inhibitors p16 and p27.57 Loss 
of p16 influence has been shown in patients with MCL—
this tumor suppressor is deleted in about half of all MCL 
cases, and either mutated or silenced by promoter hyper-
methylation.58 Impaired cell cycle control due to loss of p27 
has been attributed to a number of mechanisms. The pro-
tein level of p27 in MCL is regulated by the ubiquitin pro-
teasome. The p27-specific F-box protein Skp2 is inducible 
and been shown to be overexpressed in some patients with 
MCL, in particular those with disease that is known to be 
more aggressive. Increased levels of Skp2 lead to more active 
ubiquitin ligases, which leads to more prompt and efficient 
ubiquitination of p27 and thus a theoretically shorter half-
life for the protein. This loss of cell cycle inhibition has been 
noted in patients with more aggressive forms of the disease.59 
This convergence of markedly dysregulated cell cycle control 
processes, involving both drivers and inhibitors of cell cycle  
kinetics, conspires to affect the proliferative rate of the disease 
and, as we now know, the risk stratification of select patient 
subpopulations.

The notion that the proliferative rate of the disease 
can be prognostic has now been confirmed at a number of 
levels. Patients with the truncated version of the mRNA 
of cyclin D1a, the stabler form, are known to have disease 
with a higher proliferative index49 and more aggressive his-
tologies, such as blastoid MCL.60 Remarkably, the median 
overall survival (OS) of MCL patients with the truncated 
cyclin D1a mRNA is only 1.38 years, compared to 3.28 years 
for patients with the full-length and unstable mRNA.49 The 
levels of the full-length mRNA transcript of cyclin D1a 
have been shown to positively correlate with the proliferation 
index as assayed by positive immunostaining of Ki-67. Ki-67 
is a nuclear protein found in all states of the cell cycle (G1, S, 
G2, and M), but is absent from resting cells (G0). Many cell 
cycle regulatory factors have been shown to correlate with the 
protein level of cyclin D1 on immunohistochemical staining, 
including the percentage of MCL cells with positive nuclear 
staining of the protein or the amount of nuclear staining of 
cyclin D1.60 Conversely, the expression of p27 is inversely 
associated with Ki-67, where high levels of p27 appear to be 
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associated with lower proliferative index and improved over-
all survival.57 These lines of data strongly support the con-
tention that MCL is a disease grossly characterized by cell 
cycle dysregulation, and that these features of the underlying 
disease biology can be highly prognostic.

Further confirming the significance of the prolifera-
tive index, several studies have shown that nuclear staining 
of Ki-67, and using a cutoff of 30%, predicted OS, where 
patients below and above the 30% cutoff experienced a 
median OS of 13 months and 45 months, respectively.61 
Using yet another approach, a group at the National Cancer 
Institute (NCI) employed GEP to characterize patients with 
MCL (Figure 29-5). Their profiling experience firmly estab-
lished that heterogeneity of the disease, which they used to 
define the proliferation signature of MCL. They discovered 
48 genes whose expression levels were highly correlated with 
survival in a statistically significant manner. Among those 48 
genes were a group of 20 genes that were variably expressed, 
though strongly correlated with cellular proliferation. They 
called the pattern of gene expression the “proliferation 

signature,” which could essentially stratify patients along 
a continuum from highly proliferative to less proliferative 
disease.62 Calculation of the average expression levels of 
these 20 genes in the proliferation signature allowed for 
the separation of the population into quartiles. The median 
OS of patients with the lowest expression of proliferation 
signature genes (quartile 1) was 6.71 years, whereas those 
with the highest expression (quartile 4) exhibited an OS of 
only 0.83 years. Surprisingly, cyclin D1 was not among the 
proliferation signature genes identified using the data gener-
ated from DNA microarrays, because the chip-based tech-
nology detected only the full-length mRNA of cyclin D1, 
which is unstable. Employing a reverse transcriptase (RT)-
PCR assay to differentiate the two species of the cyclin D1 
mRNA showed that patients with the truncated mRNA of 
cyclin D1 (3′ UTR low) demonstrated a higher expression 
level of cyclin D1, a higher expression of the 20 “proliferation 
signature” genes, and a substantially shorter OS, compared 
to patients with the full-length mRNA of cyclin D1 (i.e., 3′ 
UTR high).62 When RT-PCR was designed to detect only 
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Figure 29-5 Gene expression profiling of mantle-cell lymphoma cases reveals prognostic significance of the proliferation index Gene 
expression profiling of primary mantle-cell lymphoma cases has demonstrated that the most aggressive forms of the disease are associated with an 
enrichment of genes involved in cell proliferation, a higher proliferative index, and a poorer prognosis. Cases with a lower proliferative index have a better 
prognosis. Proliferation gene expression signature may predict survival in MCL. These authors established a molecular diagnosis of MCL based on gene 
expression that can distinguish the disease from other lymphoma types. Using this diagnostic tool, they were able to investigate gene expression pat-
terns in patient samples and evaluate whether there was a correlation with survival. In addition, they were able to investigate the genetic aberrations that 
are the basis of the pathobiology of MCL. This figure shows the proliferation signature average (PSA) for 92 samples from patients with MCL. The PSA is 
the average expression of the top 20 genes that were expressed most variably in MCL (i.e., the top third). To visualize the power of this as a predictive 
model, patients were ranked according to the expression of these “signature” genes in their tumors and then divided into four equal quartiles as shown. 
This analysis allows a suggested quantitative relationship between proliferation and survival. The Kaplan-Meier plots of overall survival of patients in 
each of these quartiles indicate that the proliferation signature can identify subgroups of patients with different survival times. Median survival times for 
each quartile were 6.71 years (1), 3.28 years (2), 2.31 years (3), and 0.83 years (4). Data from Rosenwald A et al. Cancer Cell. 2003;3:185-197.
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the coding region of cyclin D1 mRNA, which accounted 
for both the full-length and truncated mRNA, the levels of 
cyclin D1 were again shown to correlate with patient survival.

There is no question that the proliferative index of 
individual patients with MCL is prognostic. There is also 
no doubt that failing to characterize study populations with 
regard to this biologic parameter will lead to confound-
ing influences in our interpretation of clinical trial data. 
The prognostic impact of the proliferation index remains 
relatively significant irrespective of the therapy, as had been 
shown with rituximab,63 high-dose chemotherapy and stem 
cell transplant,64 and the proteasome inhibitor bortezomib.65 
Moving forward, it will be critical to determine if the prolif-
eration signature will prove useful in predicting responses 
to specific treatments, or even if it could be used to tailor 
treatment to a particular disease context. Although prognos-
ticating patients with MCL using DNA microarray-based 
gene expression profiling remains an experimental approach, 
RT-PCR–based measurement of the expression of prolif-
eration signature genes62 may be validated and practical in 
the near future.

Pathogenesis of Lymphomas Derived 
from Thymic B cells: Primary Mediastinal 
Large B-Cell Lymphoma, Hodgkin 
Lymphoma, and Gray Zone Lymphomas

Lymphomas arising in the anterior mediastinum have posed 
significant diagnostic and management challenges over the 
past several decades, especially given the overlapping biologic 
and clinical features of these diseases. Emerging molecular 
data have begun to demonstrate important differences in 
the molecular pathogenesis of these diseases, especially the 
cell of origin. Both bone marrow stroma and thymic stro-
mal cells express ligands and cytokines required for B-cell 
differentiation. Despite the shared roles marrow and thy-
mic stroma play in B-cell differentiation, B-cell develop-
ment in the thymus is very restricted. B-cell precursors 
are present in the thymus and are felt to be distinct from 
B-cell precursors in the bone marrow. Although the thymic 
microenvironment is the source of lymphopoietic factors 
that include interleukin-7 (IL-7), pro-B cells exposed to 
the thymic microenvironment are hyporesponsive to IL-7, 
whereas pro-B cells derived from the bone marrow are typi-
cally responsive. Thus, pro-B cells from the thymus accumu-
late at an early pro–B-cell stage of development, cycle less 
than their bone marrow counterparts, and fail to differen-
tiate efficiently.66 This difference in the microenvironment 
and its effects on the maturation of B cells may account for 
the unique features for lymphomas that arise from thymic  

B cells compared to lymphomas arising from the bone 
 marrow and other lymphoid tissue.

Based merely on histopathologic features, including the 
expression of CD20, primary mediastinal large B-cell lym-
phoma (PMBL) had always been considered a diffuse large 
B-cell lymphoma (DLBCL), at least until it was recognized 
as a discrete entity in the REAL Classification in 1994.67 
Despite the histopathologic similarities with DLBCL, it was 
becoming evident in the early 1980s that the clinical presen-
tation of PMBL and DLBCL, as well as the prognosis, was 
significantly different. Differences in the molecular patho-
genesis of these diseases became evident when differences 
in gene expression profiling demonstrated extensive overlap 
between PMBL and classical Hodgkin lymphoma–nodular 
sclerosing (cHL-NS)68 (Figure 29-6). Though unclear for 
years, it is now widely recognized that the Hodgkin–Reed 
Sternberg (HRS) cells are characterized by suppression of 
many components of the B-cell program, and they are inca-
pable of immunoglobulin secretion.69 Efforts to identify the 
differences between PMBL and other subtypes of B-cell 
lymphoma using gene expression profiling led to the sur-
prising observation that PMBL was strikingly similar to 
the profiles seen for cHL rather than for other subtypes of 
DLBCL. In a study by Rosenwald and colleagues, more than 
one third of the genes that were more highly expressed in 
PMBL compared to DLBCLs were also characteristically 
expressed in Hodgkin lymphoma cells.68 In this study, the 
PDL2 gene, which encodes a regulator of T-cell activation, 
was the gene that best discriminated PMBL from other 
DLBCLs. PDL2 was more highly expressed in PMBL and 
cHL and either not expressed or expressed to minor levels in 
DLBCL. The genomic loci for PDL2 and several neighbor-
ing genes were amplified in more than half of cases of PMBL  
and Hodgkin lymphoma and expressed to much lower levels in 
DLBCL. Collectively, these data gave credence to the obser-
vation that B-cell lymphomas derived from the thymus were 
a unique entity based on the shared pathogenetic features 
and likely clinical history. It also established that they were 
markedly different compared to those B-cell lymphomas 
derived from the bone marrow compartment.

Genetic studies of PMBL frequently demonstrate 
amplification of recurring regions on chromosome 9p and 
2p, which, interestingly, have also been described in cHL, 
and rarely in other subtypes of DLBCL.70 The 9p region 
encodes JAK2, a tyrosine kinase that phosphorylates and 
activates the transcription factor STAT6. SOCS1, which 
suppresses JAK signaling, is regularly deleted in both PMBL 
and cHL, contributing to further dysregulation of the JAK-
STAT pathway.71 Other genes thought to be involved at 9p 
include PDL1 and PDL2, whereas c-Rel may be involved 
at 2p. Like cHL, PMBL also has constitutively activated 
NFκB and loss of CIITA (MHC 2), which may help explain 
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the ability of these cells to evade immune surveillance.72 
Although PMBCL and cHL share a cell of origin in the 
form of the thymic B-cell, as well as molecular characteris-
tics, there are still important morphologic and immunophe-
notypic distinguishing features between these two diseases 
with significant clinical and treatment implications.

Another example of a thymic B-cell lymphoma, recog-
nized only in 2008 by the WHO Classification of Tumors of 
Hematopoietic and Lymphoid Tissues, is the entity known as 
gray zone lymphomas (GZL), now more widely referred to as 

B-cell lymphoma with features intermediate between diffuse 
large B-cell lymphoma and classical Hodgkin lymphoma.4 
GZL represents a mediastinal B-cell lymphoma that does not 
fulfill the morphologic and/or phenotypic criteria for PMBL 
or CHL, but instead represents a spectrum between these 
two entities.

Interphase FISH studies of GZL have demonstrated a 
number of recurring molecule lesions, including amplification 
of the REL/BCL11A locus, alterations affecting the JAK2/
PDL2 locus, and rearrangement of the CIITA (MHC2) 
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locus, as well as gains of MYC.73 Although the molecular 
signature of GZL has not been elucidated, a recent large-
scale methylation analysis of PMBL, CHL, and GZL has 
demonstrated a number of similarities in the methylation 
profile of these diseases, although GZL did exhibit its own 
unique profile distinct from PMBL and cHL.74 Importantly, 
GZL could be distinguished from cHL-NS and PMBL 
by differential methylation of selected CpG islands, and a 
class prediction model could be established to segregate the 
various entities. Thus, the global methylation profile of these 
entities may be useful not only to establish new diagnostic 
tools and clarify the pathogenesis of these lymphomas, but 
also to identify possible targets for future therapies.

While lymphomas of the thymic B-cell origin (cHL-
NS, GZL, and PMBL) are closely related diseases that share 
clinical and biologic characteristics, there remains a spectrum 
of heterogeneity.

As the field of medical oncology enters the molecu-
lar and targeted therapy era, the biology that connects this 
disease and sets some lymphomas apart from DLBCL can 
pave the way for new therapeutic platforms that optimize 
efficacy and limit toxicity. The elucidation of pathways and 
molecular targets that are unique to the thymic B-cell lym-
phoma group of disease gives credence to therapies targeting 
NFκB, Janus kinases ( JAK), programmed death-1 (PD-1), 
and epigenetic-based therapies.

Molecular Pathogenesis of the Peripheral 
T-Cell Lymphomas

The mature T-cell lymphomas, also referred to as peripheral 
T-cell lymphomas (PTCL), arise from thymic T cells or NK 
cells. These diseases are associated with often diverse pre-
sentation, arising in either the nodal or extranodal compart-
ments.4 Molecular and genetic characterization of PTCLs 
has lagged well behind that of B-cell non-Hodgkin lym-
phomas—in part because of their rarity and the relatively 
specific morphologic and immunophenotypic features of 
these neoplasms, which has precluded reliable identification 
of the cell of origin and classification into distinct disease 
subtypes.

Studies using conventional cytogenetic analysis over 
the past two decades have revealed only limited, disease-
specific, recurrent karyotypic abnormalities.75 CGH studies 
have helped delineate genetic differences, as well as similari-
ties, between different subtypes of PTCL.76 Gene expression 
profile analyses are providing insights into cell-intrinsic and 
microenvironment-related pathogenetic features in disease 
subsets,77 as well as genetic signatures associated with clinical 
outcomes.77 Higher resolution genetic analyses, specifically 

exome and genome sequencing using next-generation tech-
niques, might help refine diagnostic categories and provide 
prognostic and therapeutically actionable information.

Recent advances in immunophenotypic analysis and 
systematic clinical characterization of large series of PTCL 
have led to the recognition of more than 22 different defined 
or provisional clinicopathologic subtypes of T-cell lymphoma 
that are distributed among four different subcategories in the 
present WHO classification (2008).4 Molecular and genetic 
aspects of disease pathogenesis of some of the more common 
and better defined subtypes of PTCL are described here.

Anaplastic Large-Cell Lymphoma (ALCL)

Two different types of ALCLs are presently recognized, 
including ALK+ ALCL and ALK− ALCL, the former asso-
ciated with a superior outcome relative to ALK− ALCL. 
Although these entities share similar morphologic and 
immunophenotypic features, there are a number of key 
differences in their biologic and clinical characteristics. 
ALK+ ALCL is characterized by the chromosome translo-
cation t(2;5)(p23;q35) in 55% to 85% of systemic ALCL, or 
variant translocations involving ALK and other partner genes 
in a minority of cases.78,79 The translocation t(2;5)(p23;q35) 
results in a fusion protein, nucleophosmin (NPM)/ALK 
(NPM-ALK), which leads to the constitutive activation 
of the ALK tyrosine kinase and alterations in multiple 
signaling pathways, including the Janus kinase 3 ( JAK3)/
signal transducer and activator of transcription (STAT3), 
phosphatidylinositol 3-kinase (PI3-kinase)/protein kinase 
(AKT)/mammalian target of rapamycin (mTOR), and the 
phospholipase C-γ (PLC-γ) mediated RAS-extracellular 
signal–regulated kinase (ERK) pathways.78 Activation of 
Notch1 signaling by its ligand Jagged1, which is expressed 
on neoplastic and neoplastic cells, has also been proposed to 
play a role in the pathogenesis of ALK+ ALCL.80 Secondary 
MYC translocations have been reported in some cases with 
an aggressive behavior.81

It is unclear at present whether ALK+ ALCL origi-
nates from cytotoxic T cells or acquires a cytotoxic phe-
notype, but studies have reported activation of a Th17 
differentiation program in this disease.77 Molecular altera-
tions in signaling pathways as a consequence of the variant 
translocations are not adequately understood, but similari-
ties and differences in gene expression profiles with NPM-
ALK have been described.82 Differences in gene expression 
profiles between certain morphologic subtypes of ALK+ 
ALCL have also been reported,83 but array CGH analysis of 
NPM-ALK and variant ALK translocations associated with 
ALCL have revealed similar recurrent secondary genetic 
abnormalities.76
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The cell of origin of ALK− ALCL is also not known 
at present. Array CGH analysis of ALK+ and ALK− ALCL 
has highlighted differences in secondary genetic aberrations 
between the two subtypes,76 and differential expression of 
microRNAs has also been reported.84 Comparative gene 
expression analysis of ALK+ and ALK− ALCL has revealed 
deregulation of common kinase signaling cascades and 
regulators of apoptosis, as well as differences between these 
subtypes, such as alterations in cell cycle regulators, signal 
transduction proteins, and various transcription factors.85 
ALK+ ALCL shows overexpression of genes implicated in 
immune or inflammatory responses, regulation of NFκB 
signaling, and lymphocyte migration and adhesion, whereas 
ALK− ALCL exhibits overexpression of genes involved in 
certain cytokine signaling pathways.83 Analysis of ALK− 
ALCL using next-generation massively parallel sequenc-
ing has revealed a recurrent balanced translocation t(6;7)
(p25.3;q32.3), leading to the juxtaposition of the DUSP22 
phosphatase gene with the fragile site FRA7H, which 
results in the downregulation of DUSP22 and upregula-
tion of MIR29 microRNAs located on 7q32.3.86 This 
translocation was observed in 45% of ALK− ALCLs with 
6p25.3 rearrangements and in both systemic and cutaneous 
forms of ALK− ALCL. The biologic consequence of this 
translocation awaits further investigation.

Peripheral T-Cell Lymphoma Not  
Otherwise Specified

PTCL-NOS is the most common subtype of PTCL, 
accounting for up to 25% of all PTCL occurring worldwide. 
It is a clinically heterogeneous entity, potentially comprising 
different PTCL subtypes at different stages of disease evolu-
tion. Comparison of PTCL-NOS expression profiles with 
those of purified T-cell subsets has suggested a relationship 
between PTCL-NOS subtypes with either activated CD4+ 
or CD8+ T cells,87 and cases exhibiting a gene expression 
profile similar to cytotoxic T cells have been shown to have 
inferior survival.77 PTCL-NOS lacks specific, recurrent 
cytogenetic abnormalities, but complex cytogenetic aberra-
tions have been associated with a poor prognosis in PTCL-
NOS.75 Recently, the translocation t(5:9)(q33:32) was 
reported in 17% of PTCL-NOS, which results in the fusion 
of the IL-2 inducible T-cell kinase (ITK) gene with the spleen 
tyrosine kinase (SYK) gene.88 Transgenic mice expressing 
the ITK-SYK fusion transcript develop T-cell lymphomas 
mimicking the human disease.89,90 Overexpression of Syk 
tyrosine kinase and Syk phosphorylation, in the absence of 
SYK translocations, has also been observed in PTCL.86

Based on the expression levels of the NFκB path-
way genes, PTCL-NOS can be segregated into two groups 

showing differences in survival.91 The differential expression 
of a set of proliferation and cell cycle–associated genes, includ-
ing CCNA, CCNB, TOP2A, and PCNA, has been shown 
to predict prognosis.92 PTCL-NOS shows deregulation of 
pathways controlling apoptosis, cell proliferation, adhesion, 
matrix remodeling, and chemoresistance, and upregulation 
of platelet-derived growth factor receptor alpha has been 
observed in many cases.87

Distinguishing PTCL-NOS from ALK− ALCL can 
be difficult using current cytomorphologic and immunophe-
notypic criteria. This is mirrored at the chromosomal and 
genetic level. Early gene expression profiling studies were 
unable to distinguish PTCL-NOS from other PTCL sub-
types.91 However, analysis restricted to nodal PTCL allowed 
discrimination between PTCL-NOS and other PTCL sub-
types and further subclassification based on alterations of 
different biologic processes or signaling pathways.9 Refined, 
supervised gene expression profile analysis can provide a 
signature allowing distinction between PTCL-NOS and 
ALK− ALCL; however, the pathogenetic significance of 
the involved genes and pathways is not yet clear.94 Recently 
a model comprising three genes, TNFRSF8, BATF3, and 
TMOD1, obtained from a meta-analysis of the transcrip-
tional profiles of a large series of PTCL, was shown to 
distinguish ALK− ALCL from PTCL-NOS.95 Future 
studies might illuminate the biologic basis of this observa-
tion. PTCL-NOS and ALK− ALCL also share karyotypic 
abnormalities, including gains of chromosomes 1q and 3p 
and losses on chromosome 6q, although the loci on 6q have 
been shown to differ.75 CGH analysis has shown overlapping 
aberrations, including 6q and 13q losses, as well as subtype-
specific abnormalities.96 Recurrent chromosome gains of 7q 
that target cyclin-dependent kinase 697 and 8q involving the 
MYC locus98 have been reported in PTCL-NOS. A recent 
genome-wide NGS analysis of PTCL led to the identifica-
tion of recurrent translocations involving p53-related genes, 
including rearrangements of the TP63 gene with TBL1XR1 
and ATXN1 genes.99 These gene fusions encode proteins 
that inhibit the p53 pathway and are associated with adverse 
clinical outcomes. Screening a large series of cases for TP63 
rearrangements by FISH showed similar frequencies in 
PTCL-NOS (9.4%), ALK− ALCL (12.5%), and primary 
cutaneous ALCL (10.5%).

Angioimmunoblastic T-Cell Lymphoma

AITL is thought to derive from T-follicular helper (TFH) 
cells based on phenotypic features and overexpression of 
genes characteristic of normal TFH cells (CXCL13, BCL6, 
PD-1, CD40LG, and NFATC1).100,101 Microenvironmental 
factors and signals orchestrating tumor-stroma cross talk are 
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thought to play a role in AITL pathogenesis. Recent stud-
ies, however, have also demonstrated a TFH phenotype for a 
subset of PTCL-NOS.102 This might be one of the explana-
tions for the inability of gene expression profiling to segregate 
AITL from subsets of PTCL-NOS in some instances.87 
Gains of chromosomes 3q, 5q, and 21 have been described 
as recurrent alterations in AITL, although the genes affected 
by these changes are not known.75 Studies from transgenic 
mouse models and genome sequencing studies have begun 
to provide insights into AITL pathogenesis and its relation-
ship with other types of PTCL. Mice engineered to disrupt 
the function of the Tet2 gene showed an increase in T-cell 
progenitors and developed T-cell lymphomas. On sequenc-
ing human lymphoma specimens, heterozygous insertions 
and deletions of Tet2 were detected in 33% of AITL and 
smaller subsets of other PTCLs.103 Analysis of a large cohort 
of PTCL revealed a higher frequency of Tet2 mutations in 
AITL (47%) and PTCL-NOS (38%) and an association 
with adverse clinical features.104 Of interest, PTCL-NOS 
expressing TFH markers, despite showing or lacking a 
histopathologic resemblance to AITL, demonstrated a sig-
nificantly higher frequency of Tet2 mutations. Furthermore, 
DNMT3A mutations occur in a high frequency (73%) of 
cases harboring TET2, including PTCL-NOS and AITL, 
suggesting oncogenic cooperation between pathways regulated 
by TET2 and DNMT3A such as cytosine methylation and 
demethylation processes in PTCL.105 Recently, heterozy-
gous IDH2 mutations, mostly resulting in an R172 substi-
tution, have been described in 20% to 45% of AITL.106 The 
prognostic implications of this mutation, if any, are unclear 
at present. It also remains to be seen whether this mutation 
is specific for AITL or other subtypes of PTCL derived 
from TFH cells. Overall, these studies indicate an important 
contribution of epigenetic alterations in the pathogenesis of 
AITL and at least a subset of PTCL-NOS.

Translating Molecular Pathogenesis into 
Novel Treatment Platforms

One of the many objectives for improving our understand-
ing of the molecular basis of any disease is ultimately to 
use that information to treat disease in a more biologically 
rational manner. The explosion of detailed mechanistic stud-
ies into the pathogenesis of lymphoma has begun to create 
new opportunities for therapeutic intervention. Although we 
could point to many studies in various stages of development, 
the focus here is on one in ABC-DLBCL.

As discussed earlier, the emergence of new small 
molecules targeting BTK has provided an immediate 
opportunity to treat B-cell lymphomas at a fundamental 
level. Enrichment for dysregulated BCR signaling in ABC-
DLBCL offers an opportunity to improve the outcome of 
a subset of DLBCL associated with an inferior prognosis. 
The recent development of the BTK inhibitor ibrutinib has 
been shown to completely block BCR signaling and induce 
apoptosis. Ibrutinib forms a bond with cysteine-148 in 
BTK, inhibiting the kinase with an IC50 of 0.5 nM, and 
with a relatively high degree of specificity. In a recent study 
reported by the NCI, 49 patients with relapsed or refrac-
tory DLBCL derived from the GC (n = 20) or ABC origin 
(n = 29) were treated with ibrutinib at the maximum toler-
ated dose. These patients were overall very heavily treated, 
with a median of three to four prior therapies, with a sub-
stantial number having refractory disease. With the cave-
ats of a small unrandomized study, the overall response 
rates were 41% among those patients with ABC DLBCL 
(12 of 29 responding), compared to 5% (1 of 20) among 
those patients with GC-DLBCL. In addition, although no 
complete remissions were seen in the GC group, 17% of the 
responses seen in the ABC subtype were complete remis-
sions. When the response in the ABC group was character-
ized as a function of CD70b and MYD88 mutation, the 
response rates seen among patients with mutant CD79b, 
wild-type CD79b, and mutant 79b/MYD88 were 71% (5 
of 7), 34% (10 of 29), and 80% (4 of 5), further supporting 
the idea that drugs targeting specific pathways known to be 
dysregulated in a particular biologic subset of disease may 
be able to help overcome some of the adverse prognostic 
features of that disease.

Future Directions

Our rapidly evolving understanding of lymphoma at the 
molecular level has afforded new opportunities to better risk 
stratify patients, which will likely lead to more reasonable 
tailoring of treatment, and has firmly created the opportu-
nity to more precisely treat these diseases with respect to 
their underlying biologic basis. At present, small molecules 
targeting BCR signaling mechanisms, PI3-kinase, Bcl-2 
family members, and a host of monoclonal antibodies and 
antibody drug conjugates offer the potential to tailor the use 
of these small molecules with complementing current treat-
ment paradigms, or creating new ones with less of an empha-
sis on specific cytotoxic therapy.
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Multiple myeloma (MM) is a hematological cancer charac-
terized by the accumulation of neoplastic plasma cells in the 
bone marrow associated with elevated serum and/or urine 
monoclonal paraprotein levels. During the course of the 
disease, patients with MM usually suffer debilitating clini-
cal manifestations linked, directly or indirectly, to the accu-
mulation of tumor plasma cells, including lytic bone lesions, 
anemia, immunodeficiency, and renal function impairment. 
MM accounts for more than 10% of all hematological malig-
nancies, representing the second most frequent blood cancer 
in the United States after non-Hodgkin lymphoma.1-4 MM 
is almost always preceded by a condition termed monoclonal 
gammopathy of undetermined significance (MGUS),5,6 defined 
by the presence in the serum of a monoclonal paraprotein 
below 30 g/L, an accumulation of less than 10% plasma cells 
in the bone marrow, in the absence of clinical manifestations. 
MGUS is present in 1% of adults over age of 25 and evolves 
toward malignant MM at a rate of 0.5-3% per year.7,8

In the past few years, the use of more intense bone mar-
row transplant treatment regimens and, most importantly, 
the introduction in the clinic of novel therapeutic compounds 
such as thalidomide, the immunoregulatory drug lenalido-
mide (Revlimid), and the proteasome inhibitor bortezomib 
have considerably improved the outlook for MM patients, 
leading to a median overall survival above 10 years for more 
than 30% of patients.4 As described herein, the ongoing com-
prehensive analysis of the genetic lesions affecting tumor cells 
and the growing awareness of the essential role exerted by 
the surrounding microenvironment in feeding and sustain-
ing tumor growth is providing novel stratification tools and 
therapeutic opportunities that will likely further improve the 
patient outcome while reducing drug-related toxicity.

The Role of Tumor Genetics and the 
Microenvironment in the Pathogenesis  
of Multiple Myeloma

Overview of the Genetic Lesions Present  
in Multiple Myeloma

Unlike other hematological cancers such as leukemias and 
lymphomas that present a relatively unscathed karyotype, 

the MM genome is thoroughly reshuffled, more similarly 
in this regard to cancers of epithelial origin. Indeed, a wide 
array of genetic lesions have been described in MM, which 
include chromosome gains or losses, Ig-related chromo-
somal translocations, gains or losses of small chromosomal 
segments, and finally genetic and epigenetic modifications 
affecting single genes.

Amid this complexity, however, a classification frame-
work has emerged, with important prognostic and predictive 
implications9-14 (Figure 30-1). A first major distinction exists 
between hyperdiploid (HD) and nonhyperdiploid (NHD) 
MM. Approximately half of patients present a hyperdip-
loid karyotype (number of chromosomes ranging from 48 
to 74) with concomitant gains of several odd chromosomes 
such as 3, 5, 7, 9, 11, 15, 19, or 21, in various combinations. 
The mechanism leading to this peculiar pattern is still unex-
plained and has no similarities in any other tumor—with the 
possible exception of a subgroup of acute lymphoblastic leu-
kemia (ALL) patients, who present with concomitant gains 
of even chromosomes.15 The remaining patients belong to 
the NHD group, which includes cases with hypodiploid, 
pseudodiploid, near-diploid, or tetraploid karyotypes.13 
Importantly, already at the MGUS stage patients present 
either an HD or an NHD karyotype,16 which is maintained 
during the progression of the disease.17

Alongside chromosomal gains and losses, MM pres-
ents specific chromosomal translocations, so-called primary 
translocations, as they are again present from the MGUS 
phase.12,18 These translocations involve the immunoglobulin 
H (IgH) locus (at 14q32.3)19 and less frequently the IgL locus 
(2p12, kappa or 22q11, lambda)20 and juxtapose strong Ig 
enhancers to various genes, resulting in their increased expres-
sion.18 These rearrangements are generally mutually exclusive, 
although in 5% of MGUS and 25% of advanced MM cases, 
two independent translocations can be found in the same 
patient.9 These primary translocations are for the most part 
confined to the NHD group.21 In summary, MM patients are 
classified into two major groups, HD and NHD, and within 
the NHD further divided into subgroups based on the pres-
ence of specific, primary chromosomal translocations.

Over this general framework, additional genetic or 
epigenetic modifications are present in the MM genome, at 
times linked to specific patient subgroups or endowed with 
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prognostic relevance. These lesions affect chromosomal 
regions (e.g., the short and long arm of chromosome 1, chro-
mosome 13, or the short arm of chromosome 17, where the 
tumor suppressor TP53 is located), or single genes, such as 
mutations of members of the RAS or NFκB family, or dysreg-
ulated expression or chromosomal rearrangements affecting 
c-MYC. Focal, recurrent copy number aberrations (CNAs) 
have also been reported, in both cell lines and primary MM 
tumors, often involving regions harboring established cancer 
genes.10, 22-25 For example, deletions affecting well-known 
or putative tumor suppressor genes such as TP53, UTX, 
FAM46C, and the NFκB family members BIRC2, BIRC3, 
and CYLD, or focal amplifications of areas including onco-
genes such as MYC, HGF, MCL1, and IL6R, have been 
reported. Finally, recent next-generation sequencing efforts 
have identified a wealth of novel somatic mutations involving 
genes whose role in MM is not yet stringently validated.

Chromosomal Translocations in  
Multiple Myeloma

Chromosomal translocations in B-cell tumors including 
MM do not give raise to fusion chimeric proteins, but usually 
lead to the dysregulated expression of oncogenes through the 
juxtaposition of their promoters with Ig regulatory elements, 
via the B-cell–specific mechanisms of switch recombina-
tion and somatic hypermutation.12,18 The primary translo-
cations most frequently identified in MM patients include 
t(11;14)(q13;q32), which dysregulates the expression of the 

cyclin D1 gene,26 with an incidence of approximately 15% in 
MGUS27,28 and in MM.29,30 Another translocation, t(6;14)
(p21;q32), induces the dysregulation of cyclin D3 in 2% to 
3% of MM patients.31 t(4;14) is detected in approximately 
15% of patients32 and presents peculiar features. As a result 
of the translocation, the enhancers Eμ (at the 5′) and Eα (3′) 
are separated and dysregulate the expression of the juxta-
posed genes on both derivative chromosomes, at der(4) and 
der(14). Hence, on der(14), the 3′ Eα enhancer increases the 
expression of the receptor tyrosine kinase fibroblast growth 
factor receptor 3 (FGFR3) gene. On der(4), the 5′ Eμ 
enhancer drives the expression of the histone methyltransfer-
ase Wolf-Hirschhorn syndrome candidate 1 gene (WHSC1, 
also called Multiple Myeloma Set Domain [MMSET]). 
MMSET is almost always upregulated in t(4;14) patients,33 
whereas FGFR3 is not overexpressed in 25% of these patients, 
suggesting that MMSET represents the main oncogenic 
culprit of t(4;14) and not FGFR3. Of note, approximately 
10% of t(4;14) patients develop activating mutations on 
FGFR3.34,35 Finally, the t(14;16)(q32.3;q23) is present in 
approximately 5% to 10% of MM patients and12,36 induces 
overexpression of the oncogene MAF,37 whereas the (14;20)
(q32;q11) has been reported in 2% to 5% of MM cases and 
affects the family member MAFB.12,38

Mutated Genes in Multiple Myeloma

A recent next-generation sequencing (NGS) effort has led 
to the identification of novel somatic mutations in MM.39 

Figure 30-1 An outline of the main factors 
leading from multiple myeloma (MM) to 
monoclonal gammopathy of undetermined 
significance (MGUS); the distinction between 
HD and NHD MM; and finally additional 
frequent aberrations reported in MGUS and 
MM patients.
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This survey has identified on average 35 amino acid–alter-
ing point mutations and 21 chromosomal rearrangements 
per sample, a level of genomic rearrangements again more 
in line with the degree of mutation rate seen in epithelial 
cancers such as melanoma and lung carcinomas than in 
hematological cancers.40 In addition, as in other blood and 
epithelial cancers, genes in MM are often mutated at low 
frequency, suggesting a remarkable and somehow discon-
certing intertumor heterogeneity.40 In fact, in MM, only 10 
genes were recurrently mutated.39 The list included genes 
where mutations have already been described in MM, such 
as NRAS (23%), KRAS (26%), and TP53 (8%). Intrigu-
ingly mutations were reported also in cyclin D1 (CCND1; 
5%), indicating that not only is it frequently translocated 
and its expression often dysregulated in MM, but it is also 
mutated (see also later discussion). The remaining six genes 
include FAM46C (13%), which is also focally deleted; DIS3 
(10%); PNRC1 (5%); ALOX12B (8%); HLA-A (5%); and 
MAGED1 (5%). Mutations affecting these genes have not 
been previously identified in cancer and reveal novel path-
ways potentially involved in MM pathogenesis. In particular, 
two of these genes, DIS3 and FAM46C, are thought to be 
involved in RNA metabolism and protein homeostasis.

As in other cancers,41 however, mutations affecting 
specific genes in MM are in most cases rare; such mutated 
genes tend to coalesce into specific pathways. In the case of 
MM, four pathways were significantly enriched in somatic 
mutations. Confirming previous results,42,43 genes belong-
ing to the NFκB pathway were frequently mutated. Also, 
frequent mutations affecting histone-modifying genes such 
as MLL, MLL2, MLL3, UTX, MMSET, and WHSC1L1 
were reported. Mutations affecting the same nucleotide were 
also found in the IRF4 transcription factor and in its target, 
PRMD1, confirming previous functional data reporting a 
prominent role of IRF4 for MM survival.44 Surprisingly, a 
significant enrichment in five genes involved in blood coagu-
lation was identified in MM patients. Although a role for 
this pathway in MM is unknown, thrombin and fibrin have 
been shown to serve as mitogens in other cell types and have 
been implicated in metastasis.

Prognostic Implications of Genetic Lesions

Extensive studies in the past 15 years have identified a link 
between specific genetic lesions and prognosis. HD patients 
present a better prognosis when compared with NHD 
MM.21, 45-47 However, if HD patients acquire chromosome 
13 loss and/or gains in the long arm of chromosome 1, patient 
overall survival worsens considerably.10, 48, 49 Other acquired 
genetic lesions in HD have been linked to poor prognosis in 
this group—for example, IgH translocations, especially those 

involving unknown partners.50 Finally, HD patients could 
evolve toward a pattern characterized by expression of genes 
associated with high proliferation and poor prognosis.11

As for NHD patients, the prognostic outlook varies 
widely depending on the chromosomal translocation pres-
ent. Overall, patients with cyclin D translocations tend to 
present a better prognosis than NHD patients with t(4;14), 
t(14;16), and t(14;20).

Gains/amplifications of 1q are associated with t(4;14), 
t(14;16), and possibly chromosome 13 deletion,10,51 and in 
general with more proliferative disease states.52 Several stud-
ies have proposed an association between gains/amplifica-
tion of this region and poor prognosis, based on cytogenetic 
analysis,53 fluorescence in situ hybridization (FISH),38 and 
expression profiling,52 as well as aCGH.10 Importantly, Zhan 
and colleagues have shown that among a list of 70 genes 
linked to early disease-related death, there was an enrich-
ment for overexpressed genes mapping to chromosome 1q.54

Hemizygous deletions of chromosome 13 are pres-
ent in MGUS and MM with a similar overall incidence of 
around 50%.28,55-58 Given the strong correlation between 
the presence of 13 loss and other genetic lesions,30,59 includ-
ing t(4;14), t(14;16), and NHD, its role as an independent 
prognostic factor has been questioned.28,30,46,56,57,60-64

Finally, aCGH analysis has identified focal regions 
associated with poor survival containing amplifications 
on chromosome 8 (involving MYC) and deletion on ch17 
(including TP53)— genetic events that have been previously 
linked to poor prognosis in MM.

It should be emphasized, however, that the significance 
of any prognostic marker relies heavily on the treatment regi-
men. In fact, most of the studies just mentioned assessing 
the prognostic relevance of genetic lesions included patients 
treated with high-dose chemotherapy followed by bone mar-
row transplant. A reassessment of the significance of these 
prognostic and predictive factors is ongoing, in light of the 
introduction of novel drugs for patient treatment. For exam-
ple, several of the most well-established genetic prognostic 
markers failed to show any correlation with prognosis in 
patients treated with the proteasome inhibitor bortezomib.65

The Microenvironment in Multiple Myeloma

Blood cancers develop in secondary lymphoid organs and in 
the bone marrow (BM). For several acute hematological can-
cers, such as Burkitt’s lymphoma, the genetic lesions underly-
ing these tumor cells are sufficient to promote tumorigenesis; 
the role of the microenvironment is for the most part mar-
ginal. In contrast, mature B-cell malignancies including MM 
rely heavily on their milieu for their growth and survival66-68 
(Figure 30-2). Indeed, MM cells twist to their advantage 
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the physiological mechanisms underlying healthy plasma 
cell homing to the bone marrow and the pathways sup-
porting long-lived plasma cells. MM plasma cells establish 
tight interactions with essentially all the BM components. 
The severance of these ties has become an essential thera-
peutic tool. Indeed, the main mechanism of action of the 
novel drugs recently introduced into the clinic (thalidomide, 
lenalidomide, and bortezomib) is their impact on the inter-
actions between MM cells and their cellular counterpart.

The BM microenvironment includes an extracellular 
matrix (collagen, laminin, fibronectin, and osteopontin) and 
a rich cellular component. The cellular BM compartment 
consists of hematopoietic and mesenchymal progenitor and 
precursor cells, including hematopoietic stem cells (HSCs); 
BM-derived circulating endothelial precursors (CEPs) and 
endothelial cells (BMECs); immune cells (dendritic cells, 
various populations belonging to the B and T lymphocytes, 
NKT and NK cells, monocytes, and macrophages); erythro-
cytes; megakaryocytes and platelets; and nonhematopoietic 
cells, including an ill-defined group of cells labeled fibro-
blasts/bone marrow stromal cells (BMSCs). Also included 
are cells involved in bone homeostasis, such as chondroclasts, 
osteoclasts (OCs), and osteoblasts (OBs).

MM cells interact with BMSC and the extracellular 
matrix either directly, via adhesion molecules that include 
LFA1, VLA4, NCAM, ICAM1, and CD44, or indi-
rectly, through chemokines, cytokines, and growth factors 
released by tumor cells and BMSC, such as interleukin 6 
(IL6), insulin-like growth factor 1 (IGF1), tumor necrosis 
factor-α (TNFα), transforming growth factor-β (TGFβ1), 
and VEGF. As a result of these multiple-layered interac-
tions, several cancer-relevant pathways become activated 

in both the tumor and stromal cells, such as NFκB, JAK/
STAT, PI3K, and MAPK, establishing powerful positive 
feedback loops that further increase MM growth and sur-
vival. IL6 represents a central cytokine for the growth and 
survival of MM cells, although IL6-independence could 
ensue in the late stage of the disease. IL6 engages its recep-
tor (IL6R), leading to the activation of the Janus kinase/
signal transducer and activator of transcription ( JAK/
STAT) pathway, the proliferation-associated MAPK cas-
cade, and the PI3K/AKT pathway. Moreover, interaction 
of MM cells with BMSC induces the secretion of IL6 from 
BMSC through the activation of NFκB. Another para-
crine factor that has recently emerged as crucial for MM 
development is IGF1. Stimulation of MM cell lines with 
IGF enhances cell proliferation and prevents apoptosis, 
again through the activation of the MAPK, PI3/AKT, and 
NFκB pathways. Of note, inhibitors against the receptors 
of these cytokines and growth factors have been developed, 
and clinical trials are ongoing to test their effectiveness as 
novel drugs.

The homing of MM cells to the BM triggers a strong 
angiogenic response.69,70 Indeed, it has been shown that 
angiogenesis correlates with high MM proliferation index, 
with the more advanced stages of the disease, and ultimately 
with prognosis. The adhesion of MM cells to the BMECs 
increases the secretion of several pro-angiogenic cytokines, 
most importantly of VEGF, basic fibroblast growth factor 
(bFGF), and matrix metalloproteinases. Conversely, BMECs 
secrete growth factors, including VEGF, IL6, and IGF1.

Osteolytic bone lesions are a hallmark of MM and are 
associated with pathologic fractures, bone pain, and diffuse 
osteoporosis. MM cells increase the number and the activity 

Figure 30-2 A simplified view of the interactions 
between the multiple myeloma plasma cell and the 
surrounding environment.
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of OCs, while reducing the number of OBs, tilting the bal-
ance toward increased bone reabsorption. An array of fac-
tors that activates the OC is produced by both tumor as well 
as stromal cells. These factors include macrophage inflam-
matory protein-1a (MIP-1a) and receptor of NFκB ligand 
(RANKL). OC activity in turn modulates MM cell growth 
and survival via the secretion of IL6. Conversely, MM cells 
impair the maturation of OB cells from mesenchymal stem 
cells, through the secretion of the WNT-signaling antago-
nist DKK1, an inhibitor of OB differentiation. In addition, 
the binding of VLA4 on MM cells to VCAM1 on osteo-
blast progenitors reduces the levels of the transcription factor 
RUNX2, essential for OB maturation. Osteoblasts not only 
preserve the bone structure, but also inhibit MM growth 
both in  vitro and in  vivo. Therefore, restoring the number 
and activity of OBs may increase bone formation as well as 
provide an antitumoral effect.

Immuno-based tumor surveillance is severely impaired 
in MM.71 Both the T and B responses are affected. Specifi-
cally, the expansion of regulatory T cells (Treg), reduced 
T-cell cytotoxic activity and responsiveness to IL2, and 
defects in B-cell immunity have been reported. These effects 
are the results of cytokines produced by BMSC, includ-
ing VEGF, HGF, fibroblast growth factor (FGF), and 
stromal-cell–derived factor (SDF)-1α. Recently Chauhan 
and associates have demonstrated a significant enrichment 
of plasmacytoid dendritic cells (pDCs) in the BM of MM 
patients. These cells mediate immune deficiency character-
istics of MM and are able to promote MM cell growth, sur-
vival, and migration and to enhance drug resistance.72

Deregulated Pathways in Myeloma and the 
Opening of Novel Therapeutic Opportunities

The knowledge accumulated in recent years allows a clearer 
definition of the pathways activated in MM tumor cells, either 
due to genetic lesions inside the tumor cells or emerging from 
activating signals from the surrounding microenvironment 
(Figure 30-3). In several cases, this knowledge has been turned 
to the patient’s advantage, because it has allowed the design of 
novel targeted therapies specifically addressing single lesions.

MYC

Genetic rearrangements involving the MYC (c-MYC) locus 
are frequent in the more advanced stages of MM. The anat-
omy of these lesions has been defined.73-75 In 25% of cases, 
the IgH or IgL locus is juxtaposed with the MYC sequence.76 
The pattern, however, is more complex than the classical 
reciprocal translocations present in the so-called primary 
translocations.18,76 Amplifications, inversions and insertions 
without apparent translocations,10,23,74,76 or translocations 
not involving the Ig loci74,75 have also been described. In a 
large patient population, rearrangements affecting c-MYC 
have been reported with a frequency of 3% in MGUS and 
10% to 16% in MM.73,76 MM cell lines have more frequent 
rearrangements of the c-MYC locus, ranging from 55%76 to 
more than 90%, depending on the study.73,74 Hence, genetic 
rearrangements affecting the MYC locus likely represent late 
events in the course of the disease.

Recent lines of evidence suggest that MYC overexpres-
sion might represent an early event, at the critical junction 

Figure 30-3 Main signaling pathways 
and genes activated or genetically 
altered in multiple myeloma. Four 
different types of aberrations are 
included: somatic mutations, chro-
mosomal translocations (Chr. transl), 
copy number aberrations (CNA), 
and dysregulated expression (Dysr. 
express.).
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between MGUS and MM. This dysregulated expression 
seems independent from genetic rearrangements. MYC is 
overexpressed in a large proportion of MM patients, when 
compared with plasma cells derived from MGUS patients 
and healthy individuals, in the absence of evident genetic rear-
rangements affecting the MYC locus.10,77,78 Indeed, Chng 
and colleagues have developed an MYC activation signature 
and have demonstrated that MYC is activated in up to 67% 
of MM patients, but not in MGUS. Intriguingly, the MYC 
activation signature was present in almost all tumors with 
RAS mutations and was associated with hyperdiploid MM 
and shorter survival. Importantly, bortezomib treatment was 
able to overcome the survival disadvantage in patients with 
MYC activation.77 In a mouse model of MM, the Vk*MYC 
model, somatic hypermutation activates an MYC transgene 
inducing a phenotype closely resembling indolent MM.78 
These data support the notion that dysregulated expression 
of MYC might be sufficient for MGUS to convert into MM.

MYC is a transcription factor, therefore considered 
refractory to direct pharmacological inhibition.79 Recently, 
Delmore and co-workers have ingeniously devised a method 
to inhibit MYC target genes.80 A compound, JQ1, was 
designed, interfering with the acetyl-lysine recognition 
domains (bromodomains) of putative coactivator proteins 
implicated in transcriptional initiation and elongation. Sur-
prisingly, JQ1 downregulated the transcription of the MYC 
gene itself, followed by genome-wide downregulation of 
Myc-dependent target genes, ultimately leading to potent 
antiproliferative effect associated with cell-cycle arrest and 
cellular senescence.

MAF

Two chromosomal translocations involve the MAF family 
gene, namely, MAF in the t(14;16)(q32.3;q23),37 and MAFB 
in the (14;20)(q32;q11).12,38 Despite their low incidence, 
the study of MM patient cells endowed with these translo-
cations has provided important perspectives on the biology 
of the MM cell and the modality of its interaction with the 
microenvironment. Both translocations share an overlapping 
gene expression signature,11 suggesting a similar repository 
of downstream targets. The oncogenic role of c-MAF in 
MM is established. Forced overexpression of MAF enhances 
myeloma proliferation, probably through the increased 
expression of cyclin D2, a MAF target gene consistently 
overexpressed in this group of patients.9 In contrast, MAF 
knockdown reduced tumor formation in immune-deficient 
mice. Another direct MAF target, integrin β7, increases 
MM cell adhesion to the BM stroma and induces high lev-
els of VEGF. Interestingly, therefore, MAF not only has a 
direct oncogenic activity within the MM tumor cell, but also 
affects the microenvironment to the tumor’s advantage. An 
additional report has proposed ARK5, an AMP-activated 

protein kinase (AMPK)-related protein kinase mediating 
AKT signals, as a target of MAF and MAFB signaling.81

Surprisingly, overexpression of c-MAF has been 
reported even in the absence of the translocation in up to 
30% of patients.82,83 A recent report has suggested that this 
upregulation results from the activation of the MEK/ERK/
AP-1 axis, downstream of MMSET, in the t(4;14) patient 
group.84 Intriguingly, treatment of MM cell lines with a MEK 
inhibitor selectively induced apoptosis in MAF-expressing 
MM, providing a molecular rationale for the clinical evalua-
tion of MEK inhibitors in this subgroup of patients.

Previous reports have suggested a reduced incidence of 
bone disease in this group of patients.9,11 Two genes might 
be responsible for this phenotype. The gene DKK1, whose 
overexpression has been implicated in MM-related bone dis-
ease,85 is significantly downregulated specifically in patients 
presenting with MAF and MAFB translocations.11 More-
over, Robbiani and colleagues have reported that the gene 
osteopontin (OPN) inversely correlates with MM bone dis-
ease and is specifically overexpressed in patients with trans-
locations affecting the MAF genes.86

Cyclins

Cyclin D dysregulation is a universal phenomenon in 
MGUS and MM, somehow surprisingly given the exceed-
ingly low proliferation index of both conditions. Among the 
most recurrent chromosomal rearrangements, two involve 
cyclins directly: t(11;14)(q13;q32), which occurs in 15% 
to 20% of MM patients and induces the overexpression of 
cyclin D1,26,87-89 and t(6;14)(p21;q32), present in 2% to 3% 
of MM cases, which increases the expression of cyclin D3.31 
In addition, patients presenting with t(4;14), t(14;16), and 
t(14;20) demonstrate cyclin D2 overexpression, which in 
the t(14;16) and t(14;20) patients has been directly linked 
to MAF/MAFB dysregulation.9 By unknown mechanisms, 
HD patients usually show overexpression of cyclin D1, alone 
or in combination with overexpression of cyclin D2, whereas 
a subset of HD patients instead produce cyclin D2 alone. It 
should be noted that the few patients who do not show an 
evident cyclin dysregulation present RB1 inactivation, sup-
porting the notion that the axis RB1/cyclin is universally 
derailed in MGUS and MM patients.8

Chromatin Remodeling Genes

Chromatin remodeling genes are among the most frequently 
mutated genes in the cancer genome. Remarkably frequent 
genetic lesions have been identified in genes affecting DNA 
methylation (e.g., DNMT3A in AML90), nucleosome remod-
elers (ARID1A in ovarian cancer91), and histone-modifying 
genes in a variety of tumors.92 In particular, histone posttrans-
lational modifications affecting the N termini of histones 3 and 
4, such as acetylation and methylation, are heritable changes 

https://CafePezeshki.IR



Multiple Myeloma 461

that profoundly affect chromatin structure and gene expres-
sion. Genetic lesions involving enzymes that add or remove 
methylation marks from histone tails have been described, 
including, as mentioned, MMSET and WHSC1L1, UTX, 
MLL, MLL2, and MLL3.

MMSET

The recurrent translocations t(4;14)(p16;q32) involve 
FGFR393 and MMSET genes.94 As mentioned earlier, 
MMSET seems to represent the real target of this trans-
location—a notion further confirmed by loss-of-function 
studies, where downregulation of MMSET with specific 
shRNA decreased growth and viability of t(4;14) MM 
cells.95,96 MMSET presents several alternative spicing vari-
ants. Intriguingly, within the gene, the breakpoint position 
can vary, giving rise to different overexpressed transcripts in 
t(4;14) samples. MMSET interacts and is likely involved in 
pathways with a clear relevance in carcinogenesis. MMSET 
interacts with repressors including SIN3A and histone 
deacetylases HDAC1 and HDAC2.95,97,98 However, the 
oncogenic mechanism underlying MMSET tumorigenic 
activity remains incompletely understood. Recently it has 
been shown that t(4;14) MM cases demonstrate an open, 
permissive chromatin state, associated with high H3K36 
di- and trimethylation with concomitant low levels of the 
trimethylated H3K27.96 This altered chromatin status was 
associated with the dysregulated expression of genes involved 
in cell cycle, apoptosis, DNA repair, and adhesion. Along 
these lines, t(4;14)-driven MM cases present a remarkable 
increase in DNA methylation across the genome, a pattern 
unique in MM.99

Finally, a connection between MMSET and the DNA 
damage response has been recently uncovered.100 H4K20 
methylation increases locally on the induction of double-
strand breaks (DSB). Pei and associates have demonstrated 
that MMSET is responsible for this methylation, in turn 
facilitating 53BP1 recruitment. MMSET therefore repre-
sents a central hub in the DNA damage checkpoint activa-
tion and response.

MMSET belongs to a gene family that includes two 
other genes, WHSC1L1 and NSD1, with ties to cancer. 
Indeed, somatic mutations in WHSC1L1 have been iden-
tified in MM patients as well.39 This gene is also involved 
in a chromosomal translocation in acute myeloid leukemia, 
t(8;11)(p11.2;p15)101; is amplified in breast cancer102 and 
in lung cancer; and is endowed with oncogenic activity.103 
NSD1 participates in a fusion protein resulting from a chro-
mosomal translocation in acute myeloid leukemia.104

UTX

UTX represents the first histone demethylase found 
mutated or deleted in cancer, including multiple myeloma,105 

renal carcinoma, transitional cell carcinoma of the bladder, 
chronic myelomonocytic leukemia, acute lymphoblastic leu-
kemia, and prostate cancer. Intriguingly, MM is the tumor 
where this gene is most frequently inactivated, because trun-
cating mutations or deletions in MM are present in up to 
30% of patients105 (also G. Tonon, unpublished data).

UTX is a JmjC-class enzyme that demethylates di- 
and trimethylated H3K27me, counteracting the activity 
of Polycomb complexes (PcGs)106—in particular of the 
histone methyltransferase enhancer of zeste homologue 2 
(EZH2), which mediates H3K27 methylation, a transcrip-
tion-repressive mark. Although limited information is avail-
able, one of the main tumorigenic results stemming from 
UTX inactivation likely results from the unbridled activ-
ity of EZH2, leading to enhanced H3K27 trimethylation. 
EZH2 is highly expressed in several cancer types, includ-
ing breast, prostate, and lymphomas, and its expression 
levels correlate with advanced stages of tumor progression 
and poor prognosis.107,108 In MM, EZH2 is often overex-
pressed. It was reported as one of the 30 genes able to dis-
tinguish normal plasma cells from MGUS and aggressive 
myeloma.109 More recently, activating oncogenic mutations 
affecting EZH2 were identified in lymphoma.110,111 In MM, 
EZH2 is induced by IL6 and enhances proliferation in MM 
cell lines, whereas its inhibition induces apoptosis.112

In addition, UTX has been implicated in cellular dif-
ferentiation and growth control through transcriptional 
regulation of the RB1 pathway.113 Chromatin immunopre-
cipitation (ChIP)-on-chip experiments have revealed that 
UTX is present on the promoters of RB1 pathway genes, 
exerting a transcriptional control on cellular proliferation 
and mediating cell cycle arrest of primary human fibro-
blasts,113 although it remains to be demonstrated whether a 
similar, RB1-mediated proliferation effect is present also in 
MM cases with UTX inactivation.

Finally, UTX regulates HOX gene expression, whose 
orderly activation is essential for normal hematopoiesis.114 
HOXA genes are abnormally expressed in MM.115 In par-
ticular, HOXA9 is normally silenced by trimethylation of 
H3K27 during hematopoietic differentiation and is consis-
tently upregulated in MM patients. On HOXA9 knock-
down, MM cells exhibit a competitive disadvantage.39 These 
data suggest that UTX inactivation may dysregulate the 
expression of HOXA genes, in particular of HOXA9, con-
tributing to the unrestrained proliferation of MM cells.

RB1, P18, and Other Members of the RB1 Pathway

The comprehensive cyclin D dysregulation detected in MM 
suggest a derailed activity of the RB1 axis. The tumor sup-
pressor RB1 is located on chromosome 13, and a signifi-
cant fraction of MM patients present with one copy of this 
chromosome. Nevertheless, a direct role of RB1 inactivation 
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in MM is uncertain, as inactivating mutations of this gene 
have not been consistently identified among patients with 
chromosome 13 hemizygous deletions, or focal homozygous 
deletions affecting the RB1 region.12

Other members of the RB1 pathway are altered in 
MM, but the pathogenetic and clinical relevance of these 
aberrations has not been fully elucidated. For example, the 
tumor suppressor CDKN2A (p16) is usually not deleted in 
MM,10,22-24,116 but is methylated in 20% to 30% of MGUS 
and MM cases.117-121

On the other hand, the role of CDKN4C (p18) is 
more established. Overexpression of p18 in MM cell lines 
lacking p18 reduced proliferation, whereas it had no effect in 
a cell line where p18 is normally expressed.122 p18 is homo-
zygously deleted in up to 38% of MM cell lines and in 2% of 
MM tumors, but this percentage goes up to 10% in tumors 
with highest proliferation, as evaluated with an expression 
profiling signature surrogate.122,123 Intriguingly, p18 is often 
overexpressed in the most proliferative MM,122 and focal 
deletions at 1p32.3, where p18 resides, are associated with 
poor prognosis.124

NFκB

Lesions involving genes belonging to both the classical and 
alternative NFκB pathways are frequently detected in MM, 
namely, in 17% of patients and in approximately 40% of 
MM cell lines.39,42,43 The two pathways are tightly inter-
connected: many signals activate both branches, and many 
effector proteins or target genes are shared by both cascades. 
As for the genetic lesions, the most common event consists 
of inactivating mutations of TRAF3, occurring in 13% of 
MM patients.43 Other negative regulators such as TRAF2, 
BIRC2 and BIRC3, and CYLD carry inactivating mutations 
or focal homozygous deletions. Chromosome transloca-
tions and amplifications involving NFκB-inducing kinase 
(NIK),42 CD40, LTBR, TACI, NFKB1, and NFKB243 
were reported, and all resulted in constitutive activation of 
either canonical or noncanonical pathways. A more recent 
study demonstrated that compensatory and/or cooperative 
effects occur in MM cell lines harboring such alterations.125 
Interestingly, constitutive activation of either canonical or 
alternative pathways resulted in the regulation of similar sets 
of genes and biological pathways,125 conferring increased 
autonomy from the microenvironment.

The high prevalence of mutations in NFκB family 
members in MM cell lines compared to MM patients suggests 
that alterations in the NFκB pathway are relatively late events. 
Moreover, NFκB dysregulation mainly occurs in NHD com-
pared to HD patients. Of note, part of the activity of the 
proteasomal inhibitor bortezomib, widely used in MM treat-
ment, is related to the inactivation of the NFκB pathway.65

TP53 Deletion and Mutations

Mutations in the TP53 tumor suppressor gene have been 
reported in MM, with a frequency ranging from 2% to 
20%.39,126-129 Although the TP53 mutation frequency has 
been reported to be low in MGUS,129 it increases during 
the progression of the disease, approaching 80% in MM cell 
lines,130 suggesting that TP53 inactivation is a late event in 
MM. A strong association is present between TP53 muta-
tions and poor prognosis.131

Other studies have used deletions in 17p13 (mostly 
hemizygous) as a surrogate for the inactivation of the TP53 
pathway and reported a frequency that in most cases is 
around 10%,56,132-134 with a strong association with poor 
prognosis.10,56,133-135 Half of MM patients with TP53 muta-
tions had concomitant hemizygous losses at 17p13, whereas 
only 16% of patients with 17p13 hemizygous deletions had 
mutations in the remaining copy of TP53.131 Therefore, 
it is still unclear whether the TP53 pathway is silenced in 
MM cases with hemizygous 17p13 deletions when no muta-
tions are detected in the remaining copy of TP53. Moreover, 
whether deletions on 17p13 are indeed a surrogate for TP53 
inactivation or are associated with other, yet undetermined, 
tumor suppressor pathways is still unclear.

The Proteasome Achilles’ Heel

MM cells present a high protein turnover. Protein metabolism 
in MM cells is finely tuned to prevent overloading that could 
lead to apoptosis. Compounds targeting different steps of this 
metabolic process have become the cornerstone of the treat-
ment of this disease, prominent among them the proteasome 
inhibitor bortezomib, a major breakthrough in the treatment 
of MM. Among the targets of the proteasome inhibitors are 
the IL6136 and NFκB pathways.137 Although mutations or, 
more generally, genetic lesions directly affecting the protea-
some have not been reported, a recent study has suggested 
that 1q amplification in MM could be associated with a gen-
eral dysregulation of genes belonging to the proteasome path-
way, in particular of PSMD4, leading to increased resistance 
to bortezomib.90 It has been proposed that the recently iden-
tified mutations in DIS3, FAM46C, XBP1, and LRRK2 may 
directly affect the control of protein homeostasis,39 although 
this hypothesis needs to be confirmed experimentally.

The Molecular Basis of the Evolution  
from MGUS to MM

The mechanisms underlying the progression from MGUS 
to MM are still incompletely understood.8 From a genetic 
standpoint, the two conditions are remarkably similar. Both 

https://CafePezeshki.IR



Multiple Myeloma 463

present either HD or NHD karyotypes,16 although with mod-
est differences in frequencies with MM; IgH/IgL chromosomal 
translocations; and deletions of chromosome 13.27,28,138 Also 
at the transcriptome level, the two conditions are intriguingly 
similar, including the pattern of cyclin D expression. Indeed, 
gene expression profiling has repeatedly failed to discriminate 
between MGUS and MM.109,139 Of interest, Zhan and col-
leagues have been able to show how a subset of MM, featuring a 
better prognosis, had an expression signature similar to MGUS. 

On the other hand, a small subset of MGUS clustered together 
with MM,140 pointing to a subset of MGUS patients whose 
disease is potentially more prone to evolve into MM.

Notwithstanding, in the absence of defined phenotypic 
or genetic differences between MGUS and MM, it has been 
difficult to stratify MGUS patients, to predict their progres-
sion toward MM. Multivariate models have been proposed 
to address this issue, of crucial relevance from a clinical 
standpoint.141,142 In particular, one study has shown that the 
progression risk ranges from 0.40% to 12%, based on BM 
plasma–cell flow cytometric immunophenotypic profiles.141 
More extensive studies will be needed to definitively vali-
date these approaches and provide a robust tool that will be 
invaluable to patients and doctors to predict the progression 
of MGUS and dictate the treatment to be chosen.

Among the few genetic changes reported in MM and 
not present (or present with a lower incidence) in MGUS 
are mutations of two members of RAS family (NRAS and 
KRAS) at codons 12, 13, and 61 in 40% to 55% of MM, 
but in only a minority of MGUS patients,143-148 suggest-
ing a major role for the activation of the MAPK pathway 
in the progression from MGUS to MM. KRAS has never 
been reported to be mutated in MGUS, whereas NRAS is 
mutated in 7% of cases, pointing to a different role of KRAS 
versus NRAS in MGUS progression.8

t(4;14) seems to be more often present in MM than in 
MGUS.9, 28, 30, 140, 149, 150 Moreover, the activating mutations 
affecting FGFR3 are mutually exclusive of the RAS muta-
tions. These data point to MAPK pathway activation as a 
critical step at the transition from MGUS to MM, medi-
ated by RAS or FGFR3 mutations, or, when neither of these 
mutations is present, by still unknown mechanisms.

Finally, as mentioned earlier, the dysregulated expres-
sion of MYC likely represents an additional universal mech-
anism driving the MGUS-to-MM progression.

Final Remarks

The general outline of the early events occurring in MM has 
been greatly elucidated in the past decade. Several questions, 

however, of critical relevance for the understanding of the 
pathogenesis of this disease and for the design of novel, 
more effective treatments, remain to be fully addressed. For 
example, little is known about the role of the primary events, 
including cyclin D overexpression and MMSET activity, in 
the early pathogenesis of the disease. Indeed, the emerging 
role of epigenetics in MM, and more generally in cancer, 
warrants extensive studies, given the potential therapeutic 
implications. Knowledge of the additional lesions promot-
ing the progression of MGUS to MM and, within MM, 
toward a more aggressive and proliferative disease are still 
largely incomplete and deserve additional inquiries, given 
the potential for patient stratification and novel clinical 
approaches.

The tight interactions between MM cells and 
BM in the past few years have been extensively stud-
ied. Indeed, it could be argued that a considerable part 
of the success obtained by new compounds introduced 
in the clinic, such as thalidomide, lenalidomide, and 
bortezomib, is due to their activity in interrupting the 
flow of positive signals that the MM cell receives from 
its surrounding environment. More focused, targeted 
approaches to further develop compounds tackling these 
interactions represent a largely untapped treasure chest 
for novel therapies.

The more extensive application of next-generation 
sequencing to single patients, at different stages of their 
disease and of their treatment history, will likely lead to 
a significant revolution in the MM field—not only in the 
elucidation of the pathogenetic events responsible for this 
disease, but also for defining in much finer detail issues 
such as clonality and drug resistance in individual patients, 
ultimately driving therapeutic choices and approaches, as 
recently proposed in pilot studies.151,152 In fact, even more 
importantly, the systematic and comprehensive integra-
tion of the data emerging from analyses of the genome, 
transcriptome, methylome, and miRNome should provide 
a paradigm shift in diagnosis, prognosis, and treatment, 
initially with available therapies and in the long term with 
more personalized therapies.
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Introduction

The cancers arising from the esophageal mucosa, primarily 
esophageal adenocarcinoma (EAC) and esophageal squamous-
cell carcinoma (ESCC), are clinically some of the most dev-
astating and lethal cancers in the world. Collectively, they are 
the eighth most common cancer diagnosed worldwide, with 
approximately 482,300 new cases in 2008.1 International age-
adjusted incidence rates vary drastically, with a nearly 16-fold 
difference between the high-incidence areas of southern and 
eastern Africa and eastern Asia and the low-incidence areas of 
middle and western Africa and Central America.1

Worldwide, ESCC accounts for the majority of esoph-
ageal cancers diagnosed, because of its high prevalence in the 
“esophageal cancer belt,” an area stretching from central Asia 
to north and central China (Figure 31-1). In this high-risk 
area, 90% of all esophageal cancers are SCC, with as many as 
120 to 175 new cases per 100,000 inhabitants each year.1-3 
However, the incidence rates of EAC and ESCC vary dras-
tically among geographical regions. In the Western world, 
EAC has overtaken ESCC as the most prevalent form of 
esophageal cancer.3,4 The United States alone has seen a 
fourfold increase in EAC since the 1970s.5

Regardless of the histology, esophageal cancer carries 
a high mortality rate because of its advanced stage of pre-
sentation, with an overall 5-year survival rate of 17%.4 It is 
the sixth most common cause of cancer death worldwide, 
claiming 4,070,800 lives in 2008.1,2 Approximately 86% of 
these deaths occurred in developing nations,1,2 where more 
than 90% of the esophageal cancers diagnosed were stage 2 
or greater.6

Histology

Ninety-five percent of esophageal cancers are of epithelial 
origin, occurring as either EAC or SCC, with the remaining 

tumor histologies comprising malignant melanoma, lymphoma, 
carcinoid, small cell carcinoma, or sarcoma.7 Esophageal 
adenocarcinomas primarily occur in the distal one third of 
the esophagus and develop through a progressive malignant 
sequence beginning with cellular metaplasia, then low- and 
high-grade dysplasia, and eventually to invasive adenocar-
cinoma.8 Esophageal squamous-cell carcinoma primarily 
emerges in the middle to upper third of the esophagus and 
follows a similar stepwise developmental sequence. However, 
the initiating histological lesion in the squamous histology is 
mild to severe dysplasia, followed by carcinoma in situ, and 
finally invasive squamous-cell carcinoma.9

Etiology and Molecular Mechanisms  
of Esophageal Cancer

Esophageal adenocarcinoma and squamous-cell carcinoma 
are two distinct cancers that differ not only in histology 
and geographical distribution, but also in the risk fac-
tors that contribute to their development. However, their 
risk factors stem from similar pathological processes and 
also similar molecular mechanisms that lead to tumori-
genesis.5,10 The pathological processes that initiate these 
tumorigenic mechanisms stem from chronic irritation and 
inflammation, carcinogenic exposures, or a combination of 
both. Unique risk factors of both EAC and ESCC will be 
highlighted in the context of either chronic inflammation 
or carcinogenic exposure. More detailed explanations of 
the epidemiological risk factors associated with EAC and 
ESCC are covered elsewhere in this text. Simply stated, 
examples of chronic inflammation can take the form of 
gastroesophageal reflux as in EAC, or chronic thermal 
injury of the more proximal esophagus from drinking hot 
beverages in ESCC. Similarly, carcinogenic exposure can 
include the high prevalence of tobacco smoking in both 
EAC and ESCC as well as the high nitrosamine content of 
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the soil and the high consumption of smoked foods in the 
esophageal cancer belt in ESCC.

Chronic Inflammation and  
Esophageal Cancer

The inflammatory response is a highly complex and coor-
dinated system to promote cellular regeneration and pro-
liferation. This response provides an environment rich in 
inflammatory cells, growth factors, adhesion molecules, and 
angiogenic mediators, all of which can potentiate and initiate 
tumorigenesis.11 Rudolf Virchow first postulated a possible 
link between tumorigenesis and the inflammatory system in 
the 19th century, when he observed the presence of leukocytes 
within tumors.12 Only recently, however, have many of the 
underlying molecular mechanisms between inflammation and 
cancer initiation been elucidated11,13,14 (Figure 31-2).

Nuclear Factor-Kappa B

Nuclear factor-kappa B (NFκB) is a pro-inflammatory 
transcription factor initially described as a B-cell–specific 
factor for the immunoglobulin-κ light chain gene.15 As part 
of the Rel protein family of transcription factors, NFκB 
exists in the cytoplasm as an inactive dimer until activated 
by a diverse set of extracellular stimuli and signals, such 
as inflammatory cytokines and growth factors.16,17 These 
stimuli trigger a common pathway of phosphorylation, 

ubiquitination, and proteasome-dependent degradation of 
NFκB’s regulatory protein, inhibitor of NFκB (IκB), to acti-
vate NFκB.17 Once activated, NFκB is quickly translocated 
into the nucleus and binds to promoter regions responsi-
ble for the transcription of genes that encode for multiple 
cytokines (IL6, IL8, TNFα), cellular adhesion molecules 
(ICAM1, E-selectin), cell cycle regulators (p21, cyclin D1), 
apoptosis regulators (surviving, Bcl-2), and other transcription 
factors (p53, c-myc).13,16,17

Aberrant activation of NFκB has been implicated in 
the initiation and progression of many cancers, including 
esophageal cancer, because of its broad role in inflammation, 
apoptosis, and cell survival13 (Figure 31-3). Barrett’s esopha-
gus (BE), as the main risk factor, is due to chronic epithe-
lial damage from gastroesophageal bile and acid reflux.22 
NFκB activation has been described as a central event in the 
development of BE, and thus in EAC’s initiation and pro-
gression.18,19 A 2004 study was the first to show that NFκB 
expression was increased in the epithelial cells of BE com-
pared to normal esophageal epithelial cells.18 In addition, 
this study revealed that 61% of resected EAC tumors dis-
played NFκB immunoreactivity, and NFκB-positive tumors 
were more likely to be of advanced stage.21 Others have also 
validated these data19 and have even identified NFκB as an 
emerging molecular prognostic marker: NFκB tumor posi-
tivity is correlated with chemoradiation resistance and poor 
outcomes.18,20,21

Although BE and gastroesophageal reflux are well-
documented risk factors for EAC, the molecular patho-
genic correlation between risk factors and the development 
of esophageal squamous-cell carcinoma is less clear.5,9,22  

Figure 31-1 The central Asian esophageal can-
cer belt extending from Iran to China. Modified 
from Kamangar F, Malekzadeh R, Dawsey SM, et al. 
Esophageal cancer in northeastern Iran: a review.  
Arch Iranian Med. 2007;10:70-82.
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The mechanism for epithelial injury is quite different from 
that in adenocarcinoma and is usually due to thermal injury 
from hot liquids and foods, corrosive irritation from retained 
esophageal contents due to achalasia, or caustic ingestion 
of corrosive agents.23-25 Nonetheless, abnormal activation 
of NFκB has also been linked to ESCC. In  vitro models 
have shown that NFκB pathways are highly expressed in 
esophageal SCC cell lines.26 Hatata and colleagues found 
that NFκB was overexpressed in 61% of ESCC resected 
tumors.27 They also reported that patients with NFκB posi-
tivity in their tumors correlated with significantly poorer 
survival times when compared to patients with NFκB neg-
ative-staining neoplasms (15 versus 42 months, P = .007).

Activation of Additional Inflammatory 
Mediators and Esophageal Cancer

Abnormal activation of downstream NFκB targets, such as 
COX-2 and IL6, has also been implicated independently in 
the pathogenesis of esophageal cancer. Cyclooxygenase-2 
(COX-2), is one of two isozymes that catalyze the rate-
limiting conversion of arachidonic acid to prostaglandins, 
prostacyclins, and thromboxanes.28 COX-2 protein expres-
sion has been found to be significantly increased in patient 
samples with BE and EAC when compared to normal 
esophageal tissue.29 In addition, bile acid exposure to esoph-
ageal cells has been shown significantly to induce COX-2 

expression.29 COX-2 overexpression has also been found 
in ESCC tumors, specifically well-differentiated tumors, 
and its progressive expression correlates well with advanc-
ing clinical stage.30 Although in  vitro investigations into 
selective COX-2 inhibition for the treatment of EAC and 
ESCC have shown some promise,31,32 clinical trials have yet 
to demonstrate efficacy.33,34

Interleukin-6 (IL6) is a multifunctional cytokine that 
has a range of functions from acute-phase protein induc-
tion to cellular growth and differentiation.35 Once bound 
to its extracellular receptor (IL6R), IL6 induces gene tran-
scription through two signaling pathways, the JAK-STAT 
( Janus family tyrosine kinase-signal transducer and activator 
of transcription) pathway and the Ras-MAPK (mitogen-
activated protein kinase) pathway36,37 (Figure 31-4). Like 
NFκB and COX-2, IL6 has been demonstrated to be a key 
mediator in the metaplastic conversion of normal esophageal 
squamous epithelium to BE as well as the further dysplas-
tic conversion to EAC.38,39 Because of its multifunctionality 
and production by multiple cells throughout the body, IL6 
is readily detected in the serum and has shown promise as a 
noninvasive diagnostic tumor marker. In 2011, Lukaszewicz-
Zajac and colleagues demonstrated that when compared to 
traditional esophageal cancer tumor markers of carcinoem-
bryonic antigen (CEA) and squamous-cell cancer antigen 
(SCC-Ag), elevated IL6 serum concentrations correlated 
better with early esophageal cancer diagnosis.40 Overall, 
the elevated serum IL6 concentrations could be detected in 
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Figure 31-2 Role of inflammation in tumor initiation and promotion (A) Tumor initiation. Reactive oxygen species (ROS) and reactive nitrogen 
intermediates (RNI) produced by inflammatory cells may cause mutations in neighboring epithelial cells. Also, cytokines produced by inflammatory 
cells can elevate intracellular ROS and RNI in premalignant cells. In addition, inflammation can result in epigenetic changes that favor tumor initiation. 
Tumor-associated inflammation contributes to further ROS, RNI, and cytokine production. (B) Tumor promotion. Cytokines produced by tumor infiltrat-
ing immune cells activate key transcription factors, such as NFκB or STAT3, in premalignant cells to control numerous pro-tumorigenic processes, 
including survival, proliferation, growth, angiogenesis, and invasion. As parts of positive feed-forward loops, NFκB and STAT3 induce production of 
chemokines that attract additional immune/inflammatory cells to sustain tumor-associated inflammation. Modified from Grivennikov S, Greten FR, Karin M. 
Immunity, inflammation, and cancer. Cell. 2010;140:883-899.
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either EAC or ESCC with 87% sensitivity and 92% speci-
ficity with a statistically significant area under the receiver 
operating characteristic curve of 0.92 when compared to 
either CEA or SCC-Ag.40

Environmental Carcinogenic Exposures 
and Esophageal Cancer

The link between certain environmental carcinogens, such 
as tobacco smoking, and tumorigenesis has been well estab-
lished for many cancers. The ability of these carcinogens to 
promote tumorigenesis stems from their abilities to cause 
genomic aberrations leading to unregulated and abnormal 
cellular growth.41 Both EAC and ESCC have many unique 

genomic and epigenomic abnormalities that have been iden-
tified and studied.10 However, EAC and ESCC have been 
found to have similar aberrant genomic changes in cell-cycle 
regulator genes, such as p53, APC, RB, and cyclin-D1, early 
in their tumorigenesis42-44 (Figure 31-5). Specific environ-
mental risk factors for esophageal cancer and their molecular 
pathogenesis are now being revealed.

Tobacco Smoking

The association between tobacco smoking and lung cancer has 
long been recognized as due to the abundance of carcinogens 
in tobacco smoke. The International Agency for Research on 
Cancer has identified more than 60 substances in cigarette 
smoke for which sufficient evidence exists for carcinogenic-
ity in either laboratory animals or humans.45 Tobacco smok-
ing is one of the few risk factors shared by both EAC and 
ESCC. In a study of 474,606 participants, current and for-
mer smokers had a significantly increased risk of developing 
EAC when compared to never-smokers (hazard ratio [HR] 
3.7; 95% confidence interval [CI] 2.2-6.2 and 2.8; 95% CI 
1.8-4.3, respectively).46 The same study also revealed that 
current smokers were at an even higher risk for developing 
ESCC (HR 9.2; 95% CI 4.0-21.3), and individuals who had 
ever smoked accounted for 77% of ESCC cases.46

Two of the most potent and well-studied tobacco 
smoke carcinogens are polyaromatic hydrocarbons (PAHs) 
and the tobacco-specific N-nitrosamine, nicotine-derived 
nitrosamine ketone (NNK). Their tumorigenic effects arise 
from their ability to form DNA adducts as well as intra- and 
interstrand DNA crosslinks.47 The proteins of the nucleotide 
excision repair pathway and specialized DNA polymerases 
repair and bypass various types of DNA damage acquired 
by PAHs or NNK.48,49 However, because of the constant 
exposure to PAHs and NNK with chronic smoking, the 
amount of DNA damage done can overwhelm the DNA 
repair system, resulting in chromosomal aberrations, halted 
DNA replication, and mutations.47 The resulting alterations 
may lead to abnormal cellular growth and transformation if 
proto-oncogenes or tumor suppressor genes are affected.

Alcohol

Chronic alcohol abuse is an important risk factor in the 
development of ESCC, but has no correlation with increased 
EAC risk.46 Heavy drinkers (more than 84 drinks per week) 
have nearly a 25-fold increase in ESCC risk compared to 
light drinkers (1 to 20 drinks per week).50 In addition, expo-
sure to both tobacco and alcohol has been found to have a 
synergistic effect on the risk of developing ESCC.51
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Figure 31-3 Diagram showing activation of NFκB and target genes in 
esophageal cancer. Modified from Abdel-Latif MM, Dermot Kelleher K, Reynolds 
JV. Potential role of NF-κB in esophageal adenocarcinoma: as an emerging molecu-
lar target. J Surg Res. 2009;153:172-180.
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Figure 31-4 IL6 signal transduction IL6-mediated stimulation induces homodimerization of gp130, activating (phosphorylating) JAKs, and Stat1 
and Stat3. Activated Stat1 and Stat3 form homodimers or heterodimers, which induce activation of various genes. Modified from Kishimoto T. IL-6: from its 
discovery to clinical applications. Int Immunol. 2010;22:347-352.
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The pathophysiology underlying alcohol’s role in 
tumorigenesis of ESCC involves esophageal irritation, 
through pathways previously described, and its principal 
metabolite, acetaldehyde, a known carcinogen causing DNA 
adducts.52 The primary enzymes responsible for metabo-
lizing acetaldehyde into an inert metabolite are aldehyde 
dehydrogenase-2 (ALDH2) and alcohol dehydrogenase-
1B (ADH1B). ALDH2 and ADH1B are both present in 
the mouth, and mutations in either of these genes create 
increased salivary acetaldehyde concentrations, providing 
direct carcinogenic exposure to the esophageal mucosa.53,54 
For example, homozygotes for the ALDH2 gene have been 
shown to have acetaldehyde levels up to 13 times greater 
than normal individuals.53 ALDH2 and ADH1B muta-
tions are rare in Western populations; however, they are very 
prevalent in eastern Asian populations and are thought to 
contribute to the high incidence of ESCC in the esophageal 
cancer belt.53,55,56

Diet

Diets high in fruit and vegetable intake have been shown to 
be protective against many cancers because of the high con-
centrations of anticarcinogenic compounds.57 Many dietary 
studies have demonstrated that diets low in fruit and veg-
etables have an increased risk of ESCC.58,59 Dietary intake 
of nitrogen- and nitrosamine-rich foods have also been asso-
ciated with ESCC development, especially in the high-risk 
areas of the esophageal cancer belt where nitrogen-rich foods 
and water are consumed in high concentrations.59-62 In the 
Hebei province in China, the highest incidence areas of 
ESCC correlated with the highest concentrations of nitrite 
and ammonia nitrogen in drinking water.59 In addition, in 
many of these areas cultural customs lead to widespread 
consumption of hot beverages, which was vital in establish-
ing the connection between thermal irritation and esopha-
geal cancer.63,64
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Lung cancer is the leading cause of cancer-related death in men 
and women in the United States, accounting for approximately 
28% of total cancer deaths in 2012 despite comprising only 
about 14% of new cancer cases.1 Decades of research have 
contributed to our understanding that lung cancer is a multi-
step process involving genetic and epigenetic alterations where 
resulting DNA damage transforms normal lung epithelial cells 
into lung cancer. It is not known whether all lung epithelial 
cells or only a subset of these cells (such as pulmonary epithe-
lial stem cells or their immediate progenitors) are susceptible 
to full malignant transformation. In addition, although the 
tumor-initiating cell may have only a handful of mutations, as 
the tumor expands, cells may acquire additional mutations.2 
Smoking damages the entire respiratory epithelium, and thus 
“field cancerization” or “field defects” (molecular changes) are 
observed in histologically normal lung epithelium, as well as a 
variety of histologic preneoplastic/premalignant lesions, which 
also harbor molecular abnormalities common to the adjacent 
tumor.3 The culmination of these changes leads to lung cancers 
exhibiting all the hallmarks of cancer, including self-sufficiency 
of growth signals, insensitivity to growth-inhibitory (anti-
growth) signals, evasion of programmed cell death (apoptosis), 
limitless replicative potential, sustained angiogenesis, and tis-
sue invasion and metastasis.4

Lung cancer is a heterogeneous disease clinically, bio-
logically, histologically, and molecularly. Understanding the 
molecular causes of this heterogeneity and determining how 
the molecular changes relate to the biologic behavior of lung 
cancer and their utility as diagnostic and therapeutic targets 
are important basic and translational research issues. The past 
10 years has witnessed a revolution in genomic technologies 
to characterize genetic and epigenetic changes throughout 
the lung cancer genome. These include the recent applica-
tion of “next-generation” (“NexGen”) sequencing, which has 
led to genome-wide mutational analyses of lung cancers. 
Within the next several years there will be data on perhaps 
1000 lung cancers, providing an unprecedented amount of 

information. The central issues will be to determine which 
of these mutations are “actionable”—that is, provide a guide 
for targeting therapy; which are “passenger” and which are 
“driver” mutations; how frequent the mutations are; how the 
mutations are related to other molecular changes (e.g., meth-
ylation and miRNA profiles); and which mutations provide 
information to identify important subgroups (“molecular 
portraits”) of lung cancer that provide prognostic (survival 
information independent of therapy) and/or predictive (sur-
vival information dependent on the administration of spe-
cific therapies) utility. Identifying “acquired vulnerabilities” 
in lung cancer that can be therapeutically targeted is key. As 
a lung epithelial cell acquires oncogenic changes (such as a 
KRAS mutation), it must acquire other changes to allow 
the cell to tolerate the oncogenic changes. These acquired 
vulnerabilities are not present in normal tissue and thus are 
“synthetically lethal” with the oncogenic changes in tumors. 
Many of these are likely to be considered “passenger” muta-
tions. Nevertheless, they may represent actionable targets as 
well as enrollment biomarkers for selecting patients.

Molecular Epidemiology and Etiology

The two main types of lung cancer, non–small-cell lung can-
cer (NSCLC) (representing 80% to 85% of cases) and small-
cell lung cancer (SCLC) (representing 15% to 20%) are 
identified based on histological, clinical, and neuroendocrine 
characteristics. NSCLC can be further histologically subdi-
vided into adenocarcinoma, squamous carcinoma, large-cell 
carcinoma (including large-cell neuroendocrine lung can-
cers), bronchioloalveolar lung cancer, and mixed histologic 
types (e.g., adenosquamous carcinoma).

Although about 85% of lung cancers are caused by 
carcinogens present in tobacco smoke, 15% to 25% of lung 
cancer cases occur in lifetime “never smokers” (fewer than 
100 cigarettes in a lifetime). Furthermore, more than 50% of 
newly diagnosed lung cancers in the United States occur in 
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former smokers, in whom the damage caused by past smoking 
still led to the development of lung cancer. Although the gen-
eral public associates lung cancer with smoking, the numbers 
of lung cancer cases occurring in lifetime never smokers and 
former smokers both present a huge public health problem. 
Thus, it will be important to identify non–smoking-related 
etiologies of lung cancer arising in never smokers, as well as 
methods to identify which former smokers are most likely to 
develop clinically evident lung cancer.

Lung Cancer in Never Smokers

Never-smoking lung cancers represent a disease that is epide-
miologically, clinically, and molecularly distinct from smok-
ing lung cancers. If considered independently, never-smoking 
lung cancers are the seventh most common cause of cancer 
death.5 Never-smoking lung cancer occurs more frequently 
in women and East Asians, has a peak incidence at a younger 
age, targets the distal airways, is usually adenocarcinoma, 
and frequently is epidermal growth factor receptor (EGFR) 
mutant and therefore responsive to EGFR-targeted thera-
pies. Table 32-1 outlines the molecular differences between 
smoking and never-smoking lung cancers.

Inherited Susceptibility to Lung Cancer

The study of inherited predisposition to lung cancer has 
been investigated. Multiple genome-wide association studies 
(GWASs) have associated single-nucleotide polymorphism 

(SNP) variations at 15q24-q25.1 (including genes encod-
ing nicotinic acetylcholine receptor [nAChR] subunits 
[CHRNA5, CHRNA3, and CHRNB4]) with an increased 
risk of both nicotine dependence and developing lung can-
cer. Although meta-analyses have provided further evidence 
that variation at 15q25.1, 5p15.33, and 6p21.33 influences 
lung cancer risk, it is not yet known whether there is a 
mechanistic association of these polymorphisms and nico-
tine addiction, carcinogenic derivatives of nicotine exposure, 
or the effect of nicotine acting on nAChRs. In addition, a 
genome-wide linkage study of pedigrees containing multiple 
generations of lung cancer from the Genetic Epidemiology 
of Lung Cancer Consortium (GELCC) mapped a familial 
susceptibility locus to 6q23-25.2 Regulator of G-protein 
signaling 17 (RGS17) is a putative causal gene within this 
locus where common variants were associated with famil-
ial but not sporadic lung cancer; however, it is likely that 
more than one genetic locus in the 6q region is influencing 
susceptibility.

Human Papilloma Virus–Mediated  
Lung Cancer

Human papilloma virus (HPV), an established human car-
cinogen (for both uterine cervical and head and neck cancer), 
has been proposed to play a role in lung cancer pathogenesis; 
however, published data remain controversial. The presence 
of HPV oncoproteins E6 and E7 leads to inactivation of 
tumor suppressors p53 and Rb, respectively. A meta-analysis 
of 100 publications comprising 7381 cases found that the 
incidence of HPV in lung cancer differed by geographical 
origin of the study (higher in China, Taiwan, other Asia, and 
South America and lower in Australia, Europe, and North 
America) and histological subtype, where HPV was slightly 
more common in squamous-cell carcinomas (SCCs). The 
detection of oncogenic variants of HPV in some tumors 
and our knowledge of HPV oncoproteins suggest that 
HPV infection will be a major etiologic feature in a subset 
of lung cancer. Given the differences in response of HPV-
associated head and neck cancer to EGFR-targeted therapy, 
it will be important to characterize other molecular altera-
tions in these lung cancers, and how they respond to various 
therapies.

Genomics: Tools for Identification, 
Prediction, and Prognosis

The molecular heterogeneity of lung cancer and utility in 
classifying lung tumors by the specific mutations driving 

Table 32-1 Molecular Differences between Smoking and Never Smoking 
Lung Cancers

Gene Never Smoking Smoking

TP53 mutations—overall Less common More common

TP53 mutations—G:C to 
T:A mutations

Less common More common

KRAS mutations Less common (0%-7%) More common 
(30%-43%)

EGFR mutations More common (45%) Less common (7%)

STK11 mutations Less common More common

EML4-ALK fusions More common Less common

HER2 mutations More common Less common

Methylation index Low High

p16 methylation Less common More common

APC methylation Less common More common

Loss of hMSH2 expression Common (40%) Rare (10%)

Data summarized from the following reviews: References 21-23.
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their growth is demonstrated in tumors harboring either 
the epidermal growth factor receptor (EGFR) tyrosine 
kinase (TK) mutations or the EML4-ALK fusion pro-
tein. These tumors exhibit exquisite sensitivity to EGFR 
TK inhibitors, such as gefitinib and erlotinib, or the ALK 
and ROS1 inhibitor crizotinib, respectively. Advances such 
as these have spurred considerable interest and excitement 
in the field of lung cancer to fully understand the complex 
genomic landscape.6 It will now be possible to achieve this 
lofty goal with the use of massively parallel sequencing and 
the comprehensive cataloging of SNPs, structural varia-
tions, gene amplifications, deletions, methylation, messenger 
RNA (mRNA) expression, and alterations in microRNAs 
(miRNAs) and miRNA binding sites present in a genome. 
Initial sequencing studies of either a subset of cancer-
related genes or single-lung tumors or cell lines found the 
lung cancer genome displayed high protein-altering muta-
tion rates, perhaps indicative of the inherent heterogeneity 
found in lung tumors compared with tumors from other 
tissues. A comprehensive and systematic analysis of cancer 
genomes from large numbers of patients with lung cancer 
is critical to identify significant molecular alterations that 
drive the cancer phenotype and eventually to develop rational 
therapies.

Challenges: Sample Procurement and 
Informed Consent

Technical and ethical factors such as sample procurement 
and informed consent remain a significant challenge to the 
application of these technologies. Serial collection of tumor 
samples at various points during disease progression would 
contribute to our understanding of the clonal evolution of 
tumors and better define the molecular mechanisms under-
lying metastatic process and resistance to targeted therapy.

Transcriptome Profiling

Profiling the lung cancer transcriptome has imparted bio-
logically and clinically relevant information such as novel 
dysregulated genes and pathways and gene signatures that 
can predict patient prognosis, response to treatment, and 
histology.7 Predictive and prognostic mRNA profiling has 
real potential for refining the care of lung cancer patients, 
but progress has been limited. In an effort to overcome 
limitations of sample size and heterogeneity in previous 
studies, a multisite, blinded validation study of 442 lung 
adenocarcinomas examined whether the mRNA profile 
of primary tumors could robustly predict patient outcome 
either alone or in combination with clinicopathological 

factors.8 This study developed several models (or signa-
tures) which, for the most part, predicted outcome better 
than current clinical methods. However, critical review of 
published prognostic signatures in lung cancer found little 
evidence of any published signature being ready for clinical 
application, mostly because of limitations in study design 
and analysis. Expression of nuclear receptors (and later 
their co-regulators) in lung cancer may provide as good or 
better prognostic information than other mRNA expres-
sion signatures. Because nuclear receptors are also targets 
for therapeutic manipulation (via hormone agonists and 
antagonists), expression patterns in individual lung cancers 
may also provide insight for targeted therapy. Despite the 
complexities of mRNA profiling, the success of prognostic 
signatures in breast cancer suggests the importance of fur-
ther research efforts.

Genome-Wide Copy Number Profiling

High-resolution mapping of copy number alterations in the 
lung cancer genome has identified single genes as targets of 
genomic gain or loss through improved definition of known 
aberrant regions or by the identification of focal alterations 
undetectable with earlier technology. The analysis of primary 
lung adenocarcinomas identified significant recurrent copy-
number alterations, of which a majority were focal events, 
including some mutations previously unrecognized in lung 
cancer—for example, amplification at 14q13.3 targeting 
the transcription factor NKX2-1, which is discussed later.  
The ongoing work led by the National Cancer Institute’s The 
Cancer Genome Atlas (TCGA) project has revealed regions 
of significant copy number alterations in lung SCCs. These 
include previously reported regions of copy number altera-
tion containing SOX2, PDGFRA/KIT, EGFR, FGFR1/
WHSC1L1, CCND1, and CDKN2A genes as well as 
novel findings, including amplifications containing NFE2L2, 
MYC, CDK6, MDM2, BCL2L1, and EYS and deletions of 
FOXP1, PTEN, and NF1.9 Similar studies in NSCLC and 
SCLC cohorts have identified other novel drivers of lung 
carcinogenesis.

Genome-Wide Sequencing of Lung Cancers

TCGA plans to comprehensively characterize the genomic 
alterations in 1000 patients with NSCLC. Sequencing of 
squamous, adenocarcinoma, and SCLC has been completed, 
yielding a list of “significantly mutated genes” (SMGs) (Table 
32-2). Analysis of 178 patients with SCC is complete and 
has revealed that lung SCC displays a bewildering array of 
genomic changes with a mean of 360 mutations in the exons 
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(including 228 nonsilent mutations), 165 genomic rear-
rangements, and 323 segments of copy number alterations 
per tumor.9 Similar rates of genomic alterations have been 
reported from studies of genomic changes in lung adenocar-
cinoma, where the average mutation frequency in smokers 
with adenocarcinoma of the lung was 10-fold higher com-
pared with lifelong never smokers. Substantial differences 
were also found not just in mutational burden but also in the 
mutational spectra of affected genes between the smokers and 
lifelong never smokers with lung adenocarcinoma. Ongoing 
analyses of lung adenocarcinoma and other lung cancer sub-
types such as SCLC by TCGA and other groups (see Table 
32-2) will better determine significant “actionable” genes.

Identification of Novel Pathways

TCGA project found a significant number of lung 
SCCs had alterations in genes involved in oxidative 
stress response and squamous differentiation. Genomic 
alterations included point mutations and copy number 

alterations. More specifically, alterations in one of the 
three genes NFE2L2, KEAP1, and CUL3 were identified 
in nearly a third of tumor samples studied. The master 
antioxidant transcription factor NFE2L2 promotes sur-
vival following cellular insults that trigger oxidative dam-
age and is regulated by KEAP1, an oxidative stress sensor. 
In unstressed conditions, KEAP1 binds and subsequently 
represses NFE2L2. KEAP1 also forms a ubiquitin E3 
ligase complex with CUL3, resulting in constant ubiq-
uitination of NFE2L2. Mutations in NF2L2 occurred 
nearly exclusively in one of the two KEAP1 interaction 
motifs. Mutations in KEAP1 and CUL3 showed a pat-
tern consistent with loss of function. In addition, muta-
tions in KEAP1 and CUL2 were mutually exclusive with 
NFE2L2. Alterations in genes that are known to play a role 
in squamous differentiation were identified in 44% of lung 
SCC samples. The changes include overexpression and 
amplification of SOX2 and TP63 and loss-of-function 
mutations involving NOTCH1 and NOTCH2. Truncat-
ing mutations involving NOTCH1 and NOTCH2 have 
been reported previously in squamous cell cancer of the 
skin and lung.

Recurrent somatic mutations in the splicing factor 
gene U2AF1, truncating mutations affecting RBM10 and 
ARID1A, and in-frame exonic alterations within EGFR and 
SIK2 kinases were identified in an exome and genome analy-
sis of lung adenocarcinoma. SOX2 mutations and amplifica-
tion and a recurrent RFL-MYCL1 fusion were common in 
an exome, transcriptome, and copy number analysis of 34 
primary SCLC tumors and 17 SCLC cell lines. Suppression 
of SOX2 in SOX2-amplified cell lines or MYCL1 in RLF-
MYCL1 cell lines both resulted in decreased proliferation, 
suggesting that these alterations may represent SCLC sub-
type vulnerabilities.

Identification of Therapeutic Targets

The lung SCC TCGA project reported a number of poten-
tially targetable alterations using a gene-centered and 
pathway-directed approach. Using fairly stringent criteria 
(availability of a targeted agent, confirmation of altered 
allele in transcriptome sequencing, and Mutation Asses-
sor Score), a potentially targetable gene was identified in 
64% of samples studied. Alterations in one of the three 
core pathways (PI3K/AKT/mTOR, RTKs, and RAS/
RAF/MAPK) were found in 69% of samples even after 
restricting the analysis to include only those where muta-
tions were confirmed by transcriptome sequencing and 
those amplifications associated with overexpression of the 
target gene. Some of the notable targets altered include 
PI3KCA, PTEN, AKT3, BRAF, FGFR, and EGFR. 
Another novel target identified with whole-transcriptome 
analyses of tumor samples is in-frame fusion transcripts 

Table 32-2 Significantly Mutated Genes in Lung Cancer Subtypes 
Identified with Exome Sequencing

Adenocarcinoma Squamous-Cell 
Carcinoma

SCLC

ARID1A
ATM
BRAF
BRD3
CBL
CTNNB1
EGFR
FBXW7
FGFR3
GOPC
KEAP1
KIAA0427
KRAS
NF1
PIK3CA
PPP2R1A
PTEN
RB1
RBM10
SETD2
SMAD4
SMARCA4
STK11
TP53
U2AF1

ANP32C
APC
BCL11A
BCL2L1
BRAF
CDK6
CDKN2A
CREBBP
CSMD1
DDR2
EGFR
EYS
FAM123B
FBXW7
FGFR1
FOXP1
HLA-A
HRAS
KEAP1
MLL2
MUC16
NF1
NFE2L2
NOTCH1
PIK3CA
PTEN
RB1
REL
SMAD4
SMARCA4
TNFAIP3
TP53
TSC1
VGLL4
WHSC1L1
WWOX

ADCY1
BCLAF1
C17orf108
CDYL
CNTNAP2
COL22A1
COL4A2
DIP2C
ELAVL2
GRIK3
GRM8
KHSRP
KIF21A
PLSCR4
RASSF8
RB1
RIMS2
RUNX1T1
SATB2
TMEM132D
TP53
ZDBF2

Genes in bold are present in more than one histological subtype.
Data generated through of analysis of 183 lung adenocarcinomas24; TCGA project of 178 previ-
ously untreated, stage I-IV primary lung squamous cell carcinoma9; and 34 primary SCLC tumors 
and 17 SCLC cell lines.25
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involving KIF5B (the Kinesin family 5B gene) and the RET 
oncogene, which is found in 1% to 2% of patients with lung 
adenocarcinoma and is discussed later.

Lessons Learned and Future Directions

Preliminary TCGA analysis of lung SCCs has demon-
strated the importance of integrating mutational data with 
other genomic data such as methylation, mRNA expres-
sion, and copy number. CDKN2A, a tumor suppressor 
gene (TSG) that encodes two cell cycle inhibitor proteins, 
p16 and p14, is frequently altered in lung SCC. CDKN2A 
is inactivated through multiple mechanisms from epigen-
etic silencing by methylation (21%), to inactivating muta-
tion (18%), to other events such as exon skipping (4%) and 
homozygous deletion (29%). Thus considering only one set 
of genomic data could lead to inaccurate conclusions on the 
role of the gene.

It is clear that next-generation sequencing has enor-
mous potential to unravel the complexities of the lung cancer 
genome and identify the molecular mechanisms underpin-
ning therapeutic responses and progression of lung cancer. 
Although the challenges in gathering reliable and clinically 
and pathologically annotated data are not trivial, high-
throughput technologies and publicly stored genome-wide 
databases related to lung cancer are resources with the 
potential to drive a global collaborative effort in identifying 
new targets for lung cancer diagnostics and therapeutics. 
Large-scale multidisciplinary and international collabora-
tions such as the TCGA project, the NCI Lung Cancer 
Mutation Consortium (LCMC),10 as well as international 
lung cancer sequencing consortiums will enable the uniting 
of clinically annotated with molecularly annotated lung can-
cer specimens. Enabling free access to all of these genome-
wide studies will allow independent confirmation on the role 
of the various molecular changes for prognosis, prediction, 
and targeting of therapy of lung cancer.

Genome-Wide Functional (siRNA, shRNA 
Library) Screening

“Synthetic lethal” screens using RNAi (siRNAs and shRNA 
libraries) technology have allowed unbiased, genome-wide 
approaches to identification of genes whose perturbation can 
selectively kill lung cancer cells. The ability to identify “synthetic 
lethality”11 associated with oncogenic changes in tumor cells 
has particular utility in identifying new therapeutic targets or 
molecules to treat traditionally hard-to-target tumors, such as 
those with oncogenic KRAS. Small interfering RNA (siRNA) 
and short-hairpin RNA (shRNA) screens have identified 
genes whose perturbation can selectively sensitize NSCLC cell 
lines to sublethal doses of chemotherapeutic agents, sensitize 

KRAS mutant cells to targeted drugs, suppress tumorigenic-
ity in cells with specific gene dysregulation such as oncogenic 
KRAS or aberrant EGFR, and identify novel genes critical for 
tumorigenic processes such as metastasis.

Epigenetic Changes in Lung 
Carcinogenesis

Epigenetic events can lead to changes in gene expression 
without any changes in DNA sequence and therefore, 
importantly, are potentially reversible.

Methylation and Histone Modification

Aberrant promoter hypermethylation (the addition of a 
methyl group to CpG islands in the promoter region of 
a gene that results in transcriptional silencing) is a com-
mon method for inactivation of TSGs in tumor cells and 
occurs early in lung tumorigenesis. In fact, whole-genome 
microarray profiling of DNA methylation patterns in lung 
cancer—termed the lung cancer epigenome or  methylome—
suggests that the role of methylation in lung tumorigenesis 
may have been previously underestimated. Because aberrant 
methylation is an early event in lung cancer pathogenesis 
and is detectable in DNA circulating in the blood, many 
studies have investigated methylation status as a biomarker 
for risk assessment, early detection, disease progression, and 
prognosis in lung cancer (Table 32-3).

DNA is methylated by DNA methyltransferases 
(DNMTs) which are responsible for both de novo and 
maintenance of preexisting methylation in a cell. Histone 
modification is another mechanism for epigenetic control 
of gene transcription: histone deacetylation results in con-
densing of chromatin, resulting in transcriptionally inac-
tive DNA. Inhibitors of DNMTs or histone deacetylases 
(HDACs) resulting in pharmacologic restoration of expres-
sion of epigenetically silenced genes is an exciting targeted 
therapeutic approach and shows promise in lung cancer 
(Table 32-4).

microRNA-Mediated Regulation

There is currently a strong research focus on microRNAs 
(miRNAs) as potential diagnostic and prognostic biomark-
ers and therapeutic targets for lung cancer. miRNA profiles 
for histologic and prognostic classification of lung tumors 
and detection of miRNAs in peripheral blood and sputum 
illustrate the potential of miRNAs as diagnostic and early 
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detection biomarkers in lung cancer. Table 32-5 summa-
rizes some experimentally validated miRNAs important in 
lung cancer. miRNAs are a class of non–protein-encoding 
small RNAs capable of regulating gene expression by either 
directly cleaving a targeted mRNA or inhibiting translation 
by interacting with the 3′ untranslated region (UTR) of a 
target mRNA. A single miRNA often targets multiple genes, 
and multiple miRNAs may target the same mRNA, which 
results in a complex network of molecular pathways where 
a single miRNA (to date, more than 1400 human miRNAs 
have been identified) can potentially affect multiple cellular 
processes. Aberrant expression of miRNAs has been found 
to play an important role in the pathogenesis of lung cancer 
as either oncogenes or TSGs. miRNAs can function as either 
TSGs or oncogenes. Restoration of aberrantly expressed 
miRNAs can be achieved in vitro and in vivo using miRNA 
mimics (for underexpressed miRNAs) or miRNA inhibitors 
(termed antisense oligonucleotides or antagomirs; for overex-
pressed miRNAs). Concurrent inhibition or overexpression 
of miRNAs with conventional therapies has resulted in an 

Table 32-3 DNA Methylation as a Biomarker in Lung Cancer

Early Detection Prognostic Predictive

APC
CDH13
DAPK1
DNMT1
FHIT
GATA5
GSTP1
MAGEA1
MAGEB2
MGMT
p16
PAX5-b
RARβ2
RASSF1A
RASSF5
RUNX3
TCF21

APC
CDH1
CDH13
CXCL12
DAPK1
DLEC1
EPB41L3 (DAL-1)
ESR1
FHIT
IGFBP-3
MGMT
MLH1
MSH2
p16
PYCARD (ASC)
PTEN
RASSF1A
RRAD
RUNX3
SPARC
TIMP3
TMS1
TSLC1
WIF1

SFN (14-3-3 sigma)

Data summarized from the following reviews: References 26-28.

Table 32-4 Targeted Therapies Approved in Clinical Trial or in Preclinical Study for Lung Cancer

Pathway Target Clinically 
Approved for  
Lung Cancer

In Clinical Trials for Lung Cancer Novel Agents in Preclinical Study

RTKs EGFR Erlotinib, 
cetuximab*

Afatinib, BMS-690514, canertinib, CUDC-101, EKB-569, gefi-
tinib,† icotinib, lapatinib, matuzumab, necitumumab, nera-
tinib, nimotuzumab, panitumumab, pelitinib, PF0299804, 
vandetanib, XL647, zalutumumab

AEE 788, AV-412, BMS-599626

VEGFR Axitinib, BMS-690514, brivanib alaninate, cediranib, E7080, 
foretinib, linifanib, motesanib, neovastat, pazopanib, 
 ramucirumab, regorafenib, sorafenib, sunitinib, tivozanib, 
vandetanib, vargatef, vatalanib, XL184, XL647, XL999

Adnectin, AEE 788, TKI-258, 
TSU-68

ALK Crizotinib GSK1838705A, nVP-TAE684
HER2 Afatinib, BMS-690514, CI-1033, CUDC-101, EKB-569, lapatinib, 

PF0299804, neratinib, pertuzumab, trastuzumab, XL647
AEE 788, AV-412, BMS-599626

c-MET Crizotinib AMG 102, AV-299, foretinib, GSK1363089, MetMAb, tivantinib, 
XL184

AMG 208, PF-04217903, PHA-
665752, SCH900105, SGX523, 
SU11274

PDGFR Axitinib, cediranib, dasatinib, E7080, imatinib, IMC-3G3, 
linifanib, motesanib, pazopanib, ramucirumab, regorafenib, 
sorafenib, sunitinib, vargatef, vatalanib, XL999

TKI-258, TSU-68

IGF-1R AMG 479, BIIB022, cixutumumab, figitumumab, MK-0646, 
OSI906

BMS-754807

FGFR Brivanib alaninate, E-7080, regorafenib, TKI-258, vargatef, 
XL999

FP-1039, PD-173074, TSU-68

c-KIT Axitinib, cediranib, dasatinib, imatinib, motesanib, pazopanib, 
regorafenib, sorafenib, sunitinib, vatalanib

FLT-3 MK-0457, sorafenib, sunitinib, XL999
SRC/BCR-ABL AZD0530, dasatinib, imatinib, XL999 KX2-391
DDR2 Dasatinib

Angiogenesis VEGF Bevacizumab Aflibercept, AMG706, cediranib

RAS/RAF/MAPK RAS Tipifarnib Lonafarnib, ISIS 2503 (H-Ras)
RAF GSK2118436, regorafenib, sorafenib AZ628, ISIS 5132, XL281
MEK GSK1120212, PD325901, selumetinib, sorafenib AS 703026, AZD8330, GDC-0973, 

RDEA119

PI3K/AKT/mTOR PI3K BKM120, GDC-0941, PX-866, XL147, XL765 BEZ235, BGT226, LY294002
AKT Nelfinavir, MK-2206, perifosine
mTOR Everolimus, PX-866, ridaforolimus, sirolimus/rapamycin, 

temsirolimus
AZD 8055, BEZ235, OSI-027,
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Table 32-4 Targeted Therapies Approved in Clinical Trial or in Preclinical Study for Lung Cancer—cont’d

Pathway Target Clinically 
Approved for  
Lung Cancer

In Clinical Trials for Lung Cancer Novel Agents in Preclinical Study

Apoptosis IAPs HGS01029
TRAIL Conatumumab, dulanermin, mapatumumab Apomab, lexatumumab
BCL2 Gossypol, navitoclax, oblimersen, obatoclax ABT-737
PARP Iniparib, veliparib AG014699, olaparib
FUS1 fus1 liposome complex

Heat shock 
proteins

HSP90 Ganetespib, retaspimycin, SNX-5422, tanespimycin 17-AAG, alvespimycin

HDACs HDACs Belinostat, CI-994, CUDC-101, entinostat, panobinostat, piv-
anex, romidepsin, vorinostat

SB939

Proteasome Proteasome Carfilzomib, bortezomib, salinosporamide A CEP-18770, MLN9708,

Stem cell 
pathways

Hh (SMO) RO4929097, vismodegib, XL139 Cyclopamine, IPI-926, LDE225
Notch 

(γ-secretase)
MK0752, MRK-003, PF03084014

Telomerase Telomerase Imetelstat, KML-001 Sodium meta arsenite

Cell cycle/cell 
proliferation

p53 p53 peptide vaccine, PRIMA-1
MDM2 JNJ-26854165, RO5045337
Aurora kinase AZD 1152, alisertib, MK0457, 

MK5108
CDK Purvalanol

Inflammation COX-2 Celecoxib
TGF-β Trabedersen
PPARγ Iniparib, CS 7017 Olaparib

Hypoxia HIF1 PX-478

*Although not currently U.S. FDA-approved for non–small-cell lung cancer, cetuximab is a recommended treatment in several practice guidelines, including those of the American Society of Clinical Oncol-
ogy (ASCO) and the National Comprehensive Cancer Network (NCCN).
†Previously approved in the United States and still approved elsewhere.
Adapted from Reference 29.

Table 32-5 miRNAs with Diagnostic, Prognostic, and/or Predictive Roles in Lung Cancer

miRNA Expression in Lung Cancer Correlation with Poor Prognosis* and/or  
Predictive Role

Validated Targets

Tumor-Promoting miRNAs

miR-17-92 cluster Up PTEN , E2F1-3, BIM

miR-21 Up Positive; resistance to EGFR targeted therapy PTEN, SPRY1, PDCD4, RALGDS

miR-155 Up† Positive CK1α, TP53INP1, MMR

miR-221/222 Up Positive; resistance to TRAIL treatment PTEN, TIMP3, cKIT, p27Kip1

Tumor-Suppressing miRNAs

let-7/miR-98 Down Negative RAS, MYC, HMGA2, CDC25A, CDK6, CCND1

miR-15/16 Down BCL1, MCL1, CCND1, WNT3A

miR-29 Down DNMT3A-3B, MCL1

miR-34a-c Down Negative SIRT1, BCL2, CD44, CDK4/6, CCNE2, MYC, 
E2F3

miR-128b Down Negative (gefitinib treated) EGFR

miR-200 family Down ZEB1/ZEB2

Data summarized from the following reviews: References 31-34.
*Correlation with poor prognosis.
†In KRAS and EGFR wild-type tumors.
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increased response to EGFR TKIs, radiotherapy, and chemo-
therapy. These studies illustrate the potential of miRNAs in 
lung cancer therapeutics development; however, limitations in 
pharmacokinetics, delivery, and toxicity need to be addressed.

The let-7 family is a cluster of miRNAs that function as 
tumor suppressors and is frequently underexpressed in lung 
tumors, particularly NSCLC, compared to normal lung, and 
decreased expression has been associated with poorer prog-
nosis. Let-7 regulates multiple oncogenes including RAS, 
MYC, and HMGA2 via binding to the let-7 binding sites in 
their respective 3′ UTRs. Let-7 replacement therapy shows 
potential, with reduced tumor burden observed in vivo; how-
ever, tumor response in patients will be affected by a SNP 
in the let-7 complementary site (LCS6) of KRAS, which is 
significantly associated with lung cancer risk and results in 
increased KRAS expression in vitro.

An example of an important oncogenic miRNA—
oncomir—in lung cancer is RAS-regulated miR-21 which 
promotes cellular growth and invasion and metastasis by tar-
geting multiple genes with tumor suppressive effects such as 
negative regulators of the RAS/RAF/MAPK pathway, pro-
apoptotic, and anti-metastatic genes. Expression of miR-21 is 
also suggested to be positively regulated by the EGFR signal-
ing pathway, specifically EGFR mutations. Some miRNAs 
have also been shown to be important mediators of metasta-
sis. The expression of miR-200 family members is commonly 
lost in aggressive lung cancers and can prevent epithelial to 

mesenchymal transition (EMT)—and consequently, invasion 
and metastasis—by repressing transcriptional repressors of 
E-cadherin.

Oncogenes, Tumor Suppressor Genes, 
and Signaling Pathways in Lung Cancer

The “hallmarks of cancer”4 describe the complexities of neo-
plastic disease and stratify the complexities by mechanistic 
function. Genomic instability is an underlying “enabling” 
characteristic of lung cancer cells where alterations such 
as chromosomal rearrangements can generate rare genetic 
events in cells that eventually give rise to cancer. Mapping 
amplifications and deletions in copy number throughout the 
cancer genome has led to the identification of many onco-
genes and TSGs. Recent whole-genome genomic approaches 
have yielded further insight into the complexities of the lung 
cancer genome with the identification of driving mutations 
and other key signaling pathways (see Table 32-2). The fol-
lowing section summarizes known driver mutations (EGFR, 
KRAS, and EML4-ALK) and key signaling pathways 
(including RAS/RAF/MAPK, PI3K/AKT/mTOR, p53, 
and p16/RB) in lung cancer organized by “hallmarks” (Fig-
ure 32-1).12 There are several targeted therapy agents in the 
clinic or in development for lung cancer (see Table 32-4).

Figure 32-1 Key signaling pathways discussed 
in this chapter that are commonly dys-
regulated in lung cancer in relation to the 
“Hallmarks of Cancer” proposed by Hanahan 
and Weinberg4 Currently, most of our knowledge 
of the molecular changes in lung cancer converges 
on the six original hallmarks (sustaining prolif-
erative signaling; evading growth suppressors; 
resisting cell death; enabling replicative immortal-
ity; inducing angiogenesis; and activating invasion 
and metastasis), as well as the newly categorized 
“enabling characteristic” genome instability 
and mutation. (Reprinted from Hanahan D, Weinberg 
RA. Hallmarks of cancer: the next generation. Cell. 
2011;144:646-674, with permission from Elsevier.)
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Oncogene activation probably occurs in all lung can-
cers (typically by gene amplification, overexpression, point 
mutation, or DNA rearrangements), resulting in persistent 
upregulation of mitogenic growth signals, which induce cell 
growth. Importantly, it can also result in “oncogene addic-
tion” in which the cell becomes dependent on this aberrant 
oncogenic signaling for survival.13 These “driver” oncogenes 
or oncogene “addictions” represent acquired vulnerabilities in 
lung cancer cells and present as significant therapeutic tar-
gets by offering the specificity of killing tumor but not nor-
mal cells.

Loss of TSG function is an important step in lung 
carcinogenesis and usually results from inactivation of both 
alleles, with loss of heterozygosity (LOH; through chromo-
somal deletion or translocation) inactivating one allele, and 
point mutation or epigenetic or transcriptional silencing 
inactivating the second allele. Commonly inactivated TSGs 
in lung cancer include TP53, RB1, STK11, CDKN2A, 
FHIT, RASSF1A, and PTEN. Historically, tumor sup-
pressors have been more difficult to target with therapeu-
tic agents because restoration of lost activity is much more 
difficult than inhibition of increased activity (as with onco-
genes), and consequently most endeavors were targeted at 
downstream effectors. Increased understanding of the func-
tion of tumor suppressor proteins may identify novel thera-
peutic targets, as shown with p53, where compounds that 
stabilize the mutant protein or restore wild-type conforma-
tion demonstrate clinical utility.

Hallmark: Sustaining Proliferative Signaling

EGFR/HER2/MET Signaling

EGFR
The ErbB family of tyrosine kinase receptors includes four 
members: EGFR, ERBB2 (HER2), ERBB3, and ERBB4. The 
receptors can activate multiple signal transduction cascades, 
including the RAS/RAF/MAPK, PI3K/AKT/mTOR, 
and STAT pathways, by forming homo- and heterodimers 
with different ligand specificity. EGFR is overexpressed or 
aberrantly activated in 50% to 90% of NSCLCs. EGFR-tar-
geted inhibitors include monoclonal antibodies that target 
the EGFR extracellular domain and tyrosine kinase inhibi-
tors (TKIs), which are small molecules that inhibit intracel-
lular tyrosine kinase activity of EGFR. A significant advance 
was made in the treatment of NSCLC with the observation 
that lung cancer somatic mutations in the kinase domain of 
EGFR strongly correlated with sensitivity to EGFR TKIs. 
EGFR mutant lung tumors exhibit exquisite sensitivity and 
marked tumor response with EGFR TKIs (such as erlo-
tinib and gefitinib) and antibodies (such as cetuximab)—an 
example of oncogene addiction in lung cancer where tumors 

driven by EGFR mutation-activation of EGF signaling rely 
on continued EGF signaling for survival. “Classic” EGFR 
mutations in the tyrosine kinase domain (by either exon 19 
deletion or exon 21 L858R mutation, which each account for 
about 45% of EGFR mutations) show an increased amount 
and duration of EGFR activation compared with wild-type 
receptors and have preferential activation of the PI3K/
AKT/mTOR and STAT3/STAT5 pathways rather than 
the RAS/RAF/MAPK pathway. By contrast, the remaining 
10% of EGFR tyrosine kinase mutations, in exons 18 and 20, 
do not confer sensitivity to EGFR TKIs and in some cases 
are associated with EGFR TKI resistance. EGFR mutations 
of all types are particularly prevalent in certain patient sub-
groups: adenocarcinoma histology, women, never smokers, 
and East Asian ethnicity. Despite an initial response, patients 
treated with EGFR TKIs eventually develop resistance 
to TKIs that is linked (in approximately 50% of tumors) 
to a T790M mutation in EGFR exon 20. In such cases, it 
is likely that a small population of cancer cells harboring 
T790M mutations is present at diagnosis and selected for 
during EGFR TKI therapy. Proposed mechanisms of the 
T790M-associated therapeutic resistance include a confor-
mational change resulting in steric hindrance to EGFR TKI 
binding and increased EGFR affinity for ATP. Resistance 
to TKI therapy has also been associated with EGFR exon 
20 insertions; KRAS mutation; amplification or activation 
of the MET proto-oncogene, which provides an alternative 
signaling pathway; and occasionally a switch of tumor dif-
ferentiation to an SCLC-like phenotype. Second-generation 
EGFR TKIs (such as PF00299804, afatinib, and neratinib) 
bind irreversibly to EGFR tyrosine kinase, induce much less 
therapeutic resistance, and appear effective against secondary 
resistance mutations such as T790M.

ERBB2 (HER2)
The ligand for HER2 remains unknown, but HER2 is acti-
vated following homo- or heterodimerization (with EGFR 
or HER3 preferentially). Unlike breast and gastric cancers, 
HER2 amplification or overexpression in NSCLC does not 
confer sensitivity to HER2 antibodies or TKIs. However, 
exon 20 mutations in HER2 mutations (occurring in 3% 
to 10% of lung adenocarcinomas) do confer sensitivity to 
lapatinib in NSCLC cell lines. HER2 mutations also con-
fer resistance to EGFR TKIs regardless of EGFR mutation 
status as HER2 replaces EGFR in driving growth signals.

MET
Similar to EGFR, MET is a receptor tyrosine kinase capable 
of driving RAS/RAF/MAPK and PI3K/AKT/mTOR 
pathway signaling following activation on hepatocyte growth 
factor (HGF) binding. Amplification of MET is also thought 
to mediate resistance to EGFR TKIs, independent of the 
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T790M mutation, where MET activates the PI3K/AKT/
mTOR pathway through phosphorylation of HER3, inde-
pendent of EGFR and HER2. Inhibition of MET is being 
successfully approached with antibodies (such as MetMAb) 
and small-molecule MET inhibitors (tivantinib/ARQ-197) 
(see Table 32-4).

RAS/RAF/MAPK Pathway

The RAS proto-oncogene family (KRAS, HRAS, NRAS, 
and RRAS) encodes four highly homologous 21-kDa 
m embrane-bound proteins involved in signal transduc-
tion. Activation of the RAS/RAF/MAPK pathway occurs 
frequently in lung cancer, most commonly via activating 
mutations in KRAS (approximately 20%, particularly 
adenocarcinomas). In lung cancer, 90% of mutations are 
located in KRAS (80% in codon 12, and the remainder in 
codons 13 and 61), with HRAS and NRAS mutations only 
occasionally documented. Proteins encoded by the RAS 
genes exist in two states: an active state, in which GTP 
is bound to the molecule, and an inactive state, where the 
GTP has been cleaved to GDP. Activating point muta-
tions confer oncogenic potential through loss of intrinsic 
GTPase activity, resulting in an inability to cleave GTP to 
GDP. This results in constitutive activation of downstream 
signaling pathways, such as PI3K and MAPK, rendering 
KRAS mutant tumors independent of EGFR signaling 
and therefore resistant to EGFR TKIs as well as chemo-
therapy. KRAS mutations are mutually exclusive with 
EGFR and ERBB2 mutations and are primarily observed 
in lung adenocarcinomas of smokers. The prevalence and 
importance of KRAS in lung tumorigenesis make it an 
attractive therapeutic target. Two unsuccessful approaches 
were farnesyltransferase inhibitors, to inhibit posttransla-
tional processing and membrane localization of RAS pro-
teins, and antisense oligonucleotides against RAS. More 
recently, efforts have been centered on downstream effec-
tors of RAS signaling: RAF kinase and mitogen-activated 
protein kinase (MAPK) kinase (MEK).

BRAF is the direct effector of RAS. Although it is 
commonly mutated in melanoma (about 70%), mutations are 
rare in lung cancer (about 3%), predominantly in adenocar-
cinoma, and mutually exclusive to EGFR and KRAS muta-
tions. Strategies to inhibit RAF kinase include degradation 
of RAF1 mRNA through antisense oligodeoxyribonucleo-
tides, and inhibition of kinase activity with small molecule 
kinase inhibitors such as the multikinase inhibitor sorafenib 
(which inhibits VEGFR, PDGFR, FLT-3, RAF, MEK, 
and KIT) as well as some BRAF mutant-specific inhibitors 
such as vemurafenib, PLX-4720, and GDC-0879. Several 
potent and selective MEK inhibitors such as selumetinib 
(AZD6244) and GSK1120212 show potential in inhibiting 
RAS/RAF/MAPK signaling (see Table 32-4). Attempts 

to directly inhibit or perturb mutant KRAS continue with 
the advent of whole-genome approaches. Synthetic lethal 
siRNA screens have identified siRNAs that specifically kill 
human lung cancer cells with KRAS mutations in vitro. In 
addition, the combination of anti-KRAS strategies (such 
as depletion with shRNAs) with other targeted drugs has 
shown potential therapeutic utility.

PI3K/AKT/mTOR Pathway

Phosphoinositide 3-kinases (PI3Ks) are lipid kinases that 
regulate cellular processes such as proliferation, survival, 
adhesion, and motility. The PI3K/AKT/mammalian target 
of rapamycin (mTOR) pathway is downstream of several 
receptor tyrosine kinases including EGFR, and downstream 
effectors are involved in cell growth, angiogenesis, cell metab-
olism, protein synthesis, and suppression of apoptosis directly 
or via the activation of mTOR. In lung tumorigenesis, acti-
vation of the PI3K/AKT/mTOR pathway occurs early in 
pathogenesis, generally through mutations or amplification 
of (oncogenes) PI3K (as well as EGFR or KRAS), activation 
of AKT, or PTEN loss of function (TSG), and promotes 
cell survival through inhibition of apoptosis. PTEN, TSC1, 
TSC2, and STK11 (LKB1) are tumor suppressors that 
function as negative regulators of the pathway, and thus their 
loss of function activates the pathway. PTEN antagonizes 
the PI3K/AKT/mTOR pathway by dephosphorylating 
phosphatidylinositol 3,4,5-trisphosphate (PIP3), a product 
of PI3K, to PIP2 and is commonly inactivated in lung cancer 
by mutations or loss of expression. TSC1 and TSC2 form a 
complex that inhibits activity of small G protein Rheb, lead-
ing to inhibition of the mTOR complex mTORC1. TSC1/
TSC2-mediated inhibition of mTORC1 can be activated by 
LKB1 and AMPK and inhibited by AKT-mediated phos-
phorylation of TSC2. The serine/threonine kinase mTOR, 
a downstream effector of AKT, is an important intracellular 
signaling enzyme in the regulation of cell growth, motility, 
and survival in tumor cells. Molecular characterization of 
PI3K/AKT/mTOR pathway biomarkers (such as loss of 
PTEN) will enable better selection of tumors responsive to 
mTOR, AKT, and PI3K inhibition.

STK11 (LKB1)

The serine/threonine kinase STK11 (also called LKB1) 
functions as a TSG by regulating cell polarity, motility, 
differentiation, metastasis, and cell metabolism. Germline 
inactivating mutations of STK11 cause Peutz-Jeghers syn-
drome, but somatic inactivation through point mutation and 
frequent deletion on 19p13 occurs in approximately 30% of 
lung cancers—making it the third most commonly mutated 
gene in lung adenocarcinoma after p53 and RAS. STK11 
mutations often correlate with KRAS activation and result 
in the promotion of cell growth. Its tumor-suppressing 
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effect is thought to function, in part, through inhibition 
of the mTOR pathway via AMP-activated protein kinase. 
STK11 inactivation appears to be particularly prevalent 
in NSCLC but rare in SCLCs; inactivating mutations are 
more common in tumors from males and smokers and in 
poorly differentiated adenocarcinomas. Mutation in both 
KRAS and STK11 appears to confer increased sensitivity 
to MEK inhibition in NSCLC cell lines compared to either 
mutation alone.

Insulin Growth Factor (IGF) Pathway and ROS1

The insulin growth factor (IGF) pathway mediates the growth 
and differentiation of bone and skeletal muscle and comprises 
two receptors (insulin receptor [IR] and insulin-like growth 
factor-1 receptor [IGF-1R]) and three principal ligands (IGF-
1, IGF-2, and insulin). IGF-1R is a receptor tyrosine kinase 
that forms homo- and heterodimers with IR and HER2. 
Activation on ligand binding results in upregulation of vari-
ous signaling pathways including the PI3K/AKT/mTOR 
and RAS/RAK/MAPK pathways. Dysregulation of IGF 
signaling in lung cancer is evidenced by frequent (up to 70%) 
overexpression of IGF-1R in NSCLC, where increased signal-
ing results in tumor growth and drug resistance. Furthermore, 
increased plasma levels of IGF-1 are associated with increased 
risk of lung cancer.

ROS1 is a receptor tyrosine kinase in the insulin 
receptor family. Rearrangements involving the ROS1 gene 
were initially described in glioblastoma but have now been 
reported in lung cancer and other malignancies. ROS1 rear-
rangement, as determined by FISH, has been reported in 1% 
to 2% of patients with NSCLC. Patients whose tumor cells 
exhibit ROS1 rearrangement tend to be younger (median 
age around 50 years) and lifelong nonsmokers. Crizotinib 
appears to have promising activity in this molecular subset 
of NSCLC.

Other Fusion Proteins: EML4-ALK and RET

EML4-ALK
A novel fusion gene with transforming ability was reported 
in a small subset of NSCLC patients. Formed by the inver-
sion of two closely located genes on chromosome 2p, fusion 
of PTK echinoderm microtubule-associated protein like-4 
(EML4) with anaplastic lymphoma kinase (ALK), a trans-
membrane tyrosine kinase, yields the EML4-ALK fusion 
protein. The fusion results in constitutive oligomerization 
leading to persistent mitogenic signaling and malignant 
transformation. Meta-analysis of 13 studies encompassing 
2835 tumors reported that the EML4-ALK fusion pro-
tein is present in 4% of NSCLCs. EML4-ALK fusions are, 
in nearly every case, found exclusive of EGFR and KRAS 
mutations and occur predominantly in adenocarcino-
mas, never or light smokers, younger patients, and males. 

Tumors with EML4-ALK fusions exhibit dramatic clini-
cal responses to ALK targeted therapy, and the ALK and 
MET inhibitor crizotinib (PF-02341066) is now approved 
for use for lung cancer treatment in patients harboring the 
fusion protein.

RET
Whole-transcriptome analyses of tumor samples revealed 
the presence of in-frame fusion transcripts involving KIF5B 
(the Kinesin family 5B gene) and RET oncogene in 1% to 
2% of patients with lung adenocarcinoma. In vitro studies 
have shown that KIF5B-RET is capable of inducing malig-
nant transformation and its effect can be reversed with a 
RET kinase inhibitor. Although further studies are needed 
to evaluate the therapeutic role of RET fusions in lung 
cancer, this demonstrates how next-generation sequenc-
ing has opened a new field of investigation for therapeutic 
approaches.

Hallmark: Resisting Cell Death and Evading 
Growth Suppressors

MYC

One of the major downstream effectors of the RAS/
RAF/MAPK pathway is the MYC proto-oncogene. In 
normal conditions, this transcription factor functions to 
keep tight control of cellular proliferation; however, aber-
rant expression through amplification or overexpression 
is commonly found in lung cancer. MYC proto-oncogene 
members (MYC, MYCN, and MYCL) are targets of RAS 
signaling and key regulators of numerous downstream 
pathways such as cell proliferation,14 where enforced Myc 
expression drives the cell cycle in an autonomous fashion. 
It can also sensitize cells to apoptosis through activation 
of the mitochondrial apoptosis pathway—thus, Myc-
driven tumorigenesis often requires coexpression of anti-
apoptotic BCL2 proteins. Activation of MYC members 
often occurs through gene amplification, with MYC most 
frequently activated in NSCLC and all three members 
(MYC, MYCN, and MYCL) activated in SCLC by ampli-
fication. Recently, genome-wide analyses have identified 
MYCL translocations as a frequent mechanism of activa-
tion in SCLC.

The 3P Tumor Suppressor Genes: Regulators  
of Apoptosis

Loss of one copy of chromosome 3p is one of the most fre-
quent and early events in human cancer, found in 96% of 
lung tumors and 78% of lung preneoplastic lesions. Map-
ping of this loss identified several candidate TSGs, includ-
ing FHIT (3p14.2), RASSF1A, TUSC2 (also called FUS1), 
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and semaphorin family members SEMA3B and SEMA3F 
(all at 3p21.3), and RARβ (3p24). In addition to LOH or 
allele loss, some 3p genes often exhibit decreased expression 
in lung cancer cells because of promoter hypermethylation. 

FHIT, located in the most common fragile site in the human 
genome (FRA3B), has been shown to induce apoptosis 
in lung cancer. RASSF1A can induce apoptosis, stabilize 
microtubules, and affect cell cycle regulation. TUSC2 medi-
ates apoptosis in cancer cells but not normal cells by upregu-
lation of the intrinsic apoptotic pathway and inhibits several 
protein tyrosine kinases such as EGFR, PDGFR, c-Abl, 
c-Kit, and AKT. The candidate TSG SEMA3B encodes 
a secreted protein that can decrease cell proliferation and 
induce apoptosis when reexpressed in lung, breast, and 
ovarian cancer cells, in part by inhibiting the AKT pathway. 
Another family member, SEMA3F, may inhibit vasculariza-
tion and tumorigenesis by acting on VEGF and ERK1/2 
activation. RARβ exerts its tumor-suppressing function 
by binding retinoic acid, thereby limiting cell growth and 
differentiation.

The p53 Pathway

TP53 (17p13) encodes a phosphoprotein that prevents 
accumulation of genetic damage in daughter cells. In 
response to cellular stress, p53 induces the expression of 
downstream genes such as cyclin-dependent kinase (CDK) 
inhibitors, which regulate cell cycle checkpoint signals, 
causing the cell to undergo G1 arrest and allowing DNA 
repair or apoptosis. Regulation of p53 can occur through 
MDM2, which reduces p53 levels through ubiquitination 
degradation. MDM2 in turn can be induced by p53 in a 
negative feedback loop or inhibited by the tumor suppres-
sor p14ARF (encoded by CDKN2A). As such, MDM2 and 
CDKN2A are commonly altered in lung cancer through 
amplification and loss of expression, respectively. p53 
mutations are the most common alterations in lung can-
cer, where 17p13 frequently demonstrates hemizygous 
deletion and mutational loss of function of the remaining 
allele. Unlike most TSGs, which are predominantly inacti-
vated by deletion or truncation, the majority of mutations 
in TP53 are missense mutations. Most common are muta-
tions in the DNA binding domain, which generally confer 
a loss-of-function phenotype by preventing p53 from bind-
ing to DNA and acting as a transcription factor. However, 
mutations in the homo-oligomerization domain can have a 
dominant negative effect, where mutant p53 exerts a dom-
inant-negative effect on the remaining wild-type protein, 
abrogating the ability of wild-type p53 to inhibit cellular 
transformation. Because of the prevalence of p53-inacti-
vating mutations in human cancers, large-scale efforts have 
been focused on therapeutic strategies to restore normal 
p53 function. These include re-introduction of wild-type 

p53 using gene therapy, pharmacological rescue of mutant 
p53 with small-molecule agents and peptides, blocking of 
MDM2 expression, inhibiting MDM2 ubiquitin ligase 
activity, and targeting the p53-MDM2 interaction with 
small-molecule inhibitors.

The p16INK4a-RB Pathway

The p16INK4a-RB1 pathway controls G1-to-S-phase cell 
cycle progression. Hypophosphorylated retinoblastoma (RB)  
protein, encoded by RB1, was the first tumor suppresser 
gene identified in lung cancer and halts G1/S phase transi-
tion by binding to the transcription factor E2F1 and repress-
ing the transcription of necessary genes. RB is inhibited by 
hyperphosphorylation by CDK-CCND1 complexes (com-
plexes between CDK4 or CDK6 and CCND1), and in turn, 
formation of CDK-CCND1 complexes can be inhibited by 
p16 (encoded by CDNK2A). Absent or mutant RB protein 
is found in approximately 90% of SCLCs compared to only 
10% to 15% of NSCLCs, in which abnormalities in p16 are 
more common. Other components of the CDKN2A/RB 
pathway are also commonly altered in lung cancer through 
mutations (CDK4 and CDKN2A), deletions (RB1 and 
CDKN2A), amplifications (CDK4 and CCDN1), methyla-
tion silencing (CDKN2A and RB1), and phosphorylation 
(RB).

Hallmark: Enabling Replicative Immortality

The enzyme telomerase prevents loss of telomere ends 
beyond critical points and is essential for cell immortal-
ity. Although silenced in normal cells (except stem cells), 
telomerase is activated in more than 80% of NSCLCs and 
almost uniformly in SCLCs, making it an attractive thera-
peutic target. Approaches to telomerase inhibition include 
using antisense oligonucleotides that bind to human telom-
erase RNA (such as imetelstat, which has started Phase II 
trials) and immunotherapy, in which a patient’s immune 
system is stimulated with a vaccine to recognize tumor cells 
containing a major histocompatibility complex–presenting 
hTERT peptide on the cell surface.

Hallmark: Inducing Angiogenesis

The tumor microenvironment describes the complex and 
dynamic milieu of stromal cells that surround tumor cells. 
Cells that make up the tumor microenvironment interact 
both with each other and with tumor cells. As a consequence, 
they can affect tumor growth, invasion, and metastasis. 
Modulation of critical tumor microenvironment biomarkers 
could improve the current treatment of lung cancers.
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Angiogenesis is one of the hallmarks of cancer, being 
essential for a microscopic tumor to expand into a macro-
scopic, clinically relevant tumor. A number of angiogenic 
proteins have been characterized, including vascular endo-
thelial growth factor (VEGF), platelet-derived growth factor 
(PDGF), fibroblast growth factor (FGF), interleukin-8, and 
angiopoietins 1 and 2; most have been found to be dysregu-
lated in some lung cancers. VEGF signaling is stimulated by 
tumor hypoxia, growth factors and cytokines, and oncogenic 
activation. VEGF is an important inducer of angiogen-
esis and is known to stimulate proliferation and migration, 
inhibit apoptosis, promote survival, and regulate endothelial 
cell permeability. It is highly expressed in both NSCLC and 
SCLC and is associated with poor prognosis in NSCLC. 
Two main approaches to anti-VEGF therapy are block-
ing VEGF from binding to its extracellular receptors using 
VEGF-specific antibodies and recombinant fusion proteins, 
or using small-molecule TKIs that bind to the intracellular 
region of VEGFR. The humanized monoclonal antibody 
bevacizumab blocks the binding of VEGF-A to its recep-
tors VEGFR1 and VEGFR2 and is now approved for use in 
lung cancer. Interestingly, VEGF expression does not always 
correlate with response to bevacizumab, possibly because of 
SNPs in VEGF.

Hallmark: Activation Invasion and Metastasis

Epithelial-to-mesenchymal transition (EMT), involved in 
embryogenesis and normal development of multiple tissues 
and organs, has been implicated in tumor progression and 
metastasis.15 EMT describes the loss of cell polarity into 
a motile, mesenchymal phenotype typically characterized 
by loss of E-cadherin expression. Conversion of epithelial 
tumor cells to a mesenchymal state promotes motility and 
invasiveness, allowing the tumor cells to detach from the 
primary tumor and relocate to a secondary site. Tumor 
cells then undergo a mesenchymal-to-epithelial transition 
(MET) to revert to an epithelial state to enable prolifera-
tive growth. Although EMT is involved in invasion and 
metastasis, it is also associated with early events in carci-
nogenesis, the acquisition of stem cell–like properties, and 
resistance to cell death, senescence, and conventional che-
motherapies. In lung cancer, tumors expressing mesenchy-
mal markers and EMT inducers (e.g., Vimentin, Twist, and 
Snail) have poor prognosis.16 EMT has also been linked 
to lung cancer resistance to EGFR TKIs whereas COX-2 
expression and loss of LKB1 have been shown to promote 
EMT in lung cancer. The miR-200 family of miRNAs is 
an important negative regulator of EMT and, as discussed 
previously, miR-200 expression is frequently lost in lung 
cancer, resulting in EMT.

Lung Cancer Stem Cells

The cancer stem cell (CSC) model hypothesizes there is 
a population of rare, stem-like tumor cells capable of self-
renewing and undergoing asymmetric division, thereby 
giving rise to differentiated progeny that form the bulk of 
the tumor. The first evidence for CSCs (also termed tumor-
initiating cells) was reported in acute myeloid leukemia, but 
support for their existence in solid tumors, including lung 
cancer, is becoming increasingly common.17 Although iden-
tification of lung CSCs is technically challenging, several cell 
surface biomarkers have been reported for the detection and 
isolation of putative lung CSCs. It is also likely that markers 
of lung CSCs will differ between lung cancers, potentially 
related to lung cancer oncogenotype. Regulation of lung 
CSCs is likely by the Hedgehog (Hh), Wnt, and Notch 
stem cell signaling pathways. Normally tightly regulated pro-
cesses important in normal lung development, genes whose 
products make up these pathways are often dysregulated or 
mutated in human cancers, including SCLC and NSCLC. 
The Wnt pathway has critical roles in organogenesis, cancer 
initiation and progression, and maintenance of stem cell plu-
ripotency. It is suggested to be one of the most important sig-
naling pathways in lung cancer as evidenced by dysregulation 
of many pathway members. Canonical Wnt signaling results 
in nuclear accumulation of β-catenin, causing transcriptional 
activation of many target genes. During embryogenesis, the 
Hh pathway is involved in organ development and body pat-
terning, whereas in adults it is primarily activated during tis-
sue repair. Activation of the Hh pathway has been reported 
in both NSCLC and SCLC. Notch signaling is important in 
cell fate determination and can promote and maintain sur-
vival in many human cancers; dysregulated Notch pathway 
components are therapeutic targets in lung CSCs.

CSCs are thought to have higher resistance to cyto-
toxic therapies and radiotherapy than the bulk tumor cells 
and contribute to tumor recurrence, leading to approaches to 
specifically treat the CSC population through inhibition of 
important signaling pathways. Specific inhibitors of Hh and 
Notch signaling have shown efficacy in lung cancer preclini-
cal models and are now in clinical trials (see Table 32-4).

Lineage-Dependent Oncogenes: SOX2  
and NKX2-1 (TITF1)

Genome-wide screens for DNA copy number changes in 
primary NSCLCs has led to the identification of recurrent, 
histologic subtype-specific focal amplification at 14q13.3 
(NKX2-1 (TITF1)) (adenocarcinoma) and 3q26.33 
(SOX2) (SCC). Functional analysis identified NKX2-1 (also 
termed TITF1) and SOX2 as the respective targets of these 
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amplifications. Amplification of tissue-specific transcription 
factors in cancer has been previously observed in other can-
cers, leading to the development of a “lineage-dependency” 
concept in tumors18 where the survival and progression of 
a tumor is dependent on continued signaling through spe-
cific lineage pathways (i.e., abnormal expression of pathways 
involved in normal cell development) rather than continued 
signaling through the pathway of oncogenic transformation, 
as seen with oncogene addiction.

NKX2-1 encodes a lineage-specific transcription fac-
tor essential for branching morphogenesis in lung develop-
ment and the formation of type II pneumocytes—the cells 
lining lung alveoli. Initial studies reported on the oncogenic 
role of NKX2-1 in lung adenocarcinoma; however, recent 
in vivo data suggest that it also has a tumor-suppressive role 
by promoting differentiation and suppressing metastasis. In 
patients with advanced lung adenocarcinoma, patients with 
NKX2-1–negative tumors had poorer survival. ROR1 has 
been shown to be a direct transcriptional target of NKX2-1 
and is crucially involved in sustaining a favorable balance 
between pro-survival PI3K-AKT signaling and the pro-
apoptotic p38 pathway.

Sex determining Y-box 2 (SOX2) amplification was 
identified specifically in SCCs and is required for normal 
esophageal squamous development. Together with Oct4, 
Klf4, and c-Myc, Sox2 comprises one of the four “Yamanaka” 
transcription factors that are able to reprogram differentiated 
cells into induced pluripotent stem cells (iPSCs). SOX2 has 
been shown to have a tumor- and metastasis-promoting role 
in lung cancer and is implicated in the early pathogenesis of 
lung SCC. In addition, genome-wide analyses have identi-
fied SOX2 as frequently overexpressed by several genetic 
mechanisms in SCLC. Knockdown studies show it has a 
direct functional role in the growth of SCLC.25

Preclinical Model Systems for Lung Cancer

Although genome-wide approaches have the capacity of 
identifying novel genes or interactions in relation to lung 
cancer, the functional relevance of these findings needs 
to be characterized in preclinical model systems of lung 
carcinogenesis. Lung cancer cell lines, cell-line xenografts 
(implantation of cell lines into immunocompromised 
mice), and patient-derived xenografts (direct implanta-
tion of small tumor fragments into immunocompromised 
mice) are important models of spontaneously occurring 
lung cancer and enable analysis of response to therapeutic 
agents. Furthermore, patient-derived xenografts also pro-
vide a realistic representation of tumor cell subpopulation 
heterogeneity and tumor microenvironment (at least in 
early passages). However, lung cancers and their derived 

cell lines and xenografts usually have hundreds to thou-
sands of genetic and epigenetic changes. By contrast, two 
much simpler and more valuable models to study the pro-
gression of lung carcinogenesis are immortalized human 
bronchial epithelial cells (HBECs) and genetically engi-
neered mouse models (GEMMs). These systems provide 
methods to reduce the inherent complexity and heteroge-
neity of the lung cancer genome and allow characterization 
of single or sequential genetic alterations in relation to the 
development, maintenance, and progression of lung cancer. 
HBECs are derived from primary human airway epithelial 
cells and immortalized with either viral onco proteins (such 
as SV40 early region) or Cdk4 with hTERT. These sys-
tems can model the stepwise oncogenic transformation of 
lung epithelial cells following the introduction of defined 
genetic manipulations commonly found in lung cancer. 
GEMMs allow the study of lung cancer pathogenesis with 
defined changes in the setting of the whole organism, and 
as with patient-derived xenografts, they provide a realistic 
representation of the tumor microenvironment. GEMMs 
were critical in developing our understanding of oncogene 
dependence, as observed in conditional KrasD12-induced 
lung adenocarcinomas, where switching off the driving 
oncogene was sufficient to induce tumor regression even 
in the presence of other nondriving oncogenic alterations. 
Ensuing research has characterized several conditional 
lung tumor–inducing combinations of oncogenic activa-
tions in mice,20 which have been used to test new targeted 
therapies, improve the effectiveness of conventional che-
motherapies, identify biomarkers and imaging strategies 
for early detection, and study disease relapse and metas-
tasis. Recently, GEMMs targeting oncogenic alterations 
to specific lung epithelial cell subpopulations has provided 
a clearer understanding of the specific cells giving rise to 
lung cancer.

Translation of Molecular Data to the 
Clinic: Rationale-Based Targeted Therapy

Characterization of the molecular changes in lung cancer 
and associated preneoplastic cells is becoming increasingly 
well defined, aided immeasurably by the continued advance-
ment of both clinical and genomic tools. These advances 
promote our understanding of the development and pro-
gression of lung cancer, which is of fundamental impor-
tance for improving the prevention, early detection, and 
treatment of this disease. Ultimately these findings need to 
be translated to the clinic by using these molecular altera-
tions as biomarkers for early detection and risk assessment; 
as targets for prevention; as signatures for personalizing 
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prognosis and therapy selection for each patient; and as 
therapeutic targets to allow selective killing or growth inhi-
bition of lung cancer.

Improved detection and sampling of clinical sam-
ples using fluorescent bronchoscopy, endobronchial ultra-
sounds, and laser capture microdissection techniques, for 
instance, enables precise analysis of abnormal epithelial cells. 
Although some significant advancements have been targeted 
therapy (in EGFR mutant and EML4-ALK-positive lung 
tumors), we have yet to move any biomarkers for risk or early 
detection of lung cancer into clinical use. This chapter has 
outlined some of the significant molecular alterations known 
to be involved in the initiation and/or progression of lung 
cancer, but continued development of biomarkers and tar-
geted therapies is dependent on increased understanding of 
involved molecules and pathways.

The recent rapid pace of progress in the field of genom-
ics and bioinformatics now gives researchers the tools to 
correlate patient subsets with augmented sensitivity to con-
ventional or targeted therapeutics, distinguish driver versus 
passenger mutations, and better focus the design on novel 
therapeutic targets. To achieve these goals, we will continue 
to need high-quality samples from patients with a wide vari-
ety of lung cancer types collected at initial diagnosis and at 
various points during disease progression; incorporation of 

comprehensive genomic studies in clinical trials with molec-
ularly targeted agents; timely mutation testing of clinically 
available materials (such as FFPE specimens) using clinical 
laboratory practices (CLIA-certified laboratory methods); 
and a new cadre of clinical investigators conversant with can-
cer genomics trained to effectively translate these findings in 
the clinic. Finally, identifying and unraveling the intricate and 
interlinked pathways will require integrating laboratory and 
clinical investigations. The strong interplay among cancer 
genomics, bench research, and clinical trials will advance our 
understanding of lung cancer biology and lead to improved 
detection, diagnosis, treatment, and prognosis of lung can-
cer by achieving “personalized medicine,” the selection of the 
best treatment for each patient based on tumor-associated 
biomarkers.
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Epidemiology and Clinical Considerations

Head and neck squamous cell carcinoma (HNSCC) arises 
in the oral cavity, oropharynx, hypopharynx, and larynx. It 
accounts for more than 90% of the cancers of the head and 
neck and is the sixth most common cancer by incidence 
worldwide. In the United States, approximately 40,250 new 
cases of HNSCC were expected in 2012, with the incidence 
in men being more than twice the incidence in women. Rates 
of death due to HNSCC have declined only slightly in the 
United States over the past 3 decades, and the all-stage sur-
vival rates of 61% and 50%, at 5 and 10 years, respectively, 
illustrate the need for improved therapy.1-3

Tobacco use and alcohol consumption are the two most 
important risk factors for the development of HNSCC, and 
their contributions to risk are synergistic. In addition, the 
human papillomavirus (HPV), especially HPV-16, is now a 
well-established independent risk factor. Present in approxi-
mately 20% of all HNSCC, HPV is believed to be respon-
sible for more than 60% of oropharyngeal SCC, specifically, 
from 2004 to 2008.4,5 HPV(+) HNSCC is currently con-
sidered, based on clinicopathological and molecular charac-
terizations, to be a unique subtype of HNSCC and has been 
shown to generally be associated with a favorable prognosis, 
compared to HPV(−) subtypes.6,7 Greatly increased sus-
ceptibility to HNSCC is seen in some heritable conditions 
of impaired genome maintenance, such as Fanconi anemia.8 
The Epstein-Barr virus is a known risk factor for nasopha-
ryngeal carcinoma.9

Stage at presentation correlates strongly with prognosis; 
HNSCC is staged via the tumor, node, metastasis (TNM) 
staging system.10 It has also been demonstrated, however, 
that HPV status and tobacco use are of important prognostic 
value as well, offering potentially greater predictive value than 
the traditional TNM staging in the case of oropharyngeal 
cancers.6 The field cancerization theory, proposed in 1953 by 
Slaughter and colleagues to describe the developmental pat-
tern of invasive HNSCC from a precancerous field of atypical 

mucosal epithelium as depicted in Figure 33-1, has been 
implicated in the high incidence of recurrence and second 
primary tumor formation. Early-stage tumors generally have 
a favorable prognosis and are treated with surgery or radio-
therapy. Advanced-stage tumors are treated with a combina-
tion of surgery, radiation, and chemotherapy, with primary 
surgery for oral cavity tumors followed by adjuvant radiation 
or chemoradiation, and organ-preservation protocols with 
combined chemoradiation for pharyngeal and laryngeal can-
cers. Recently, the use of targeted therapeutics has emerged 
in HNSCC treatment. The most mature target to date is 
the epidermal growth factor receptor (EGFR). Anti-EGFR 
antibodies, in combination with traditional radiotherapy, have 
demonstrated increased overall survival and progression-free 
survival in the newly diagnosed setting and improved survival 
with chemotherapy in the recurrent/metastatic setting.11,12

Oncogenic Progression of HNSCC

The well-documented histological progression of HNSCC 
from oral leukoplakia through progressive phases of hyper-
plasia, dysplasia, carcinoma in situ, and ultimately invasive 
carcinoma is believed to correspond with the accumulation 
of genetic alterations.13 In HNSCC, one of the earliest ini-
tiating events is likely the clonal proliferation of precancer-
ous cells with TP53 mutations.14 This is followed by the 
accumulation of additional genetic alterations within clonal 
subpopulations, in an order that is not well defined and  
very likely varies among patients. A hypothetical model of 
development and genetic progression of the primary sub-
types of HNSCC is presented in Figure 33-2. Recently, 
whole-exome sequencing studies of HNSCC have begun to 
reveal the genetic underpinnings of this disease. These data, 
in combination with previous genomic analyses, have identi-
fied the most commonly mutated genes in HNSCC as out-
lined in Table 33-1.15,16

33Matthew L. Hedberg and Jennifer R. Grandis

The Molecular Pathogenesis  
of Head and Neck Cancer

https://CafePezeshki.IR



IV. Molecular Pathogenesis and Therapeutic Targets for Specific Cancers492

p63
NF-�B

TGF�-SMAD4
EGFR

PIK3CA-AKT/PTEN
RAS-MAPK

HPV(–) High CIN [65%]
• Less favorable prognosis
• Many mutations
• Mostly aneuploid
• Mainly mutated TP53

HPV(+) [20%]
• Favorable prognosis
•    Incidence in oropharynx
• Mainly wild-type TP53

HPV(–) Low CIN [15%]
• Prognosis?
• Few mutations
• Approximately diploid
• Mainly wild-type TP53

p16
RB

CyclinD1-CDK4/6

Normal Patch Field Tumor Metastasis

Pathogenic genetic
alterations of HNSCC

p53
p14

MDM2

CSMD
VEGF

Figure 33-2 A hypothetical model of HNSCC development depicting the genetic alterations implicated in the process by current data. The 
model is a generalization and thus is varyingly accurate among subtypes of HNSCC. Three steps are critical in this model: A progenitor or adult stem cell 
acquires one (or more) genetic alterations, usually including an alteration of p53, and forms a patch containing clonal, genetically altered daughter cells. 
Then, by escaping normal growth control and/or gaining growth advantage, this clonal patch develops into an expanding field. Eventually, through a fur-
ther accumulation of genetic alterations, a subclone in the field evolves into an invasive cancer and progresses to metastasis. Both aneuploidy and the 
accumulation of cancer-associated genetic changes in fields are linked to the risk of malignant progression. In addition, the three main clinicopathologic 
subtypes of HNSCC are depicted: HPV(+) HNSCC, HPV(–) HNSCC with many numerical genetic changes (high CIN), and HPV(–) HNSCC with few genetic 
changes (low CIN).4 Although drawn as distinct steps for the purpose of illustration, the actual order of acquisition of distinct alterations is not known at 
this time. CDK, Cyclin-dependent kinase; CSMD, CUB and SUSHI multiple domain protein; NF-κB, nuclear factor-κB; PIK3CA, phosphoinositide-3 kinase 
subunit-α; TGFβ, transforming growth factor-β; VEGF, vascular endothelial growth factor. (Adapted from C. René Leemans, Boudewijn J. M. Braakhuis, and Ruud H. 
Brakenhoff. (2010). The molecular biology of head and neck cancer. Nature Reviews Cancer. doi:10.1038/nrc2982.)
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Figure 33-1 The Field Cancerization Theory is defined as the presence of one or more mucosal areas consisting of epithelial cells with 
cancer-associated genetic or epigenetic alterations. A precursor field (light blue) is monoclonal but does not show invasive growth or meta-
static behavior, which are the hallmarks of an invasive carcinoma (dark blue). A field is preneoplastic by definition; it may or may not have histologi-
cal alterations characteristic of dysplasia.4 A leukoplakia is the clinical manifestation of a field, though most fields are clinically invisible. Additional 
genetic changes are needed to transform a field into a carcinoma. The field and primary tumor share genetic alterations and have a common clonal 
origin. Clinically, a field may be the source of local recurrences, second field tumors, and second primary tumors after surgical resection of the initial 
carcinoma. These legions are distinguished on the basis of their distance from the index tumor, or the time interval after which they develop. A local 
recurrence (lower center) arises from residual tumor cells and is less than 2 cm away from, and/or occurs within 3 years of, the primary tumor. A second 
primary tumor (lower left) is more than 2 cm away from, and/or occurs more than 3 years after, the primary tumor. Tumors that arise from a contiguous 
portion of the same field that gave rise to the original primary tumor have been described as second field tumors (lower right).4 Studies attempting to 
identify specific genetic characteristics that determine the risk of a field developing into cancer have shown that genetic changes at chromosome 9p, 
decreased cytokeratin 4 expression, and decreased cornulin expression are potential biomarkers.69,70 Leukoplakia studies have demonstrated that the 
presence and number of genetic changes, typically chromosome 9p loss, chromosome 3p loss, and chromosome 17p loss, are associated with the risk 
of progression.4 At far right, the TP63/NOTCH1 expression gradient of normal epithelium is illustrated. Perturbation of this gradient is believed to be a 
component of precancerous fields and invasive HNSCC legions. The normal process of squamous differentiation in mucosa is controlled in part by TP63 
and NOTCH1. TP63 is expressed in keratinocytes of the basal layer, where it maintains their proliferative potential and regulates expression of basal 
keratins. Expression of NOTCH1 results in terminal differentiation of cells in the spinous and granular layers expressing alternative keratins.44,46-48,52,53 
(Adapted from C. René Leemans, Boudewijn J. M. Braakhuis, and Ruud H. Brakenhoff. (2010). The molecular biology of head and neck cancer. Nature Reviews Cancer. 
doi:10.1038/nrc2982.)
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Table 33-1 Common Genetic Alterations in HNSCC

Gene* Description Mutated (Activating/Missense/Inactivating)

TP53a,b Transcription factor 53% (NA/28%/25%)

CCND1b Cell cycle activator (Cyclin D1) 25% (25%/NA/NA)

CDKN2Aa,b Cell cycle inhibitor/p53 activator 21% (NA/3%/18%)

NOTCH1a,b,* Receptor/transcription factor 15% (NA/8%/8%)

CSMD3a,b Putative adhesion factor 13% (NA/12%/1%)

USH2Aa,b Basement membrane protein 12% (NA/11%/1%)

PIK3CAa,b,* PI3 kinase catalytic subunit 10% (7%/7%/NA)

PRDM9b,* Histone methyltransferase 8% (NA/8%/1%)

COL22A1b,* Pro-apoptotic effector 8% (NA/7%/2%)

RIMS2b,* Putative synaptic vesicle regulator 8% (NA/8%/NA)

ZFHX4b Zinc finger homeodomain 8% (NA/8%/NA)

MLL2b,* Histone methyltransferase 8% (NA/4%/4%)

NAV3b Axonal/cytoskeleton guide 8% (NA/7%/1%)

CASP8a.b Pro-apoptotic proteolyase 7% (NA/2%/5%)

TP63a,b Transcription factor 7% (NA/5%/1%)

NSD1b Histone methyltransferase 7% (NA/3%/4%)

EGFRb Growth factor Rtk 7% (7%/NA/NA)

PTENb Lipid phosphatase—PI3K inhibitor 6% (NA/3%/3%)

FBXW7a,* Ubiquitin ligase 5% (NA/3%/2%)

HRASa,b,* RTK signaling protein 4% (4%/4%/NA)

IRF6b Interferon regulatory factor 4% (NA/3%/1%)

NOTCH2b Receptor/transcription factor 4% (NA/3%/1%)

NOTCH3b,* Receptor/transcription factor 4% (NA/2%/2%)

Displays the percentage of samples in the aAgrawal et al.15 and bStranksy et al.16 exome sequencing studies with at least one mutant allele or copy number loss/amplification of a given gene. It also 
identifies the percentage of each respective mutation that is activating (known activating mutation or copy number amplification), missense, and inactivating (nonsense, splice site, frame shift, insertion/
deletion, or copy number loss).
*Mutations present in at least one HPV(+) tumor.

Molecular Pathogenesis of HNSCC: 
Interfacing Genomic Pathways

Conceptually, there are six major hallmarks that define the 
current understanding of a cancerous cellular phenotype: sus-
taining proliferative signaling, evading growth  suppressors, 
resisting cell death, enabling replicative immortality, induc-
ing angiogenesis, and activating invasion and metastasis.17 
Research to date indicates that the altered oncogenes and 
tumor suppressors of HNSCC act primarily in functional 
pathways known to largely determine cellular proliferation, 
cell survival, squamous epithelial differentiation, and inva-
sion and metastasis. Individual genes may function in more 
than one pathway, and the pathways themselves interface 
with, and influence, each other, as depicted in Figure 33-3. 

The following sections discuss some of the most common 
gene alterations believed to contribute to HNSCC oncogen-
esis in the context of these pathways.

Cell Cycle and Proliferation:  
TP53/CDKN2A/RB/CCND1/TERT

Though oncogenes have been identified, the high mutation 
rates seen in most cases of HNSCC, along with the recent 
exome sequencing data, suggest that loss-of-function muta-
tions in tumor suppressor genes represent the predominant 
genetic pathology observed in HNSCC.4,15,16 Foremost 
among these tumor suppressors is the TP53 gene product: 
p53. A nuclear phosphoprotein that signals through its key 
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Invasion and Metastasis
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Figure 33-3 The interfacing genetic alterations of putative oncogenes (green), tumor suppressors (red), and signaling pathways that 
mediate the hallmarks of HNSCC. Loss of TP53 and CDKN2A, either through mutation or expression of the HPV E6 and E7 proteins (blue), along 
with amplification of CCND1 favors survival and permits proliferation through the increased activity of cyclin-dependent kinases (CDKs) and loss of 
p53-dependent apoptosis. Although intact differentiation programs and alternative apoptotic programs may restrict abnormal cell cycling for a time, 
loss of NOTCH1 and/or abnormal expression of TP63, along with the acquisition of alterations in other survival genes, such as CASP8, PIK3CA, and 
EGFR, remove additional barriers to tumor cell proliferation and survival. Upregulation of pro-angiogenic genes permits the growth of tumors, and the 
loss of cell adhesion genes allows for the release of cells from the mucosal lining. Invasion through the basement membrane is promoted by TGFβ-
SMAD signaling, the loss of which initially contributes to tumorigenesis, and whose later reactivation drives metastasis. Several genes and signaling 
pathways, including TP53, TP63, and NOTCH1, contribute to more than one hallmark by influencing each other’s expression and/or activity.

downstream partner, cyclin-dependent kinase inhibitor 1 
(p21), p53 can influence both the G1 and G2 checkpoints 
of the cell cycle, although it is traditionally thought of as 
being the primary G2 checkpoint regulator. Canonically, in 
response to DNA damage, p53 activation inhibits cell cycle 
progression and prevents apoptosis, allowing the cell time 
to repair the damaged DNA. If the DNA damage cannot 
be repaired, apoptosis ensues. Loss of p53 function allows 
cells with damaged DNA to proliferate freely, resulting in 
the accumulation of potentially oncogenic mutations in the 
genome of affected cells.

Mutation of TP53 is the earliest and most frequent 
mutation event observed in HPV-negative HNSCC. Occur-
ring in more than 50% of cases, mutation is significantly 
associated with decreased survival.18 The majority of TP53 
mutations are found in exons 5 through 9, the DNA bind-
ing region, with mutations at several specific codons known 
to be associated with tobacco exposure.7 In a large portion 
of HNSCC without somatic TP53 mutations, the activity 
of p53 is compromised by other mechanisms, including E6 
expression in HPV(+) cancers, which inactivates p53, and 
overexpression and/or amplification of MDM2, which pro-
motes the degradation of p53.

Chromosomal loss of 9p21 has been reported in 70% 
to 80% of dysplastic oral mucosa legions progressing to 
HNSCC.19 This illustrates an interface between pathways, 
as the CDKN2A locus is found within 9p21. Two CDKN2A 
protein products, p16INK4A and p14ARF/INK4B, are involved 

in cell cycle regulation. Specifically, p14ARF/INK4B is known 
to downregulate MDM2, thereby regulating p53 levels.20 In 
all, p53 function is believed to be downregulated through 
one or more mechanisms in at least 80% of HNSCC.4

A second CDKN2A transcript, p16INK4A, implicates 
the Retinoblastoma (RB) pathway, which is the primary 
G1 checkpoint regulator, in HNSCC. p16INK4A inhibits 
the Cyclin D1/Cyclin-Dependent Kinase (CDK) complex, 
which normally functions to inactivate RB-encoded pocket 
proteins via phosphorylation, allowing for the dissociation 
and activation of Elongation Factor-2 and subsequent entry 
into S phase. Inactive, phosphorylated RB pocket proteins 
are unable to block the G1-to-S phase transition in the set-
ting of p16INK4A loss.20 In addition to chromosomal loss of 
9p21, recent studies have demonstrated CDKN2A muta-
tions in approximately 7% of tumors and copy number losses 
in another 20% to 30%.15,16 The mechanism of p16INK4A 
loss has been shown to be of prognostic value in oral 
SCC: epigenetic silencing was found to be associated with 
higher recurrence rates, and deletion with increased rates of 
nodal metastases.21 Analogous to the inhibition of p53 by 
HPV E6 expression, E7 expression in HPV(+) HNSCC 
inactivates the RB pathway by binding RB1. Because E7 
expression can inhibit the RB pathway, there is less selec-
tive pressure for p16INK4A loss in HPV(+) HNSCC. As a 
result, immunohistochemical staining for p16INK4A is used 
clinically in establishing the HPV status of HNSCC, along 
with polymerase chain reaction (PCR)-based methods.22 
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Further evidence of the important role played by the RB 
pathway in HNSCC is that the commonly found amplifica-
tion of 11q13, which contains CCND1, in combination with 
other potential mechanisms, results in the overexpression of 
Cyclin D1 in up to 80% of HPV(–) tumors.4

Intriguingly, CDKN2A loss and CCND1 gain, though 
seemingly redundant mechanisms to evade the G1 check-
point, are not mutually exclusive events in HNSCC. Both 
occur frequently and remain under investigation as indepen-
dent and synergistic markers of poor prognosis. 23 Cyclin 
D1 has been found to sequester certain CDK inhibitors 
and to bind transcription factors such as PPARγ, and vari-
ous DNA repair proteins such as Rad51.24 It remains to be 
established whether any of these interactions contributes to 
a noncanonical consequence of CCND1 functional loss in 
HNSCC.

Finally, the role of telomerase in promoting limit-
less replicative potential must be considered. The activity 
of telomerase (TERT) is detectable by immunostaining in 
approximately 80% of HNSCC cases analyzed. In most 
in  vitro HNSCC models, TERT activity is necessary for 
immortalization of cell lines. However, keratinocytes may 
elongate their telomeres in a TERT-independent fashion, 
and TERT (5p15.33) is not known to be frequently gained 
or amplified in HNSCC. Although the exact role of TERT is 
still unclear, it remains a candidate cancer gene in HNSCC.4

Apoptosis and Survival: EGFR/ 
RAS-MAPK/PIK3CA-AKT/CASP8

Cell cycle alterations, reduced immunogenicity, promotion 
of angiogenesis, and inhibition of apoptosis are just some 
of the many mechanisms underlying the enhanced sur-
vival of HNSCC. These cancerous traits are generated by 
genetic and epigenetic alterations in several pathways. Of 
particular importance in HNSCC are the receptor tyro-
sine kinase (RTK)-based signaling pathways. The class 1a 
phosphatidyl-inositol-3 kinases (PI3K) are heterodimers 
coupled to RTKs, such as the EGFR, or adaptor molecules. 
The PI3K-AKT kinase (AKT) signaling pathway mediates 
resistance to apoptosis and survival. Activated PI3K gener-
ates the lipid second-messenger phosphatidylinositol-3,4,5-
P3 (PIP3), which serves to activate AKT. AKT is a serine/
threonine kinase that, when activated, phosphorylates 
many downstream transcription factors, apoptosis inhibi-
tors, cell cycle inhibitors, and other proteins, ultimately 
promoting cell survival and proliferation. This pathway is 
held in check by the action of the tumor suppressor phos-
phate and tensin homologue (PTEN), which dephosphory-
lates PIP3, thereby deactivating AKT. If PTEN activity is 

compromised, PI3K-AKT signaling can be irreversibly acti-
vated by RTK stimulation.25

Inactivating PTEN mutations have been reported in 
approximately 10% of HNSCC, PTEN expression is unde-
tectable in nearly 30% of tongue cancers, and loss of hetero-
zygosity of the PTEN locus has been observed in up to 40% 
of HNSCC.26 Furthermore, recent evidence suggests that loss 
of even a single PTEN allele can contribute to tumorigene-
sis.27 Three different “hotspot” activating mutations have been 
reported in PI3KCA, which codes for the catalytic subunit 
of PI3K.28 Notably, the frequency of PI3KCA mutations is 
higher in HPV(+) HNSCC, suggesting a possible interaction 
between the PI3K pathway and the E6/E7 proteins of HPV. 
This has been suggested to be contributory to the development 
of invasive SCC in cervical cancer.15,16,29 The PI3K-AKT axis 
is of consequence therapeutically in HNSCC as well, with 
numerous targeted inhibitors now in clinical trials.29,30

RAS family GTPases (HRAS, KRAS, and NRAS) 
are molecular switches that cycle between two conforma-
tional states: an active GTP-bound form, and an inactive 
GDP-bound form. The first RAS effector pathway to be 
identified was the RAS-RAF-MEK-MAPK pathway. The 
pathway is a common and essential element of mitogenic sig-
naling driven by RTKs, resulting in a diverse array of cellular 
responses. RAF proteins are serine/threonine kinases that 
bind to the effector region of RAS-GTP. This interaction 
induces translocation of the protein to the plasma membrane. 
There, RAF proteins are activated and phosphorylated by 
different protein kinases. Active RAF phosphorylates MEK 
that, in turn, phosphorylates and activates MAPK. Activated 
MAPK serves as the terminal effector of the pathway, influ-
encing cellular growth, differentiation, inflammation, apop-
tosis, and senescence. Mutant RAS, in which it assumes a 
permanently active conformation, is a well-established onco-
gene, found in approximately 25% of human tumors.31

HNSCC is unique in that HRAS mutations, being 
found in 3% to 5% of HNSCC, are more prevalent than 
KRAS or NRAS mutations.15,16 These HRAS mutations are 
known to be associated with HNSCC in smokers, and in 
mouse models exposed to chemical carcinogens.32 The exact 
contribution of the HRAS mutations to oncogenesis has yet 
to be elucidated in HNSCC. The RAS-MAPK and PI3K-
ATK pathways interact directly and indirectly, through mul-
tiple intermediates.31 In addition, HRAS mutations have 
been detected in HPV(+) tumors, allowing for the possibil-
ity of cooperation with oncogenic viral proteins.15,16 Recent 
in vitro evidence suggests that even a single HRAS mutation, 
in the background of HPV and MYC alteration, can con-
tribute to tumorigenesis.33 Although the success of thera-
pies targeting RAS proteins has been limited to date, several 
attempts to target their downstream effectors have shown 
promising results in preclinical models.34
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RTKs lie upstream of both the RAS-MAPK and 
PI3K-ATK pathways. Most importantly for HNSCC, is 
EGFR (7p12), which codes for the prototypical ErbB family 
Type I RTK. Signaling through EGFR represents another 
interface between pathways, as it is involved in a variety of 
cellular processes, including survival and differentiation. 
EGFR has an extracellular ligand-binding domain, a trans-
membrane portion, and an intracellular kinase domain with 
five autophosphorylation sites. Ligand binding by EGFR 
monomers drives homodimerization or heterodimerization 
with another RTK, resulting in the initiation of downstream 
survival and proliferation signaling pathways. Two important 
and well-studied pathways activated by EGFR ligand bind-
ing are the RAS-MAPK and PI3K-ATK pathways. These 
independent cascades converge via the ultimate upregulation 
of Cyclin D1. Furthermore, when bound to EGF, EGFR 
itself can translocate to the nucleus, where it acts as a trans-
cription factor for several genes including CCND1, and as a 
co-activator for other transcription factor proteins, such as 
the STAT proteins.4

EGFR is expressed in most epithelial tissues, and its 
dysregulation has been repeatedly shown to contribute to 
epithelial oncogenesis. In HNSCC, EGFR expression lev-
els are nearly ubiquitously elevated in tumor and tumor-
adjacent tissue compared to corresponding normal mucosa. 
Higher expression levels and copy number gain correlate 
with decreased survival but have not been highly indica-
tive of improved response to EGFR-directed therapy. There 
are three FDA-approved EGFR targeting agents in clini-
cal use: gefitinib and erlotinib, both TKIs, and cetuximab, 
a monoclonal antibody against EGFR, which is the only 
agent approved for use in HNSCC. All have shown modest 
efficacy as monotherapies to date, with EGFR-targeted ther-
apies being effective in about 20% of patients in large multi-
center trials, generally in combination with radiation and/or 
chemotherapy.35 Expression of EGFRvIII, an EGFR allele 
harboring a large in-frame deletion of exons 2 through 7, can 
confer resistance to anti-EGFR therapy. The prevalence of 
the EGFRvIII variant remains controversial in HNSCC, 
with various studies reporting its expression to be present 
in anywhere from 0% to 42% of the tumors assayed.36-39 
Investigations into EGFRvIII mechanism(s) of oncogenesis 
continue, as therapies specifically directed against EGFRvIII 
have shown promise in glioblastoma and may be applicable in 
refractory HNSCC.39 Another genetic alteration, reported 
in some cases of HNSCC, that is believed to contribute 
to anti-EGFR therapy resistance is mutation or amplifica-
tion of the MET gene, which codes for another RTK.40,41 
MET has been implicated as a cancer gene in HNSCC that 
influences cell growth, motility, and angiogenesis.4 This, too, 
may be of particular clinical consequence because there are 
both monoclonal antibodies and small-molecule inhibitors, 

FDA-approved in other cancers, with the ability to inhibit 
MET kinase activity.42,43

Finally, in addition to the growth factor signaling path-
ways that indirectly influence apoptosis, recent studies in 
HNSCC have found alterations directly within the apopto-
sis cascade itself. CASP8, a proteolyase responsible for initi-
ating the caspase cascade that drives apoptosis, was found to 
be mutated in 8% of HNSCC by exome sequencing; BCL2, 
which prevents apoptosis, has been observed to be overex-
pressed in some HNSCC cell lines, usually coincident with 
the underexpression of p63.16,44

Differentiation and Mesenchymal 
Transition: NOTCH/TP63

Many of the expression profile studies in HNSCC contain a 
large number of genes that are thought to reflect the process 
of epithelial-to-mesenchymal transition (EMT), especially 
profiles of metastatic HNSCC. EMT is a biological pro-
cess, wherein cells change from an epithelial phenotype to a 
mesenchymal-like phenotype. Because epithelial cells do not 
possess the cellular plasticity for metastatic dissemination, 
this process is a common occurrence in cancer cells.4 TP63 
codes for p63, a p53-related transcription factor that, via its 
target genes, regulates differentiation in stratified epithelium, 
lineage specification, and subsequently proliferative poten-
tial. Mice lacking TP63 undergo total failure of epidermal 
maturation.45,46 In normally differentiated mature epithe-
lium, TP63 expression is present as a gradient. The high-
est level occurs in the basal epithelial cells, where it serves 
to antagonize NOTCH1 expression. Rising superficially 
through the strata, TP63 levels decrease and NOTCH1 lev-
els increase, driving terminal differentiation of the epithelial 
cell type (see Figure 33-1). In dysplastic mucosa, this pat-
terning is lost, and TP63 expression is evident throughout all 
layers of the epithelium. In addition, TP63 overexpression 
and/or amplification are seen in the majority of HNSCC, 
and mutations were found in approximately 7% of tumors 
by exome sequencing.15,16,47 An isoform of TP63, ΔNp63, 
known to contribute to cell survival, senescence suppression, 
and growth factor signaling, was also found to be specifically 
upregulated in HNSCC.16,44

Another recent finding that emerged from the 
HNSCC exome sequencing studies is the discovery of 
NOTCH family mutations in 15% to 20% of tumors, 
with most being present in NOTCH1 (12% to 15%).15,16 
NOTCH signaling has been shown to influence cell sur-
vival, self-renewal capacity, and cell cycle exit, in addition 
to driving epithelial differentiation in concert with p63 and 
other signaling pathways. Ligands on adjacent cells bind to 
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the NOTCH receptor, resulting in the cleavage of intra-
cellular portions of the receptor that subsequently translo-
cate to the nucleus and drive the transcription of NOTCH 
 target genes.48 Overactivation of this pathway is believed 
to be tumorigenic in diffuse large B-cell lymphoma, T-cell 
acute lymphoblastic leukemia, and chronic lymphocytic 
leukemia. In those hematologic malignancies, transloca-
tions and activating mutations within NOTCH receptor 
genes have been observed.49-51 In contrast, the observed 
NOTCH mutations in HNSCC are believed to be largely 
inactivating, loss-of-function–type mutations, suggesting 
a possible tumor suppressor role.15,52 The exact role of 
NOTCH signaling in HNSCC remains to be elucidated 
and is likely tissue and/or context dependent, as has been 
observed in mouse models of epidermal and hematopoietic 
malignancies.53,54

Invasion and Metastasis: MMP/ 
TGFβ-SMAD/NFκB/CSMD/VEGF

Like many cancers, HNSCC tumors metastasize primar-
ily to the regional lymph nodes. The number of lymph node 
metastases in the neck, in more distant tissues, and the pres-
ence of extranodal spread are important prognostic factors, 
predictive of disseminated disease and survival. Although 
expression profile signatures of primary tumors that are 
predictive of metastasis have been identified, attempts to 
elucidate the mechanisms driving HNSCC metastasis are 
preliminary and in some cases conflicting.4 Metastasis is 
a multifaceted process that ultimately results in a primary 
tumor “seeding” a distant anatomical site in the body. It 
involves several steps, one of which is invasion via the deg-
radation of the extracellular matrix surrounding the primary 
tumor, in order to gain access to other areas of the body via 
the bloodstream or lymph system. Many studies have inves-
tigated the involvement of the matrix metalloproteinases 
(MMPs), which facilitate the degradation of the extracellular 
matrix. To date, strong associations have not been found, and 
treatments targeting MMPs have not achieved appreciable 
success in HNSCC.55

In the context of invasion, transforming growth fac-
tor β pathway (TGFβ), which normally functions to inhibit 
growth, has been implicated in HNSCC. TGFβ ligands bind 
to the receptors TGFBR1 and TGFBR2, resulting in phos-
phorylation of TGFBR1, which then activates the proteins 
SMAD2 and SMAD3. A SMAD complex is formed with 
the addition of SMAD4. This complex enters the nucleus and 
binds transcription factors, co-activators, and co-repressors, 
which modulate the expression of TGFβ target genes. Sev-
eral of these are known to suppress cell proliferation, such as 

the cell cycle inhibitors cyclin-dependent kinase inhibitor 2. 
In addition, the TGFβ pathway has been identified as a key 
player in the EMT process.56

The TGFβ pathway has been implicated in HNSCC— 
most commonly through 18q deletion, which contains 
SMAD2, SMAD3, SMAD4, and the TGFBRII gene.4 
A recent mouse model found that conditional deletion of 
SMAD4 in the head and neck epithelium was sufficient to 
generate invasive HNSCC. The loss of SMAD4 expres-
sion in these animals correlated with increased expression 
of TGFBRI and increased activation of SMAD3, and the 
Fanconi anemia DNA repair pathway was found to be 
downregulated.57 Previous studies reported missense muta-
tions in TGFBRII in primary HNSCC, as well as mutations 
in SMAD2 and SMAD4 in some HNSCC cell lines.58,59 
The prevalence of such mutations, however, has been called 
into question by recent exome sequencing studies, which 
did not report any in the 106 tumors that were fully ana-
lyzed.15,16 Recently, it has been demonstrated that reduced 
activity of the TGFβ pathway correlates with increased 
NF-κB signaling in HNSCC. Though alterations in TGFβ 
and NF-κB signaling have long been implicated in cancer, 
the exact mechanism(s) of their interaction, as well as their 
independent and/or cooperative contributions to inva-
sion and metastasis in HNSCC, still need to be precisely 
elucidated.60,61

Tumors require blood vessels in order to grow to sizes 
larger than a few millimeters in diameter. These vessels 
facilitate nutrient and oxygen delivery, as well as metabolic 
by-product disposal. The exploitation of neo-angiogenesis, 
usually by producing angiogenic factors, is common to all 
solid tumors. Of the many inducers of angiogenesis, the 
strongest is vascular endothelial growth factor (VEGF). 
Many studies have linked VEGF expression to HNSCC 
prognosis, including a meta-analysis that found a sig-
nificantly increased risk of 1.88, as well as an association 
with VEGF expression and metastasis to lymph nodes.4 
Although these data suggest a link between VEGF expres-
sion and outcome, neither VEGF nor EGFR expression has 
thus far been found to be a better prognostic indicator than 
HPV status.62

Both of the recent exome sequencing studies reported 
mutations in CSMD3, a putative adhesion factor that maps 
to 8p23 along with its family member, CSMD1. CSMD1 
is a putative tumor suppressor, the loss of which is associ-
ated with high tumor grade and poor prognosis in other 
cancers, and whose role in HNSCC remains under inves-
tigation.15,16,63 Though functional studies have not yet been 
performed, these mutations may underlie a mechanism per-
mitting the dissociation of cells from an otherwise cohesive 
sheet of cancerous epithelium, ultimately allowing for migra-
tion and metastasis of HNSCC tumors.
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Future Directions

The elucidation of molecular pathways responsible for 
the pathogenesis of HNSCC has already led to the devel-
opment and implementation of several targeted thera-
pies.25,30,35 Given the heterogeneity of this disease, future 
efforts will be required to identify effective targets in spe-
cific patient populations. One potential target may be  
miRNAs: several preliminary studies have identified a set 
of 66 commonly deregulated miRNAs in HNSCC that 
may in fact contribute to many of the cancerous phenotypes 

observed in this disease and are predictive of metasta-
sis.64,65 A recent study reports distinct miRNA expression 
profiles in HNSCC dependent on HPV status.66 Simi-
larly, epigenetic studies have identified promoter hyper-
methylation patterns that correspond to HPV status, as 
well as a series of changes that correspond to the develop-
ment of cancer from a precancerous plaque.67,68 The con-
tinuation of these early investigative efforts, in molecular 
markers of prognosis and treatment response, will be vital 
to our ability to generate tumor-tailored therapies for indi-
vidual patients.
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Colorectal cancer (CRC) development is a complex process. 
Causal agents and mechanisms include environmental and 
dietary factors and inherited and somatic mutations. Great 
progress has been made over the past 30 years toward defin-
ing the constellation of molecular alterations contributing to 
colorectal tumor development. Specific oncogene and tumor 
suppressor gene defects have been identified in tumors of 
various stages, with oncogenes being broadly defined as 
those genes affected by gain-of-function alterations in cancer, 
and tumor suppressor genes as the genes affected by loss-
of-function alterations. Oncogenic activation of proto-onco-
genes can result from many different mechanisms, including 
specific point mutations and rearrangements that alter gene 
structure and function, as well as from chromosomal rear-
rangements and gene amplifications that disrupt the regu-
lated expression of the proto-oncogene. Tumor suppressor 
gene inactivation can also result from many different mecha-
nisms, including localized mutations, such as nonsense or 
frameshift mutations, or complete loss of the gene. Besides 
mutational mechanisms, it is now clear that changes solely 
in the expression but not the structure or sequence of proto-
oncogenes and tumor suppressor genes can lead to lead to 
oncogene activation or tumor suppressor gene inactivation. 
Although many proto-oncogenes and tumor suppressor 
genes encode proteins, they can also encode various noncod-
ing RNAs, including microRNAs (miRNAs) and long non-
coding RNAs (lncRNAs). Thus the definitions of oncogene 
or tumor suppressor gene are essentially agnostic with respect 
to the function of the gene in the cell, but instead refer to 
whether the resultant genetic or epigenetic defect in a given 
gene leads to increased or novel gene function (i.e., onco-
gene) or loss of gene function (i.e., tumor suppressor gene). 
Finally, although the vast majority of gene defects found in 
colorectal cancer are somatic, inherited mutations in selected 
tumor suppressor genes have a critical role in a number of 
CRC predisposition syndromes.

The principal objectives of this chapter are to review 
the following topics: (1) the epidemiology of CRC; (2) the 
sequence of histopathologic alterations in the course of the 

progression to malignancy; (3) the genetic basis of various 
inherited CRC syndromes and the relevance of certain inher-
ited syndromes to sporadic CRC development; (4) somatic 
oncogene and tumor suppressor gene defects and epigenetic 
changes in CRC; (5) some of the apparent variations in gene 
defects associated with different precursor lesions at risk of 
progressing to CRC; and (6) the potential clinical utility of 
the genetic alterations in early detection and clinical manage-
ment of patients and families affected by CRC.

Epidemiology

CRC is the second leading cause of cancer deaths in the 
United States.1 In 2013, it is anticipated that nearly 143,000 
individuals in the United States will be diagnosed with colon 
or rectal cancer, and about 51,000 will die from the disease.1 
Male and female incidence and survival are very similar.1 
Important differences in prognosis have been observed in 
different racial groups in the United States.1 These differ-
ences may reflect a combination of factors, including dif-
ferences in access and adherence to screening tests, tumor 
location and size at diagnosis, and appropriateness of treat-
ment.2,3 At this point, there is less evidence that differences 
in molecular alterations among tumors (intertumoral genetic 
and epigenetic heterogeneity) have a major contributing 
role in accounting for differences in prognosis among racial 
groups, though further work is needed.3

Most cases of CRC are considered to be sporadic, 
indicating that clear-cut familial or genetic predisposition 
factors are not readily apparent. However, based in part 
on family studies (i.e., twin and kindred studies), it is esti-
mated that more than 25% to 30% of CRC cases may have 
a hereditary component.4,5 Less than a fourth of this col-
lection of cases with a presumptive hereditary component 
(i.e., less than 5% of all cases) occur in a setting with a family 
history and/or clinical features indicative of a highly pen-
etrant, single-gene-mutation cancer syndrome predisposing 
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to CRC development.4,5 Gene alterations or DNA sequence 
variations with key contributing roles in most familial cases 
remain to be defined. The familial cases may be a heteroge-
neous group, in which modest to moderate predisposition to 
CRC is possibly conferred by an undetermined number of 
potentially common or rare genetic variations.4

In addition to family history, other risk factors for 
CRC include older age, chronic inflammatory bowel disease, 
heavy alcohol use, and diets rich in unsaturated fats and red 
meat and refined starches and low in fruits and vegetables.6,7 
Evidence for a protective effect against CRC for aspirin and 
nonsteroidal anti-inflammatory drugs (NSAIDs) as well as 
hormone supplementation in postmenopausal women has 
been offered, albeit with attendant risks for these agents.6 
An unfortunate reality is that many of the key dietary, life-
style, and environmental factors contributing to CRC in 
the United States and other Western countries are uncer-
tain, and the majority of incident CRCs arise in people 
with no well-defined risk factor. On a more optimistic note, 
a large fraction of CRC deaths seem to be preventable by 
early detection. By some estimates, improved adoption and 
implementation of current screening recommendations for 
colorectal cancer could save thousands of lives per year.8

Histopathologic Changes in Colorectal 
Carcinogenesis: The Adenoma- 
Carcinoma Sequence

The surface of the large intestine is covered by an epithelium, 
characterized by finger-like invaginations into the underlying 
stroma; the invaginations are termed crypts. Stem cells near 
the base of each crypt give rise to distinct cell types required 
for the intestine’s resorptive, secretory, and endocrine func-
tions. During their differentiation, epithelial cells migrate 
from the base of the crypt to the surface, and the cells are 
ultimately shed into the gut lumen. With the exception of 
the stem cells, the colon epithelium is turned over within a 
few days.

Among the different types of benign gastrointestinal 
lesions, a generic term for any localized lesion protruding 
above the surrounding mucosal surface is polyp. Many pol-
yps, particularly small polyps 5 mm or less in size, are of the 
hyperplastic type, with characteristic serrated glands and dis-
tended goblet (mucus-producing) cells. However, although 
the role of certain serrated polyp lesions other than hyper-
plastic polyps in CRC development is discussed later, the 
adenomatous polyp or adenoma is believed to be the precur-
sor lesion to the vast majority of CRCs.9,10 Both gross and 
histopathologic features can be used to distinguish adeno-
mas. Grossly, the size is measured and the morphology can 

be described as pedunculated (with a stalk), sessile (flat), or 
semisessile. Among the histopathologic features, the degree 
of dysplasia and glandular architecture are used to distin-
guish lesions, and these features may have value for predict-
ing the likelihood that a lesion contains a focus of cancer or 
its risk of progression to cancer.

The proposal that many CRCs arise from adenomatous 
lesions is supported by at least three lines of evidence. First, a 
few longitudinal studies have assessed the risk of subsequent 
CRC development in individuals with adenomatous pol-
yps.11 In these studies it became apparent that patients who 
did not have their adenomas removed had an approximately 
eightfold increased risk of CRC compared with the group 
that had their adenomas removed. Notably, after polypec-
tomy, patients did not show a clear increase in CRC incidence 
in comparison with a control group without adenomas, sug-
gesting that adenomatous polyp removal had a therapeutic 
effect.11 Second, histopathologic studies have shown that foci 
of carcinoma can often be detected in adenomatous polyps, 
particularly those with increased size, dysplasia, and villous 
histopathology. Third, individuals affected by syndromes that 
strongly predispose to the development of hundreds of ade-
nomas, such as familial adenomatous polyposis (discussed 
later), invariably develop colorectal cancers by the third to 
fifth decades of life, if their colons are not removed.

Although adenomatous polyps as a group are well 
established to have a risk of progression to cancer,12 some 
studies have suggested that patients who develop hyperplas-
tic polyps may have an increased risk of adenomas.13,14 Also, 
patients with numerous hyperplastic polyps (e.g., patients 
with juvenile hyperplastic polyposis syndrome) have a clearly 
increased risk of CRC. As suggested previously and as dis-
cussed further later, it has been increasingly appreciated that 
certain polypoid lesions—such as “sessile serrated adeno-
mas,” which share some serrated morphologic features with 
hyperplastic polyps—do indeed show an increased cancer 
risk.9,10 Most carcinomas arising from sessile serrated ade-
nomas seem to be associated with distinct molecular defects 
that are discussed later (e.g., CpG island methylation pheno-
type, CIMP).

At least two other pathways leading to CRC and that 
are not associated with overt development of adenomatous 
polyps as precursors can be noted: chronic inflammatory 
bowel diseases (particularly ulcerative colitis [UC] and to a 
lesser extent Crohn disease) and flat adenoma syndromes. 
UC is a chronic inflammatory disease of largely unknown 
etiology. The possible precursor lesions to cancer in patients 
with UC include dysplasia and flat adenomatous plaques.15 
In a subset of patients with hereditary cancer syndromes, as 
well as some sporadic cases, colon cancer seems to develop 
directly from flat adenoma or intraepithelial dysplasia.16 
In these cases the progression from benign lesion to overt 
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carcinoma may be more rapid than in the normal adenoma-
carcinoma progression.

Hereditary Colorectal Cancer Syndromes 
and Molecular Pathways of Colorectal 
Carcinogenesis

It is now generally accepted that the accumulation of somatic 
mutations and epigenetic defects drives the initiation and 
progression of tumor development. The constellation of 
somatic mutations that commonly accumulate in a clonal 
fashion in CRCs has largely been defined.17-20 However, only 
a limited subset of this collection of gene defects is usually 
present in any individual tumor. Thus far, the somatic muta-
tions of greatest initial interest to the field have been those 
that are recurrent and clonal (i.e., present in all, or nearly 
all, neoplastic cells of a primary tumor at a given stage, but 
not present in the normal cells of the patient). It is inferred 
that such recurrent, clonal mutations are causal in promot-
ing further tumor outgrowth/progression, because somatic 
mutations can only become clonal by a limited number of 
mechanisms. The genetic alteration itself could have been 

selected for because it provided the cell with a growth advan-
tage, allowing it to become the predominant cell type in the 
tumor (clonal expansion). Alternatively, the specific altera-
tion detected might have arisen coincident with another, 
perhaps undetected, alteration that was the crucial change 
underlying clonal outgrowth.

As noted previously, only about 5% of all CRC cases 
are associated with defined highly penetrant cancer syn-
dromes. The bulk of these cases are attributable to hereditary 
nonpolyposis colorectal cancer syndromes (HNPCCs), with 
another significant subset associated with the familial ade-
nomatous polyposis (FAP) syndrome (Table 34-1). A few 
other syndromes comprise the remaining highly penetrant 
CRC syndrome cases.

Adenomatous polyposis coli Gene: Gatekeeper 
in Familial Adenomatous Polyposis and 
Sporadic Cancer

Familial Adenomatous Polyposis

FAP is an autosomal dominant syndrome affecting about 1 
in 8000 individuals in the United States and accounting for 
about 0.5% of CRCs.4,5 Hundreds to thousands of adenomas 

Table 34-1 Genetics of Inherited Colorectal Tumor Syndromes

Syndrome Features Commonly Seen in Affected Individuals Gene Defect

Familial adenomatous polyposis (FAP) Multiple adenomatous polyps (>100) and carcinomas of the colon and rectum; 
duodenal polyps and carcinomas; fundic gland polyps in the stomach; congenital 
hypertrophy of retinal pigment epithelium (CHRPE)

APC

Gardner syndrome Same as FAP; also desmoid tumors and mandibular osteomas APC

Turcot syndrome Polyposis and colorectal cancer with brain tumors (medulloblastoma) APC

Colorectal cancer and brain tumors Colorectal cancer without polyposis and brain tumors (glioblastoma) MLH1, PMS2

Attenuated adenomatous polyposis  
coli (AAPC)

Fewer than 100 polyps, though marked variation in polyp number (from 5 to >1000 
polyps) is seen in mutation carriers within a single family

APC (predominantly 5′ 
mutations)

Lynch syndrome (hereditary nonpoly
posis colorectal cancer [HNPCC])

Colorectal cancer without polyposis; other cancers include endometrial, ovarian, 
stomach cancer; urothelial, brain

MSH2, MLH,
PMS2, MSH6

PeutzJeghers syndrome Hamartomatous polyps throughout the gastrointestinal tract; mucocutaneous pig
mentation; estimated 9to 13fold increased risk of gastrointestinal (GI) and nonGI 
cancers

LKB1/STK11

Cowden disease Multiple hamartomas involving breast, thyroid, skin, central nervous system (CNS), 
and GI tract; increased risk of breast, uterus, and thyroid cancer; risk of GI cancer 
unclear

PTEN

Juvenile polyposis syndrome Multiple hamartomatous/juvenile polyps with predominance in colon and stomach; 
variable increase in colorectal and stomach cancer risk; facial changes

DPC4
BMPR1A
PTEN

MYHassociated polyposis (MAP) Multiple adenomatous gastrointestinal polyps, autosomal recessive often associated 
with somatic KRas mutations

MYH

Multiple adenoma and colorectal  
cancer

Multiple colorectal adenomas and colorectal cancer; endometrial cancer and brain 
tumors in some individuals and families

POLD1, POLE

Hereditary mixed polyp syndrome Multiple types of colorectal polyps (e.g., PeutzJeghers polyps, juvenile polyps, ser
rated lesions, conventional adenomas) and colorectal cancer

GREM1
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arise in the large bowel and rectum beginning in the second 
decade of life. Although only a fraction of the adenomas 
may progress to cancer, the lifetime incidence of colorectal 
cancer in untreated FAP patients approaches 100% with a 
mean age at diagnosis of 39 years, necessitating the prophy-
lactic removal of the patient’s colon early in adult life.4 The 
gene that when mutated underlies FAP is the adenomatous 
polyposis coli (APC) tumor suppressor gene on chromosome 
5q21. Germline mutations have been identified in one APC 
allele of affected individuals in 90% to 95% of families with 
FAP studied. More than 95% of mutations lead to prema-
ture truncation of APC protein synthesis—about two thirds 
by small insertions or deletions leading to a frameshift, and 
the remainder by introducing a stop codon21 (Figure 34-1). 
Up to 25% of FAP cases seem to be caused by de novo germ-
line mutations and therefore do not show the characteristic 
autosomal pattern of inheritance.4 Moreover, about 20% of 
individuals with a de novo APC mutation display somatic 
mosaicism for the mutation in their tissues, with the mutant 
APC allele present in only subsets of cells within a given tis-
sue and/or in germ cells.4 Some of these cases with somatic 
mosaicism may manifest milder polyposis phenotypes than 
individuals carrying inherited germline APC mutations, as 
the defective APC allele is present in only a fraction of cells 
in the somatic mosaicism situation.

Several extracolonic tumors and symptoms are associ-
ated with FAP (see Table 34-1). The combination of pol-
yposis with brain tumors (in particular, medulloblastoma in 

pediatric cases) has been termed Turcot syndrome.22 Gardner 
syndrome comprises extensive polyposis with epidermoid 
cysts, desmoid tumors, and osteomas and seems to be cor-
related with mutations between APC codons 1403 and 
1578.23,24 Upper gastrointestinal polyps are responsible for a 
large proportion of morbidity and mortality in FAP patients 
after prophylactic total colectomy. This is particularly true 
for the duodenal cancers that develop in 4% to 12% of 
patients.4,25,26 Benign gastric fundic gland polyps and gastric 
adenomas, potential premalignant precursor lesions of gas-
tric cancer, are observed with increased frequency, ultimately 
leading to stomach cancer in 0.5% of cases.4,25,26 In only a 
small percentage of FAP cases, thyroid cancer, bile duct can-
cer, hepatoblastoma (pediatric), and central nervous system 
tumors such as medulloblastoma are observed. In addition 
to FAP, rare germline APC variants appear to play a role 
in other familial CRC cases.27 Epidemiologic studies have 
revealed that the APC I1307K (isoleucine-to-lysine substi-
tution at codon 1307) allele is present only in individuals of 
Ashkenazi Jewish origin, and those who carried the I1307K 
allele had a roughly twofold increased risk of developing 
CRC.27 The mechanism underlying increased risk of adeno-
mas and CRC in carriers of the APC I1307K allele is that 
the allele appears to be more susceptible than the wild-type 
APC allele to somatic mutations—particularly insertion and 
deletion of one or a few nucleotides near the homopolymeric 
adenine tract created by the lysine 1307 codon substitution, 
resulting in frameshift mutations.27
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Figure 34-1 Schematic representation of the adenomatous polyposis coli (APC) protein and mutation histograms (A) Selected sequence 
motifs of the 2943-amino-acid APC protein and its interaction partners are indicated. The amino-terminal region has a domain that regulates its 
oligomerization. Repeated sequences with similarity to the Drosophila armadillo protein and its vertebrate homologue β-catenin (so-called armadillo 
repeats) are localized in the amino-terminal third of APC. Multiple independent 20-amino-acid repeats mediating binding to β-catenin and several 
binding sites for the Axin protein (termed SAMP repeats) are localized in the central third of APC. The carboxy-terminal third contains a basic region that 
is involved in microtubule (MT) binding and mediates interactions with the proteins EB1 and hDlg. (B) The frequency and distribution of germline muta-
tions in familial adenomatous polyposis (FAP) patients are indicated with respect to the APC coding region. Virtually all mutations result in premature 
truncation at or very close to the mutation position. Two apparent mutational hotspots are seen at codons 1061 and 1309. (C) Frequency and distribution 
of somatic APC mutations in sporadic colorectal cancers are indicated. The mutations appear to predominate in the “mutation cluster region” (MCR), 
and mutations at codons 1309 and 1450 are most common. (A-C with permission from Polakis P. Mutations in the APC gene and their implications for protein struc-
ture and function. Curr Opin Genet Develop 1995;5:66).
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Somatic APC Mutations in Sporadic Tumors

Notwithstanding the critical role of the APC gene in FAP 
and related variant syndromes, the APC gene has an even 
more prominent role in sporadic colorectal tumors, as about 
80% of sporadic colorectal adenomas and carcinomas have 
somatic mutations inactivating APC,28 the overwhelming 
majority of which lead to premature truncation of the APC 
protein. APC mutations have been found in a number of 
the earliest sporadic lesions analyzed, including microscopic 
adenomas composed of only a few dysplastic glands.29 As 
predicted by Knudson’s two-hit model for tumor suppressor  
genes, both APC alleles appear to be inactivated in the 
majority of colorectal adenomas and carcinoma, as a result 
of localized mutations in both alleles or localized mutation 
in one allele and chromosomal loss of the remaining allele.28

APC Protein Function

The APC tumor suppressor gene encodes a large protein of 
approximately 300 kDa (see Figure 34-1). The APC pro-
tein likely has multiple functions in the cell,30 but the best 

understood function of APC is as a major binding partner 
and regulator of the β-catenin protein.31 β-Catenin was 
first identified because of its role in linking the cytoplasmic 
domain of the E-cadherin cell-cell adhesion molecule to the 
cortical actin cytoskeleton, via binding to the adaptor mol-
ecule α-catenin. Based on studies from many different inves-
tigators, a model has been developed to explain the biologic 
significance of APC’s interaction with β-catenin.31 The model 
proposes that in the absence of an activating Wnt ligand sig-
nal, APC binds to and collaborates with the scaffold protein 
Axin to promote sequential phosphorylation by casein kinase 
I and glycogen synthase kinase-3β (GSK3β) of several con-
served serine/threonine residues in the N-terminal region 
of β-catenin, thereby targeting β-catenin for ubiquitination 
and proteasomal degradation (Figure 34-2). In a physiologic 
setting, the activating Wnt ligands inhibit degradation of 
β-catenin via binding to their cognate receptor complex of a 
Frizzled and an LRP5/6 protein.

In the roughly 80% of CRCs where both APC alleles 
are defective, the coordinated destruction of β-catenin is 
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severely impaired, essentially mimicking constitutive activa-
tion of Wnt ligand-mediated signaling (see Figure 34-2). As 
a result, β-catenin accumulates in the cytoplasm, complexes 
with DNA binding proteins of the TCF (T-cell factor fam-
ily)/Lef (lymphoid enhancer family) family, and translocates 
to the nucleus. Once there, β-catenin functions as a trans-
criptional co-activator, activating the expression of TCF-reg-
ulated genes. In a subset of the cancers that lack mutations 
in APC, somatic mutations in β-catenin have been found.32 
A critical net consequence of β-catenin stabilization by APC 
inactivation or other somatic mutations in CRCs is that 
the constitutive activation of β-catenin/TCF transcription 
appears to promote a stem or progenitor cell phenotype in 
the affected epithelial cells independent of their position in 
the crypt compartment.31 Normally, β-catenin/TCF activa-
tion is restricted to the crypt base, especially in the so-called 
crypt base columnar stem cells that are characterized by 
expression of the Wnt-regulated Lgr5 gene and protein.31

Further work has implicated β-catenin stabilization 
not only in the establishment of a crypt progenitor program 
but also in the spatial organization and migratory pattern 
of the cells in the continuous renewal of crypt.31 Strikingly, 
feedback inhibitors functioning in the Wnt/β-catenin/
TCF pathway are prominent among the critical proteins 
encoded by β-catenin/TCF-regulated genes, such as the 
AXIN2, DKK1, NKD1, APCDD1, and WIF-1 proteins, 
all of which function in some fashion to antagonize Wnt 
signaling.31 In CRCs with APC mutations, the ability of 
the induced feedback regulator proteins to interfere with 
stabilized β-catenin is largely or entirely abrogated, because 
the induced  Wnt-pathway feedback regulators function 
upstream of or at the level of the APC protein in the path-
way.31 Interestingly, some of the induced Wnt pathway feed-
back regulators that are highly expressed in CRCs with APC 
mutations, such as AXIN2, may play important contribut-
ing roles in CRC progression, such as through the ability of 
AXIN2 to interact with other proteins and pathways in the 
promotion of epithelial-mesenchymal transition and inva-
sive phenotypes.33

Mouse Models of FAP and Genetic and  
Epigenetic Modifiers

An important mouse genetic model of intestinal tumori-
genesis known as the Min (for multiple intestinal neoplasia) 
mouse was described more than two decades ago.34 The Min 
mouse carries a germline mutation in the murine homologue 
of the APC gene, resulting in truncation of the murine Apc 
protein at codon 850. The intestinal tumor phenotype of 
Min or Apc(Min) mice is similar, but not identical, to that 
seen in FAP patients, with Apc(Min) mice developing largely 
small intestinal tumors, in contrast to the colorectal lesions 
seen in FAP patients.

Other cellular genes can significantly influence the 
number of polyps that arise in mice that are heterozygous for 
the Apc(Min) mutant allele or other mutant Apc alleles. For 
instance, when the Apc(Min) mutation was introduced into 
mice of varying genetic backgrounds, significant variability 
in the number of intestinal tumors was seen. This finding 
was attributable to the effects of strain-specific modifier 
genes unlinked to the Apc locus, particularly the modifier 
gene Pla2g2a, which encodes a secreted phospholipase A2 
protein.35 Other genes that substantially modify intestinal 
tumorigenesis in Apc-mutant mice include genes encoding 
DNA methyltransferases. Specifically, mice that carry the 
Apc(Min) mutation and a germline defect in one allele of 
the maintenance DNA methyltransferase Dnmt1 or a gut-
specific deletion of both Dnmt3 alleles have a two- to three-
fold reduction in macroscopic polyp number.36,37 Treatment 
of Apc(Min) mice with 5-azacytidine, a pharmacologic 
inhibitor of DNA methyltransferases, resulted in a more 
than fivefold reduction in polyp number.36 Combining the 
genetic and pharmacologic manipulations of DNA methyl-
transferase activity synergistically reduced the polyp num-
ber roughly 50-fold.36 Treatment of mice with NSAIDs 
that inhibit COX-1 and COX-2 or agents that specifically 
inhibit COX-2 activity also markedly inhibited adenoma 
formation.38,39 The findings highlight the utility of the 
mouse genetic models for identifying novel genes and phar-
macologic agents that modify intestinal tumor development.

Other Forms of Intestinal Polyposis

Some patients with germline mutations in the APC gene 
have a milder or attenuated FAP (AFAP) phenotype, due 
to the nature of the germline APC mutation that they carry 
and/or other genetic variants that they may carry that modify 
the severity of their polyposis phenotype.4,5 However, many 
of the individuals who have an AFAP phenotype and typi-
cally present to clinical attention between 40 and 60 years of 
age with fewer than a dozen to a hundred polyps do not carry 
a germline APC mutation.4,5 Rather, these affected individu-
als carry homozygous mutations in the MYH gene encoding 
the base-excision repair pathway protein MutYH. The syn-
drome is often termed MAP for MYH-associated polyposis 
syndrome.4,5 The mutations in the MYH gene lead to con-
stitutional defects in the repair of oxidative DNA damage 
in cells, with increased GC-to-AT base-pair transversions 
arising. As a result of the increased mutation frequency, in 
the colon, somatic mutations in various genes likely arise at 
increased frequency, with the somatic mutations contribut-
ing to adenoma formation.

Some individuals and families who develop 10 to 100 
or more adenomas during adult life, and who also develop 
CRC at an increased rate unless managed clinically, have 
been found to lack germline mutations in the APC or MYH 
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genes. Recent studies have shown that some of these affected 
individuals and families carry heterozygous germline muta-
tions in the POLD1 and POLE genes encoding DNA poly-
merases δ and ε, respectively.40 The mutations appear to 
affect the proofreading domains of the polymerases. In the 
case of POLD1 mutations, affected individuals appear to 
be predisposed not only to adenomas and CRC but also to 
endometrial cancer and perhaps brain tumors.40 The colon 
tumors arising in POLD1 and POLE mutation carriers were 
found to have inactivated the remaining wild-type copy of 
the gene by loss of heterozygosity (LOH). As a result, the 
tumors lack intact polymerases δ or ε function, depending on 
the nature of the patient’s germline mutation, and the tumors 
manifest a markedly greater frequency of base-substitution 
mutations relative to similar stage colon tumors with intact 
polymerase δ and ε function, presumably as a direct result of 
the deficits in polymerase δ or ε function.40

Other intestinal polyposis syndromes in which patients 
manifest numerous nonadenomatous lesions have also been 
described.4,5 Several of these syndromes have an increased 
risk of gastrointestinal and/or non-gastrointestinal cancers 
(see Table 34-1). Starting from childhood, patients with the 
autosomal dominant juvenile polyposis syndrome ( JPS) 
develop multiple hamartomatous polyps throughout the 
gastrointestinal tract with some preference for the colon and 
the stomach. JPS is a genetically heterogeneous disease, with 
inactivating mutations in the SMAD4 and BMPR1A genes 
among the underlying genetic bases. Cowden syndrome is an 
autosomal dominant syndrome in which affected individu-
als develop macrocephaly and hamartomas in many organ 
sites, including the breast, thyroid, skin, central nervous sys-
tem, and gastrointestinal tract.4,5 The gene responsible for 
Cowden syndrome is the PTEN tumor suppressor gene on 
chromosome 10q23. Acting as a phospholipid-phosphatase, 
the PTEN protein is a major antagonist of the phospha-
tidylinositol-3-kinase (PI3K) survival pathway. In a small 
number of nonfamilial cases of juvenile polyposis lack-
ing other features of Cowden syndrome, PTEN germline 
mutations have been reported.4,5 Peutz-Jeghers syndrome, a 
rare autosomal dominant condition affecting fewer than 1 
in 25,000, is characterized by gastrointestinal hamartoma-
tous polyps and mucocutaneous melanin deposition.4,5 The 
hamartomatous polyps contain essentially normal epithelial 
cells, but the mucosal components are arranged abnormally. 
Germline mutations in the LKB1/STK11 tumor suppres-
sor gene on chromosome 19p can be seen in a significant 
fraction of cases.4,5 Inactivation of this tumor suppressor 
gene leads to the hyperactivation of the mammalian target 
of rapamycin (mTOR) pathway, which is responsible for 
integrating the nutritional supply with cell proliferation and 
growth. Finally, recent studies of a rare inherited syndrome 
known as hereditary mixed polyposis syndrome (HMPS), 

in which individuals are predisposed to develop a range of 
lesions, including Peutz-Jeghers polyps, juvenile polyps, ser-
rated lesions, conventional adenomas, and CRC, is due in 
some families to germline mutations that lead to overexpres-
sion of the bone morphogenetic protein (BMP) antagonist 
GREM1.41 Thus, although HMPS is connected to JPS, 
based on the fact that BMPs signal through the transforming 
growth factor β (TGF-β) pathway, further work is needed to 
understand how derangements in TGF-β and BMP signal-
ing contribute to predisposition to colorectal tumors.

DNA Mismatch Repair Deficiency  
and Lynch Syndrome

Hereditary nonpolyposis colorectal cancer (HNPCC) was 
arguably the first inherited cancer syndrome to be well 
described in the literature. In 1913, Warthin presented a par-
ticularly striking example of a three-generation family with 
CRC and other cancers, including gastric cancer and tumors 
of the female reproductive tract.42 Following Warthin’s lead, 
Lynch and others described kindreds with autosomal domi-
nant patterns of CRC, not accompanied by extensive polyp-
osis.43 In such families, CRCs of early onset were seen, often 
along with cancers in some other organs including gastric, 
uterine endometrial, ovarian, small bowel, renal, and hepato-
biliary cancers.44 In recognition of Dr. Henry Lynch’s major 
contributions to the field, HNPCC is often referred to as 
Lynch syndrome.

Criteria for the diagnosis of Lynch syndrome in fami-
lies have often included the following: affected families must 
show Lynch syndrome–typical tumors in three relatives (one 
being a first-degree relative to the other two) in at least two 
successive generations, with one of the tumors occurring 
before age 50 (so-called 3-2-1 rule). The sensitivity of these 
diagnostic criteria is considerably less than 100% for iden-
tifying those affected by Lynch syndrome, and the specific-
ity of the criteria is also an issue.4 However, the diagnostic 
criteria proved critical for the initial discovery of the germ-
line mutations underlying Lynch syndrome, and the criteria 
have also been useful in clinical assessment over the past 15 
to 20 years since the genetic bases of Lynch syndrome were 
uncovered. By way of a brief background, the early genetic 
work indicated genetic heterogeneity for Lynch syndrome, 
with mapping of the predisposing gene to chromosome 2p 
in some families45 and to chromosome 3p in other families.46 
In yet other families with Lynch syndrome, no evidence for 
linkage to chromosome 2p or 3p was found.

To explore the relevance of Knudson’s two-hit hypoth-
esis for Lynch syndrome genes, investigators initially sought 
to demonstrate loss of parental heterozygosity for chromo-
some 2p in cancers from individuals carrying a defect in 
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that particular predisposition gene.45 However, not only 
was there no LOH of chromosome 2p sequences in the 
cancers, but microsatellite DNA sequences examined in the 
analyses demonstrated marked length variations in tumor 
tissues compared with the patient’s normal tissue. Micro-
satellite changes were seen at many different loci scattered 
throughout the genome and in all tumors from patients with 
Lynch syndrome.45 The phenotype was termed the microsat-
ellite instability” (MSI) or replication error (RER) phenotype. 
Cancers with evidence of microsatellite instability at more 
than 40% of a panel of mononucleotide and dinucleotide 
sequences are termed high-frequency MSI (MSI-H) cancers. 
Although most CRCs display no instability when a panel 
of microsatellite tracts are studied—so-called microsatellite 
stable (MSS) cases—a subset of cancers show low-frequency 
instability of the microsatellite markers, termed MSI-L.

The finding of MSI-H in the cancers was notewor-
thy because similar DNA instability phenotypes had previ-
ously been seen in mutant yeast strains with defective DNA 
mismatch repair genes. The prediction that defects in one 
or more DNA mismatch repair genes might underlie Lynch 
syndrome was quickly borne out (Figure 34-3). A human 
homologue of the bacterial mutS mismatch repair gene, des-
ignated MSH2, was mapped to chromosome 2p, and one 
allele was found to be mutated in the germline of a sub-
set of Lynch syndrome patients, with the remaining allele 

inactivated in cancers arising in the mutation carriers. Other 
genes involved in DNA mismatch repair were studied and 
found mutated in other groups of Lynch syndrome patients, 
including the MLH1 gene on chromosome 3p, the PMS2 
gene on 7q, and the GTBP/MSH6 gene on chromosome 
2p.47 Mutations in the MSH2 and MLH1 genes are a far 
more common cause of Lynch syndrome than mutations in 
the other mismatch repair genes, with MSH2 and MLH1 
mutations together accounting for about 70% to 75% of the 
known mutations in Lynch syndrome patients.47

In the normal cells of a patient with Lynch syndrome, 
DNA repair is rarely impaired, because the cells have a wild-
type copy of the gene (i.e., the copy inherited from the non-
affected parent). However, during cancer development, the 
remaining wild-type allele is inactivated by a somatic muta-
tion. Following inactivation of the wild-type allele, full mis-
match repair activity is lost (see Figure 34-3). Then, affected 
cells manifest a mutator phenotype and accumulate muta-
tions in a much more rapid fashion. Lynch syndrome is, 
therefore, a disease with more rapid tumor progression from 
a benign, initiated clone to frank malignancy (Figure 34-4).

Although germline mutations in the known mismatch 
repair genes have been detected in only 2% to 4% of CRC 
patients, roughly 15% of all CRCs display the MSI-H phe-
notype.47 The somatic inactivation of MLH1 via epigenetic 
mechanisms, including hypermethylation of its promoter, 
seems to be responsible for most MSI-H CRC cases outside 
of Lynch syndrome families.47
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Figure 34-3 Mismatch repair pathway in human cells (A, B) Dur-
ing DNA replication, DNA mismatches may arise, such as from strand 
slippage (shown) or misincorporation of bases (not shown). (C) The 
mismatch is recognized by MutS homologues, perhaps most often MSH2 
and GTBP/MSH6, although MSH5 may substitute for GTBP/MSH6 in 
some cases. (D, E) MutL homologues, such as MLH1 and PMS2, are 
recruited to the complex, and the mismatch is repaired through the 
action of a number of proteins, including an exonuclease, helicase, DNA 
polymerase, and ligase. A-E with permission from Kinzler KW, Vogelstein B. Les-
sons from hereditary colorectal cancer. Cell. 1996;87:159-170.
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Figure 34-4 Relative effects of germline mutations on tumor 
initiation and progression (A) In sporadic cancers, both initiation of 
a neoplastic lesion (e.g., the adenoma) and progression to an advanced 
lesion (i.e., the carcinoma) are rate-limiting events because two somatic 
mutations are required for inactivation of tumor suppressors such as 
adenomatous polyposis coli (APC) (initiation of adenoma) and p53 
(tumor progression). (B) In the case of familial adenomatous polyposis 
(FAP), germline inactivation of one APC allele markedly increases the for-
mation of adenomas, because inactivation of both APC alleles is a critical 
(rate-limiting) event in adenoma formation, and those with inactivation 
of one allele in all colonic cells need only inactivate the remaining APC 
allele to initiate adenoma formation. (C) In the case of Lynch syndrome 
(hereditary nonpolyposis colorectal cancer [HNPCC]), germline inactiva-
tion of one of the mismatch-repair genes (e.g., MSH2 or MLH1) coupled 
with somatic inactivation of the remaining allele in an initiated lesion 
(e.g., an early adenoma) greatly increases the mutation rate, and subse-
quently the rate and speed of progression to more advanced lesions. With 
permission from Bettingon et al. The serrated pathway to colorectal cancer: current 
concepts and challenges. Histopathology. 2013; 62:367-386.
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Many of the mutations that arise in cells with the 
MSI-H phenotype may be detrimental to cell growth or 
may exert no positive selection pressure. However, a subset 
of mutations could potentially activate oncogenes or inac-
tivate tumor suppressor genes. An example of a gene con-
taining a mononucleotide tract in its coding sequence that is 
frequently mutated in MSI-H CRCs is the TGF-β type II 
receptor.47 Some other genes commonly altered in MSI-H 
CRCs are described later.

Inflammation and Colon Cancer

Chronic inflammatory bowel disease (IBD), especially ulcer-
ative colitis, confers an increased risk of CRC. In the case of 
UC, the risk of CRC is associated with both the duration 
and extent of the inflammatory disease. From a pathogenetic 
standpoint it is notable that UC-associated CRCs often 
develop without the formation of a polyp as a precursor 
lesion, although dysplasia is a common factor.15,48 Reducing 
the degree of inflammation in IBC seems to reduce the risk 
for CRC.49 Some insights into the factors and pathways by 
which inflammation contributes to colitis-associated CRC 
(CAC) have begun to emerge50 and likely include impor-
tant roles for NF-κB signaling in both immune cells and 
epithelial cells and local activation of various cytokines and 
lymphokines, including tumor necrosis factor, interleukin 1 
(IL-1), IL-6, IL-17, and IL-23.50

The responses of the innate and cellular immune sys-
tems to variations in intestinal microbial communities as 
well as inflammatory mediators all seem to have important 
and potentially much broader contributing roles in intestinal 
neoplasia beyond the setting of CAC. For instance, a human 
colonic commensal—enterotoxigenic Bacteroides fragilis—
can affect tumor progression in the Apc(Min) mouse model of 
intestinal tumorigenesis in part via inflammation and the gen-
eration of IL-17–expressing T helper 17 [T(H)17] cells.51 
Recent studies have further highlighted the role of microbes 
and microbial products, along with IL-23 and T(H)17 cells 
in Apc-mutation–dependent colon tumor progression in the 
mouse.52 Future studies are likely to further clarify the likely 
complex relationships among the intestinal microbiota, host 
immune cells, and epithelial cells in the initiation and pro-
gression of colon neoplasia in mouse models and in humans.

Recurrent Somatic Alterations in 
Colorectal Cancer

Somatic alterations have key roles in the initiation and pro-
gression of colorectal tumors, in patients with inherited 

predispositions to CRC as well as in the majority of CRC 
patients whose tumors are apparently sporadic. A sizeable 
number of mutational alterations in CRCs were identi-
fied over the past 30 years, largely by various combinations 
of genetic and genomic approaches.18 Among the major 
targets for somatic mutations in CRCs identified before 
whole genome sequence-based approaches included onco-
genic (activating) point mutations affecting KRAS (about 
40% of CRCs), NRAS (about 5%), PIK3CA (20%), and 
BRAF (5% to 10%), as well as amplifications of the EGFR 
(5% to 10%), CDK8 (10% to 15%), CMYC (5% to 10%), 
and ERBB2 (5%) genes.18 Similarly, among the tumor sup-
pressor genes known to be frequently affected by somatic 
mutations in CRCs as a result of the “old-school,” focused 
sequencing approaches were the following: APC (80%), 
TP53 (60%), FBXW7 (20%), SMAD4 (10% to 15%), 
PTEN (10%), SMAD2 (5% to 10%), ACVR2A (10%), and 
TGFBR2 (10%).18

Over the past few years, comprehensive sequencing 
approaches have allowed for expansive analyses of the nature 
and spectrum of mutational alterations in CRCs.17,19,20 One 
of the major advances of the comprehensive sequencing-
based approaches has been knowledge of the variation in 
total somatic mutations among CRCs. For example, in an 
exome-sequence analysis of 224 tumor and normal pairs 
from CRC patients, it was found that 84% of the tumors had 
a median number of nonsilent (predicted to change protein-
coding sequence) somatic mutations of 58 per tumor; the 
remaining 16% of the tumors were reported to manifest a 
“hypermutated” phenotype, with a median of 728 somatic 
nonsilent mutations per tumor.19 These findings that about 
16% of CRCs had a hypermutated phenotype was not 
entirely unexpected. As described earlier in the discussion 
of mismatch repair gene defects in Lynch syndrome and also 
apparently sporadic CRCs, about 15% of all CRCs manifest 
the MSI-H phenotype, in the majority of MSI-H CRCs 
because of epigenetic silencing of the MLH1 gene.18,47 As 
a result of their defective mismatch repair pathway func-
tion, the MSI-H CRCs were known to have a hypermu-
table phenotype. However, what was a bit unexpected about 
the hypermutated CRCs identified via the comprehensive 
sequencing approaches was that about 25% of the hypermu-
tated tumors lacked the MSI-H phenotype and had intact 
function of MLH1. Instead, the hypermutated non-MSI-
H cases had somatic mutations in other mismatch repair 
genes (e.g., MSH2, MSH3, MLH3, MSH6, PMS2) or in the 
POLE gene encoding DNA polymerase ε.19 One somewhat 
puzzling issue is why somatic mutations in certain mismatch 
repair genes do not invariably lead to demonstrable instabil-
ity in the microsatellite sequences that define the MSI-H 
phenotype, whereas epigenetic silencing of MLH1 does 
apparently lead to the MSI-H phenotype in almost all cases. 
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Perhaps part of the explanation might be the relative timing 
of the defects in mismatch repair function in the natural his-
tory of a given CRC.

Besides clarifying the mutation rate in CRCs and illu-
minating the molecular basis for the markedly increased 
mutation rate in the roughly 16% of CRCs that are hyper-
mutated, comprehensive molecular characterization efforts 
have yielded additional insights, such as refinements in the 
estimated frequencies for known oncogene and tumor sup-
pressor gene defects in CRC, the identification of some new 
oncogene and tumor suppressor gene defects contributing to 
CRC, and some initial insights into how epigenetic changes 
and gene expression patterns may be associated with certain 
mutation patterns as well as biologic and clinicopathologic 

subsets of CRC. Table 34-2 summarizes some of the genes 
most frequently affected by somatic mutations in nonhyper-
mutated and hypermutated CRCs.19,20

In addition to the extensive data on localized muta-
tion frequencies, comprehensive molecular characterization 
efforts have begun to further inform understanding of recur-
rent gene amplification, deletion, and translocation in CRCs. 
Besides largely confirming the gene amplification events 
previously uncovered in CRCs, such as CDK8, EGFR, 
CMYC, and ERBB2 gene amplifications,18 the work uncov-
ered gene amplification and overexpression of the IGF2 gene 
in about 10% to 15% of CRCs.19,20 Gene deletions affect-
ing well-defined tumor suppressor genes were confirmed in 
a subset of CRCs, such as those affecting APC, PTEN, or 
SMAD3.19,20 In addition, frequent deletions affecting the 
FHIT presumptive tumor suppressor gene were seen in 
about 20% to 30% of CRCs.19,20 Recurrent translocations 
activating two different genes encoding R-spondin protein 
family members that cooperate with Wnt ligands to activate 
canonical β-catenin-dependent Wnt signaling were seen in 
5% to 10% of CRCs.20

Genetic Instability: Chromosomal Instability versus 
DNA Mismatch Repair Deficiency

In general, the roughly 15% of CRCs that manifest the 
MSI-H phenotype tend to have largely diploid or near-
diploid karyotypes, whereas the remaining 85% of CRCs 
are aneuploid.53,54 Key factors and mechanisms underlying 
the numerical chromosome instability (CIN) phenotype 
in CRC and other cancers are poorly defined, but some 
clues have emerged. Rare mutations and more commonly 
changes in the expression of genes that encode proteins 
that regulate chromosome segregation in mitosis or other 
genes that encode DNA repair response proteins have been 
suggested to play roles in the CIN phenotype in CRC.54 
However, because the mutations appear to be quite rare 
in primary CRCs and the changes in gene expression 
observed have been difficult to conclusively implicate in 
the CIN phenotype, unambiguous data on the gene defects 
with significant roles in the CIN phenotype in CRC are 
lacking.54

Recently, three genes from a region of chromosome 
18q affected by frequent copy number loss in CRC—
PIGN, MEX3C, and ZNF516—have been implicated 
as potential contributing factors in CIN.55 Specifically, 
experimental silencing of any one of the three genes led to 
the CIN phenotype in CRC cells in culture.55 The genes 
appear to regulate the cellular response to DNA replication 
stress, and reduced DNA replication stress appears linked 
to reduced chromosome segregation defects.55 Nonetheless, 
although the recent work on these three chromosome 18q 
genes appears to be an encouraging lead in terms of defining 

Table 34-2 Localized Somatic Mutations in Oncogenes and Tumor 
Suppressor Genes in Hypermutated and Non hypermutated CRCs

Gene Estimated Mutation Frequency*

Hypermutated Tumors

Oncogenes

BRAF 40%45%

Tumor Suppressor Genes

ACVR2A 60%65%

APC 50%55%

TGFBR2 50%55%

MSH3 40%

MSH6 40%

MYO1B 30%35%

TCF7L2 30%35%

Nonhypermutated Tumors

Oncogenes

KRAS 40%45%

PIK3CA 15%20%

NRAS 5%10%

CTNBB1 5%10%

Tumor Suppressor Genes

APC 80%85%

TP53 60%

FBXW7 10%15%

SMAD4 10%

TCF7L2 5%10%

FAM123B 5%10%

SMAD2 5%10%

*Mutation estimates from References 18 and 19.
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common molecular defects that may play important con-
tributing roles in the CIN phenotype in CRC, much further 
work is needed to substantiate the contribution of the genes 
as well as the means by which loss of their function might 
lead to CIN.

Epigenetic Changes in Colorectal Carcinogenesis: 
the CpG Island Hypermethylation Phenotype

In mammalian genomes, most 5′-CpG-3′ dinucleotides 
have been lost during evolution.56 DNA methylation cova-
lently modifies more than 80% of the remaining CpG sites, 
except for localized regions of high CpG-dinucleotide con-
tent, which have been termed CpG islands.56 The promoter 
and proximal regulatory regions of about 50% of all genes 
contain CpG islands. Dense methylation or hypermeth-
ylation of these CpG islands seems to be associated with 
gene silencing, implicating CpG methylation as a potentially 
quite significant epigenetic mechanism to reinforce or “lock 
in” long-term gene silencing following more transient post-
translational chromatin modifications that are linked to 
inhibition of transcription (e.g., certain histone tail methyla-
tion and deacetylation changes).56 Although the global trend 
in the majority of CRCs is in fact a decrease in total DNA 
methylation—that is, global DNA hypomethylation—the 
CpG island hypermethylation of selected promoters has 
been implicated in transcriptional silencing in CRC and 
other cancers.56,57 Indeed, it is likely that a large fraction 
of CRCs reduce or silence expression of one or more criti-
cal growth-controlling genes (e.g., tumor suppressor genes) 
in part through epigenetic mechanisms, such as promoter 
DNA hypermethylation.57

The functional significance of global DNA hypo-
methylation in CRC is more enigmatic than DNA hyper-
methylation, but some findings have suggested a potential 
contributing role for global DNA hypomethylation in chro-
mosome missegregation events and the CIN phenotype.57 
Other work has suggested that global DNA hypometh-
ylation might also lead to altered gene expression, such as 
the reactivation of certain imprinted genes that are normally 
silenced during early development.18

A subset of CRCs manifest DNA hypermethylation 
at a sizeable number of distinct CpG islands scattered 
around the genome, compared to the DNA methylation pat-
terns seen in adjacent normal colon epithelium or the bulk  
of other CRCs that lack the significant increase in DNA 
methylation. This phenotype has been termed the CpG 
island hypermethylation phenotype (CIMP).57,58 A subset 
of CIMP CRCs shows hypermethylation of the MLH1 
mismatch repair gene, and this group of CRCs constitutes 
the major fraction of sporadic MSI-H CRCs discussed at 
several earlier points. The specific factors and mechanisms 
that underlie CIMP status in CRC are not understood. 

However, it is noteworthy that the MSI-H CIMP subset 
of CRCs often harbors B-RAF oncogenic mutations.9,10,57

Altered Gene Expression in Colorectal Cancer

Besides the genes whose expression is affected by DNA 
methylation, many other genes show major differences in 
gene expression in CRCs relative to normal tissues as well 
as among CRCs. This is likely a result of complex and het-
erogeneous mechanisms, such as the following: (1) somatic 
mutations deregulating key cellular signaling pathways that 
affect downstream gene expression in CRCs, along with 
significant intertumoral heterogeneity among CRCs with 
respect to the specific collection of signaling pathways and 
factors affected by oncogene and tumor suppressor gene 
mutations in any given CRC; (2) a subset of CRCs with 
mutations or epigenetic defects affecting specific chromatin 
regulatory factors, such as ARID1A19,58; and (3) potential 
intertumoral heterogeneity in the specific cell of origin, with 
some CRCs arising from presumptive crypt base columnar 
stem cells and other CRCs potentially arising from more dif-
ferentiated cell types. As a result of the potential differences 
in cell of origin and/or the specific signaling pathways and 
chromatin regulatory factors that are dysregulated in one 
CRC versus another, there are likely to be major variations 
among CRCs in terms of the expression of key transcrip-
tional activators and repressors that directly regulate gene 
expression. There are also likely to be major variations in the 
structure and posttranslational modifications of chromatin 
and chromatin-associated proteins in CRCs. It will not be 
possible to review in any detail the very large collection of 
published studies on differentially expressed genes in CRC 
relative to normal tissues or the variations in gene expression 
among different subsets of CRC. Rather, one goal here is to 
offer some thoughts about the potential significance of gene 
expression changes in CRC that are not directly linked to  
specific mutations. A second goal is to introduce the notion 
that gene expression changes in CRCs affect not only mRNAs 
encoding proteins, but also various noncoding RNAs, such 
as miRNAs and long noncoding RNAs (lncRNAs).

The key somatic mutations in CRC highlighted ear-
lier are clonal and recurrent, and the mutations lead to novel 
or increased function of oncogenes or inactivation of tumor 
suppressor genes. As described for the MLH1 gene, epi-
genetic changes, such as promoter hypermethylation and 
perhaps posttranslational modifications of histone or other 
chromatin-associated proteins, silence MLH1 expression in 
nearly all of the apparently sporadic MSI-H CRCs. Based 
on this powerful example, it could be that many other genes 
with dysregulated expression in CRC—either increased or 
decreased expression—might have a functionally signifi-
cant role as an oncogene or TSG, respectively. However, the 
altered expression of many genes in CRCs may largely reflect 
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rather than cause the altered growth and differentiation 
properties of cancer cells compared to normal cells. Hence, all 
available data on the function of any differentially expressed 
gene must be evaluated to establish whether the gene likely 
has a major contributing role in CRC and whether it might 
appropriately be designated as an oncogene or tumor sup-
pressor gene.

The stability of mRNA transcripts as well as their 
ability to be translated into proteins is regulated by micro-
RNAs (miRNAs), which are processed from longer precur-
sor transcripts by the Drosha and Dicer proteins to roughly 
18 to 24 nucleotides in length. Recognition of target trans-
cripts predominantly occurs by binding of the miRNA to 
imperfect complementary sequences in the 3′ untranslated 
region (3′UTR) of various transcripts. Not unexpectedly, 
because the primary RNA transcripts that are ultimately 
processed to mature miRNAs are transcribed by RNA 
polymerase II (as are mRNAs), miRNA levels in CRCs 
vary considerably from levels in normal colonic mucosa.57 
miRNA expression differences have been reported in com-
parisons of MSS CRCs to MSI-H CRCs.57,59 Many of 
the reported differences in miRNA levels in CRCs ver-
sus normal colon tissues and among different subsets of 
CRCs may be due to differential expression of the primary 
transcripts that are processed to miRNAs. However, p53 
missense mutations have been hypothesized to exert spe-
cific effects on the processing of certain miRNAs.60 Other 
somatic mutations in CRC could also conceivably exert 
major effects on the processing and/or nuclear-cytoplasmic 
transport of miRNAs. Similar to the situation discussed 
earlier for protein-coding mRNAs, in most cases it is largely 
uncertain which miRNA changes have causal roles in CRC 
development and which are secondary events associated 
with the process. Unlike the situation in some other cancer 
types where the genomic location of certain miRNAs with 
altered expression maps close to recurrent chromosomal 
breakpoints or deletions, few if any of the miRNAs with 
altered expression in CRC have been linked to recurrent 
chromosome lesions in CRC.61 Besides the likely contribu-
tion of oncogene and TSG defects to changes in the levels 
of various miRNAs in CRC, it is likely that the expression 
of key components in critical oncogene and TSG pathways 
in CRC is modulated by many different miRNAs. Finally, 
although there are no conclusive data to implicate altera-
tions in the function or expression of lncRNAs in CRC 
development and progression, it seems likely that at least 
a few of the estimated 5000 or more lncRNAs will have 
major contributing roles in CRC, such as through the abil-
ity of some lncRNAs to function as scaffolds for various 
chromatin-regulatory proteins.62 Similar to the situation 
for both protein-encoding mRNAs, critical assessment 
of the collective expression and functional data will be 

required to implicate any given miRNA or lncRNA as  
a causal factor in CRC development and progression.

Multistep Genetic Models of Colorectal 
Tumor Development

Based on the accumulation of selected somatic oncogene 
and tumor suppressor gene defects together with methyla-
tion changes in CRCs, an initial genetic model of colorectal 
tumorigenesis was proposed more than 20 years ago.63 The 
model relied on the assumption that many carcinomas arise 
from preexisting adenomas and that certain genetic alterations 
tended to accumulate at particular stages of tumor develop-
ment, such as APC mutations in adenoma formation and p53 
mutations in the transition to carcinomas. Hence, this was the 
basis for assigning a relative order to the alterations in a mul-
tistep pathway. However, the order of the mutations in the 
development of any given CRC was not viewed as invariant, 
as a few small adenomas with p53 mutations had been iden-
tified and KRAS mutations were sometimes associated with 
progression to carcinoma in some late-stage adenomas.18,63

Since the initial genetic model for CRC development 
was proposed, other distinct molecular pathways to CRC 
have been suggested, some of which involve other precursor 
lesions than adenomatous polyps.9,10 Some of the alterna-
tive molecular scenarios are presented in Figure 34-5. The 
initial genetic model suggested in Reference 63 is outlined at 
the far right as one of the so-called conventional pathways. 
As indicated in Figure 34-5, the roughly 2% to 4% of CRC 
cases arising in individuals carrying germline mutations in a 
DNA mismatch repair (MMR) gene—Lynch syndrome—
likely share some similarities with conventional pathway 
lesions in terms of the somatically acquired gene lesions that 
give rise to adenomatous lesions, such as APC mutations. 
As for the approximately 10% to 12% of apparently sporadic 
cancers that manifest the MSI-H phenotype, many of these 
are presumed to arise from serrated adenomatous lesions, 
such as sessile serrated adenomas (SSAs).9,10 Some of the 
molecular lesions associated with the genesis of SSAs and 
the subsequent progression of SSAs to CRCs are distinct 
from those somatic defects that contribute to the conven-
tional CRCs and the Lynch-type MSI-H CRCs, including 
frequent B-RAF mutations and the silencing of certain genes 
via promoter hypermethylation (i.e., CIMP CRCs). Finally, 
though not depicted in Figure 34-5, it is worth noting that 
the nature and order of mutational events seem to be dif-
ferent in UC-associated CRCs than in sporadic CRCs. For 
instance, p53 mutations are typically observed at an earlier 
time point, perhaps even occurring in the nonneoplastic 
inflamed mucosa of some patients.48
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Figure 34-5 Putative pathways to colorectal cancer (CRC) Shown in the figure are potential precursor lesions and selected molecular defects sug-
gested to play important roles in the serrated pathways, familial pathways, or conventional pathways for CRC. The conventional pathways highlight the 
fact that the majority of CRCs are believed to arise from adenomatous precursor lesions over a period of years or even decades, with progression from a 
TA or TVA lesion to one that has high grade-dysplasia (TA HGD or TVA HGD). Some of the potential somatic alterations in tumor suppressor genes (APC, 
SMAD4, p53) and oncogenes (KRAS) that might contribute to tumor initiation and/or progression are illustrated. Possible global phenotypic changes in 
the CRC cells that are discussed in the text are noted, such as CpG island methylator phenotype-negative (CIMP-) or CIMP-low (CIMP-L) and microsatel-
lite stable (MSS), along with the potential prognostic and therapeutic generalizations. Two familial pathways to CRC that together account for about 2% 
to 4% of CRC are highlighted in the scheme. The role of gene lesions and presumptive mutational mechanisms are extensively discussed in the text. The 
figure indicates the relationship of molecular lesions to prognosis and therapy response. A significant fraction of CRCs, especially lesions in the proxi-
mal colon, are thought to arise from a serrated precursor lesion, such as a sessile serrated adenoma (SSA) or a traditional serrated adenoma (TSA), with 
progression through lesions that manifest dysplasia or high-grade dysplasia (SSAD and TSA + HGD). A sizeable subset of SSAs and the resultant CRCs 
that arose from SSAs manifest the CIMP-high (CIMP-H) phenotype. The possible relationships of the various serrated pathway lesions to prognosis and 
therapeutic response are noted. anti-EGFR, Epidermal growth factor receptor inhibitors; 5-FU, 5-fluorouracil therapy; IGFIIR, insulin-like growth factor 
receptor II; p16, p16 inhibitor of cyclin-dependent kinase 4; TA, tubular adenoma; TGFRβII, TGF-β receptor II; TVA, tubulovillous adenoma. With permission 
from Bettingon et al. The serrated pathway to colorectal cancer: current concepts and challenges. Histopathology. 2013; 62:367-386.

Clinical Applications of Molecular  
Genetic Insights

The advances in our understanding of inherited and 
somatic defects in CRCs have made possible certain clinical 

applications and have highlighted the potential for additional 
clinical strategies that collectively should greatly improve the 
diagnosis and care of patients and families affected by CRC. 
Although many possible future clinical applications can be 
envisioned, just a few that are being actively pursued are 
described in the following sections.
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Risk Assessment

The accurate presymptomatic diagnosis of FAP or Lynch 
syndrome is of significant value to individuals and families 
affected by these syndromes. The identification of germline 
mutations in the APC gene in more than 80% of families with 
FAP and Gardner syndrome provides the basis for genetic 
counseling and clinical management of families and individ-
uals at risk for polyposis.4,5 Similar major progress has been 
made in defining the germline mutations in Lynch syndrome 
patients and families.4,5 Given the progress reviewed here 
and summarized in Table 34-1 in defining other genetic vari-
ants that confer a significantly increased risk of CRC devel-
opment, the early identification of individuals and families at 
greatly elevated risk of CRC should lead to improved clinical 
management of such individuals and families, in large part 
via the incorporation of optimal screening and prophylactic 
surgery approaches and potentially even new chemopreven-
tive agents and regimens.

Early Detection

The results of clinical trials indicate that the colonoscopic 
removal of larger (greater than 1 cm) adenomas and early 
CRCs has a major impact on CRC incidence.8 The develop-
ment of highly specific and sensitive molecular tests for early 
detection of CRC is an important goal, given the reduced 
specificity and sensitivity of current noninvasive tests, such 
as fecal occult blood testing.8 If inexpensive and reliable 
molecular diagnostic tests could be developed to detect the 
presence of advanced adenomas or early-stage CRCs, such as 
through the analysis of analytes in the blood or in stool spec-
imens, then such tests might serve an adjunctive role along 
with more invasive and expensive methods for early detec-
tion, such as colonoscopy. Findings from studies of DNA 
isolated from stool samples of patients known to have CRCs 
or large, advanced adenomas indicate that stool-based tests 
for mutant oncogenes and tumor suppressor genes may have 
utility.64 More recent stool-based DNA tests incorporate 
detection of mutant KRAS alleles and DNA methylation 
of specific sequences, along with hemoglobin quantification, 
and the results seem potentially quite promising compared to 
earlier generation stool DNA tests.65 Some early work ana-
lyzing DNA methylation of multiple genes in cell-free DNA 
in plasma from patients with colorectal cancer and adeno-
matous polyps suggests the future potential for using a panel 
of DNA methylation and/or somatic mutation markers for 
screening.66 Extensive further studies are needed to clarify 
whether any plasma-based tests for circulating nucleic acid 
markers (e.g., DNA hypermethylation and somatic muta-
tions) are strong competitors for the stool-based DNA tests 

and what the optimal strategies will be for deploying any 
stool-based and/or plasma-based DNA tests in populations 
at high risk and/or average risk for adenomas and CRC.

Prognostic and Predictive Markers

In addition to presymptomatic diagnosis (risk assessment) 
and early detection of tumors, several studies indicate that 
characterization of the specific genetic alterations in a can-
cer may provide improved/increased prognostic information 
about the likelihood of local and distant tumor recur-
rence. Perhaps among the most robust prognostic mark-
ers defined thus far for colorectal cancer are those for the 
MSI-H phenotype. In particular, this phenotype has been 
convincingly associated with improved survival in stage II 
and stage III colorectal cancer patients.67 Interestingly, the 
use of 5-fluorouracil (5-FU)-based adjuvant chemotherapy 
did not appear to show any benefit in survival for patients 
with MSI-H tumors.68 In fact, although not a statistically 
significant result in the initial study, the trend was for poorer 
survival in 5-FU–treated patients whose tumors displayed 
the MSI-H phenotype. Some of the data on molecular 
pathways to CRC and the relationship of the pathways and 
somatic alterations to prognosis and response to therapies 
are highlighted in Figure 34-5. Moreover, a number of stud-
ies have suggested that oncogenic mutations in KRAS are 
associated with resistance to EGFR-based therapies,69 and 
some recent studies indicate that there is strong biologic 
selection for the outgrowth of KRAS-mutant CRCs when 
EGFR blockade is used therapeutically in CRC.70

Summary and Future Directions

Molecular genetic studies of colorectal tumors have yielded 
profound insights into inherited predispositions to colorec-
tal cancer as well its pathogenesis. A relatively limited num-
ber of oncogenes and tumor suppressor genes—the KRAS, 
APC, and TP53 genes, and a few others—have been found 
to be frequently mutated in CRCs, and intensive studies 
of the function of these critical genes in normal and neo-
plastic cell growth continue. The relative significance to the 
cancer cell phenotype of each of the various inherited and 
somatic mutations has not been well defined. Comprehen-
sive sequence analyses indicate that a considerable number 
of additional oncogenes and tumor suppressor genes with 
roles in the development and progression of subsets of CRC 
likely exist. Identification of these genes and characterization 
of their contribution to cancer will be an important, albeit a 
challenging, task. At present, there is little understanding of 
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the relationship between dietary and environmental agents 
associated with increased risk of colorectal cancer and the 
mutation rate and nature of the mutations that arise in nor-
mal and neoplastic cells in the colon and rectum. Only lim-
ited insights have been obtained into the true significance 

and generality of the findings from the clinical correlative 
studies undertaken to date. Nevertheless, it is clear that 
further efforts will yield insights into the molecular basis of 
CRC and can be expected to result in advances in the diag-
nosis and clinical care of patients with colorectal tumors.
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The most common exocrine pancreatic neoplasm is pancreatic 
ductal adenocarcinoma, which accounts for more than 95% 
of all pancreatic malignancies. Other pancreatic malignant 
neoplasms include acinar cell carcinoma, serous cystadeno-
carcinoma, mucinous cystadenocarcinoma, intraductal pap-
illary-mucinous neoplasm, osteoclast-like giant cell tumor, 
solid pseudopapillary carcinoma, and pancreatoblastoma.

It has been hypothesized that the development of pan-
cre atic adenocarcinoma follows progressive stages of neoplastic 
growth through precursor lesions to adenocarcinoma, simi-
lar to the models proposed for colorectal cancer and prostate  
cancer. The precursor lesions are best defined for invasive  
ductal adenocarcinoma and have been termed pancreatic 
intraepithelial neoplasia (PanIN). PanINs are characterized 
by architectural changes manifested by change of the normal 
cuboidal epithelium to a columnar epithelium, nuclear hyper-
chromasia and atypia, loss of epithelial polarity, pseudostrati-
fication and papillary folding, and eventually to carcinoma in 
situ and invasive carcinoma (Figure 35-11).

Molecular Alterations in  
Pancreatic Cancer

Pancreatic carcinogenesis is driven by multiple genetic and 
epigenetic events, including inactivation of tumor-suppressor 
genes and activation of proto-oncogenes. Table 35-1 lists the 
most frequently identified genetic alterations. K-ras muta-
tion is believed to be an early genetic event, followed by loss 
of functional p16, p53, SMAD4, and many other changes.

Whole-exome sequencing of 24 different pancreatic 
cancer specimens at Johns Hopkins University has helped 
further elucidate some of the “driver” genes in pancreatic car-
cinogenesis.2 More than 20,000 genes were sequenced from 
these tumors, representing 99.6% of the coding genome 
of pancreatic cancer, and from this 69 sets of genes were 

identified as being altered in the majority of the 24 speci-
mens. Of these tumors, 67% to 100% had genetic alterations 
that could be clustered into 12 signaling pathways and pro-
cesses felt to be pivotal in tumorigenesis (Figure 35-2). The 
specific genes altered in these pathways varied greatly among 
samples; however, only one gene in each of these pathways 
was altered in each tumor. This suggests that there are core 
pathways that play a role in pancreatic cancer, and that 
understanding these alterations will provide further insight 
into pancreatic cancer biology.

Work from the rapid autopsy program in pancreatic 
cancer that was established by Iacobuzio-Donahue and 
colleagues at Johns Hopkins University has further identi-
fied various genetic subtypes of pancreatic cancer based on 
clinical and pathologic features.3 Seventy-six patients under-
went rapid autopsy, with 88% having metastatic disease at 
the time of death. Interestingly, the metastatic burden var-
ied greatly among these patients. Genetic analysis of K-ras, 
p53, and SMAD4 status demonstrated that patients with a 
higher volume of metastatic disease more commonly had a 
loss of SMAD4 expression. These findings need to be con-
firmed with additional studies, but they imply that specific 
molecular features of pancreatic primary tumors influence 
the behavior of this disease as it progresses over time. This 
chapter focuses on some of the key molecular changes that 
characterize exocrine pancreatic cancer.4

Events Targeting Signal  
Transduction Pathways

K-ras Mutation

K-ras mutations can be detected in approximately 30% of 
early PanINs and increase in frequency with disease pro-
gression. K-ras mutations can be identified in nearly 95% 
of invasive ductal pancreatic adenocarcinomas.5 The early 
onset of K-ras mutations supports a role in tumor initiation. 
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Transgenic mouse models have provided further evidence 
that support this notion. A first-generation transgenic 
mouse model was generated in which K-ras was driven by an 
elastase promoter and the resultant transgene was expressed 
in pancreatic acinar cells. Transgenic mice bearing this trans-
gene exhibit acinar hyperplasia, acinar-ductal metaplasia, 

and noninvasive intrapapillary mucinous neoplasia (IPMN). 
Frequently, these lesions were accompanied by focal dyspla-
sia, fibrosis and/or lymphocytic infiltration, and occasional 
carcinoma in situ.6 PDX-1 and p48 are critical transcription 
factors in early pancreas development, and these genes have 
been employed in most recent transgenic mouse models. 
Hingorani and colleagues generated a mouse model in which 
K-ras(G12D) mice are crossed with mice expressing Cre-
recombinase through PDX-1 or p48 promoters. The result 
is a heterozygous mutant mouse, K-ras(+/G12D) that reca-
pitulates the temporal sequential development of high-grade 
PanIN lesions with a small percentage progressing to inva-
sive and metastatic adenocarcinoma.7 Most lesions in this 
model appear arrested at a preinvasive stage despite con-
firmed expression of the K-ras gene, suggesting that K-ras 
mutation is not always sufficient to induce progression to 
invasive pancreatic carcinoma and that other genetic events 
are required.

To overcome these effects, a second mutation, such as 
inactivation of tumor suppressor genes, p16, SMAD4, and/
or p53 may be necessary for the development of invasive/
metastatic pancreatic adenocarcinoma. Consistent with this 
hypothesis, more recent transgenic models have used geneti-
cally engineered mice with promoters that are developmen-
tally expressed in progenitors of all pancreatic cell types. For 
example, genetically engineered mice expressing the mutant 
K-ras(G12D) allele mutation develop focal premalignant 
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Figure 35-1 Pancreatic epithelial neoplasia and the multistep model of exocrine pancreatic cancer. (From Maitra A, Adsay NV, Argani P, et al. Multicomponent 
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Table 35-1 Frequent Molecular Alterations in Pancreatic Adenocarcinoma

Molecular Alteration Frequency of Event in Exocrine 
Pancreatic Cancer, %

Oncogene Activation

K-ras 90

RTK Overexpression

EGFR 95

HER2 10

Tumor Suppressors

pINK4A 95

P53 55

SMAD4 50

PTEN 60

Transcription Factor Activation

NF-κB 67

RTK, Receptor tyrosine kinase.
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lesions consistent with human PanIN,8 but a mouse with 
activation of a mutant K-ras allele (Kras(G12D)) and dele-
tion of a conditional Ink4a/Arf tumor suppressor allele 
resulted in an earlier appearance of PanIN lesions, and 
these neoplasms progressed rapidly to highly invasive and 
metastatic cancers.9 Similarly, the KPC mouse model was 
created by interbreeding mice with mutant K-ras(G12D) 
and Trp53(R172H) alleles with the PDX-1-Cre transgenic 
mice. These mice developed pancreatic adenocarcinoma rap-
idly and demonstrated a widely metastatic phenotype with a 
markedly shorter life span.10 The evolution of these tumors 
bears striking resemblance to the human disease, possessing 
a proliferative stromal component and ductal lesions with a 
propensity to advance quickly. These findings in the mouse 
provide experimental support for the widely accepted model 
of human pancreatic adenocarcinoma in which activated 
K-ras serves to initiate PanIN lesions, and other tumor sup-
pressors function to constrain the malignant conversion of 
these PanIN lesions into lethal ductal adenocarcinoma.

Recently, an inducible, genetically engineered mouse 
model of oncogenic K-ras revealed the integral role that 
K-ras plays in tumor maintenance and metabolism.11 This 
mouse model supports the view that advanced pancreatic 
cancer remains dependent on K-ras expression. Furthermore, 

transcriptomic and metabolomic analyses demonstrated that 
mutant K-ras controls glycolysis by regulating glucose trans-
porters as well as shunting glucose metabolism to anabolic 
pathways. These findings demonstrate how K-ras modifies 
metabolic pathways in pancreatic tumors to support the high 
energy requirements of tumor metabolism. These metabolic 
targets may also serve as novel targets for pancreatic cancer 
therapy.

Although K-ras mutation appears critical to the initia-
tion of human pancreatic carcinogenesis and the initiation 
and maintenance of pancreatic cancer in genetically engi-
neered mouse models, its role in the maintenance of estab-
lished human pancreatic adenocarcinoma remains less clear. 
In addition, although K-ras mutation is widely detected 
in pancreatic adenocarcinoma, its expression can also be 
detected in nonmalignant conditions such as chronic pan-
creatitis. Disappointingly, novel therapies that target mutant 
K-ras have not been effective.

Epidermal Growth Factor Receptor

The role for epidermal growth factor receptor (EGFR) and 
its downstream signaling molecules in tumorigenesis is evi-
denced by their ability to transform normal cells to a neo-
plastic phenotype when expressed in mutated, unregulated 
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forms or when expressed to an abnormally high level. Over-
expression of EGFR and its downstream signaling molecules 
occurs frequently in a variety of human cancers, including 
pancreatic cancer. A prospective study indicated that EGFR 
was detectable in more than 95% of patients with advanced 
pancreatic cancer.12 In most cases, EGFR is concomitantly 
expressed with its ligands, EGF or TGF-β. It has been 
hypothesized that the increased expression of ligand and 
receptor forms an autocrine loop that constantly stimulates 
cell proliferation. A study found that pancreatic cancer cell 
lines display heterogeneous sensitivity to the EGFR inhibi-
tor gefitinib. Three of nine cell lines studied displayed signifi-
cant sensitivity to pharmacologically relevant concentrations 
of gefitinib (1 μmol/L) as measured by two independent 
assays for G1-S cell cycle arrest.13 Clinically, erlotinib, an oral 
small-molecular inhibitor of EGFR, was approved for the 
treatment of advanced pancreatic cancer based on a study 
by Moore and colleagues.14 In this study, 569 patients were 
treated with either gemcitabine alone or gemcitabine with 
daily erlotinib. Median overall survival was significantly 
improved with the addition of erlotinib (6.24 months vs. 
5.91 months, P = .038). Although the incremental survival 
benefit is small, it does suggest a role for the EGFR pathway 
in a subset of patients with pancreatic cancer.

Activation of Nuclear Transcription Factors

Nuclear Factor κB

Nuclear factor κB (NF-κB) is a family of pleiotropic tran-
scription factors that regulate the expression of a spectrum 
of genes important in growth, oncogenesis, differentiation, 
and apoptosis. NF-κB proteins are normally sequestered in 
the cytoplasm in an inactive form through their association 
with the inhibitor IκBα, which masks the nuclear localiza-
tion signal (NLS) of NF-κB, thereby preventing its nuclear 
translocation. NF-κB is activated through activation of the 
IκB kinase complex (IKK), which phosphorylates IκBα and, 
as a result of proteasomal degradation, releases NF-κB from 
the complex, exposing the NLS. Constitutive NF-κB activa-
tion has been detected in approximately 70% of pancreatic 
adenocarcinomas and 9 of 11 human pancreatic tumor cell 
lines, but not in normal pancreatic tissue.15

Many upstream events can potentially affect NF-κB 
and other transcription factors. PTEN loss in conjunction 
with oncogenic K-ras activates NF-κB and its vast cytokine 
network. This results in a stromal response and inflamma-
tory infiltration with tumorigenic potential.16 Furthermore, 
proinflammatory cytokines such as tumor necrosis factor 
α (TNFα) and interleukin 1 induce rapid degradation of 
IκBα, resulting in nuclear translocation of NF-κB and sus-
tained activation of NF-κB mediated through IκBβ. The 

EGFR-mediated signaling cascade and Ras signaling path-
ways may induce constitutive NF-κB activity as well.

Once activated, NF-κB mediates transcription of 
numerous genes encoding growth factors, cytokines, and 
apoptotic and cell cycle regulators. The expression of the 
apoptosis inhibitors that are regulated by NF-κB include 
c-IAP1, C-IAP2, Traf1, Traf2, A20, IEX-1L, and the Bcl-2 
homologues Bfl-1/A1 and Bcl-x. NF-κB also activates 
the expression of genes that are important in invasion and 
metastasis, including matrix metalloproteinases, urokinase 
plasminogen activator, and ICAM-1. Like NF-κB, numer-
ous other nuclear transcription factors such as AP1,17 Sp 
proteins,18,19 and Stat320 have been shown to be activated in 
exocrine pancreatic cancer. In some cases these proteins are 
being actively targeted for therapy.21

Loss of Tumor Suppressors

INK4A and ARF Tumor Suppressors

Studies have demonstrated that the 9q21 locus encodes 
two important and overlapping tumor suppressor proteins: 
p16(INK4A) and p19(ARF). Loss of p16(INK4A) appears 
to be critical for the development of exocrine pancreatic can-
cer, occurring in up to 95% of cases.22 Genetically, loss of the 
INK4A locus can occur through mutation, deletion, or pro-
moter hypermethylation. Functionally, loss of p16(INK4A) 
allows CDK4/6 to phosphorylate RB, thereby facilitating 
entry into the S-phase of the cell cycle. The importance 
of p16(INK4A) in pancreatic carcinogenesis has been 
highlighted by studies of Bardeesy and co-workers, where 
p16(INK4A) mutations cooperate with mutant K-ras and 
p53 mutations in the development and progression of exo-
crine pancreatic carcinomas.23

p53

The p53 tumor suppressor is mutated in at least 50% of 
patients with exocrine pancreatic cancer and appears to be 
most important during the later stages of tumor progres-
sion.24 Loss of p53 may also contribute to the drug resis-
tance and chromosomal instability that are characteristic of 
pancreatic cancer.

SMAD4

SMAD4 is a tumor suppressor gene.25 Smad proteins 
belong to a family of proteins that are part of the TGF-β 
signaling pathway and negatively regulate the growth of epi-
thelial cells. On binding of TGF-β, TGF-β receptor II acti-
vates TGF-β receptor I by phosphorylation. TGF-β receptor 
I in turn activates Smad2 and Smad3. The activated Smad2 
and Smad3 form a hetero-oligomer with Smad4. This Smad 
complex translocates to the nucleus, where it interacts with 
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DNA directly or indirectly through other DNA-binding 
proteins, regulating transcription of target genes. SMAD4, 
also known as DPC4 (homozygously deleted in pancre-
atic carcinoma locus 4), is frequently deleted or mutated in 
pancreatic carcinoma. Nearly 90% of pancreatic carcinoma 
cases show loss of heterozygosity for SMAD4, and 30% to 
37% have a homozygous deletion of the SMAD4 region. In 
addition, there are intragenic inactivating mutations, includ-
ing nonsense, missense, and frameshift mutations. In total, 
approximately 55% of pancreatic carcinomas have deletion 
or an inactivating mutation of SMAD4. Loss of SMAD4 
occurs with a frequency of 10% or less in other malignan-
cies, which suggests a specific role for SMAD4 in pancreatic 
carcinogenesis.26 Inactivation of the SMAD4 gene correlates 
with loss of expression of its protein and can be monitored 
during progression of PanINs. In one study, of 188 PanIN 
lesions examined, Smad4 was not expressed in 31% of the 
high-grade lesions, whereas all low-grade PanIN lesions had 
detectable Smad4 protein.27 This observation is consistent 
with the notion that K-ras is the initiation factor in pan-
creatic carcinogenesis followed by alterations of a variety of 
genes, including SMAD4, p16, p53, and others.

SMAD4 may also be a prognostic factor. Using immu-
nohistochemistry, the SMAD4 protein status of 249 pan-
creatic adenocarcinomas from patients who underwent 
pancreaticoduodenectomy was examined. The SMAD4 
gene status of 56 (22%) of 249 pancreatic carcinomas was 
also determined. It was found that patients with pancreatic 
adenocarcinomas with Smad4 protein expression had signif-
icantly longer survival (unadjusted median survival was 19.2 
months as compared with 14.7 months in patients with pan-
creatic cancers lacking Smad4 protein expression; p = 0.03). 
This Smad4 survival benefit persisted after adjustment for 
other known prognostic factors including tumor size, mar-
gins, lymph node status, pathologic stage, blood loss, and 
use of adjuvant chemoradiotherapy.28 These findings may 
be explained by the correlation between SMAD4 status and 
metastatic burden described earlier in this chapter.

PTEN

The tumor suppressor gene PTEN is known to play a major 
role in embryonic development, cell migration, and apopto-
sis.29 PTEN acts as a lipid phosphatase that regulates major 
signal transduction pathways and effectively inhibits phos-
phatidylinositol-3-kinase (PI3K)-mediated signaling. PTEN 
mutation, which occurs frequently in many solid tumors, 
is associated with constitutive activation of the PI3K/Akt 
pathway, resulting in tumors that are generally resistant to 
apoptosis. In pancreatic cancer, PTEN is not mutated but 
functionally abrogated through loss of expression. It was 
found that more than 60% to 70% of pancreatic cancer cell 
lines and tumor tissues have decreased or loss of expression of 

PTEN.16,30 The role of PTEN in pancreatic carcinogenesis was 
also studied using a pancreas-specific PTEN knockout mouse 
model.31 Knockout mice display pancreatic ductal metaplasia 
as the predominant phenotype and occasional PanINs. These 
lesions are characterized by progressive replacement of the 
acinar pancreas with highly proliferative ductal structures that 
contain abundant mucins and express Pdx1 and Hes1, two 
markers of pancreatic progenitor cells. A fraction of these mice 
develop ductal malignancy. Further studies showed that ductal 
metaplasia resulted from the expansion of centroacinar cells 
rather than transdifferentiation of acinar cells into ductal cells. 
These results suggest that PTEN actively maintains the bal-
ance between different cell types in the adult pancreas and that 
dysregulation of the PTEN pathway in centroacinar cells may 
contribute to the initiation of pancreatic carcinoma in vivo.

Reactivation of Developmental  
Biology Pathways

Hedgehog, Notch, and Wnt Pathways

The relationship between developmental pathways for pan-
creatic organogenesis and pancreatic cancer has recently 
gained in appreciation.32 The hedgehog (Hh) family of 
genes—sonic hedgehog (Shh), Indian hedgehog (Ihh), and 
desert hedgehog (Dhh)—encode signaling molecules that 
regulate multiple functions during organ development and 
in adult tissues. Hedgehog signaling plays an important role 
in determining the fate of mesoderm in the primitive gut 
tube, as well as in early pancreatic development and islet cell 
function. Multiple groups have reported that the hedgehog, 
Notch, and Wnt developmental cascades might be reacti-
vated during the development of pancreatic cancer through 
the upregulated expression and/or activation of these com-
plex signaling pathways.33 The hedgehog signaling molecules, 
Shh, Ihh, Ptc, Smo, and Gli1, are frequently overexpressed in 
pancreatic cancer tissues and cell lines as well as in PanIN 
lesions.34,35 Specific inhibition of Hh activity in pancreatic 
cancer cells using cyclopamine can reduce pancreatic can-
cer cell growth both in vitro and in vivo (Figure 35-3). The 
reduction of the proliferative activity of pancreatic cancer 
cells is mediated through G0/G1 cell cycle arrest in vitro or 
induction of apoptosis in vitro and in vivo. Clinical studies 
with hedgehog inhibitors in pancreatic cancer are currently 
in progress. Results from these studies will better define the 
clinical relevance of this target in pancreatic cancer.

Downstream Events

To elucidate additional genetic alterations that can interact 
with K-ras in pancreatic carcinogenesis, the Sleeping Beauty 
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transposon system has been recently employed in these K-ras 
mutant mouse models. Mann and colleagues performed a 
mutation screen using this system and identified 543 poten-
tial candidate cancer genes, of which 75 had known mutations 
in pancreatic cancer.35 From this, they were able to categorize 
these genes based on function and clinical outcomes, provid-
ing a rich source of information on these potential targets. 
In a similar experiment, Perez-Mancera and associates used 
the Sleeping Beauty transposon system and identified certain 
driver mutations that overlapped with those found by Mann 
and colleagues. These mutations act in concert with K-ras 
to promote progression of pancreatic cancer. Interestingly, 
introduction of this inducible system also demonstrated a 
number of candidate genes for the development of pancre-
atic adenocarcinoma that were unique to this set of experi-
ments.36 In particular, the X-linked gene deubiquitinase 
Usp9x was inactivated in more than 50% of the tumors. Loss 
of this gene promoted cellular transformation and correlated 
clinically with poor prognosis, making it a potential target 
for future therapeutics.

Desmoplastic Reaction (Tumor Stroma)

One of the morphologic hallmarks of pancreatic adeno-
carcinoma is its desmoplastic reaction, or tumor stroma. 
Desmoplastic tissue consists of fibroblasts (the main cel-
lular component), infiltrating inflammatory and immune 
cells, endothelial cells, and extracellular matrix (ECM) 
proteins, such as fibronectin and collagen.37 Pancreatic 
adenocarcinoma exhibits a threefold increase in intersti-
tial fibrillar collagen (types I and III) compared with the 
normal pancreas.38,39 The desmoplastic reaction is also 

associated with proliferation of fibroblastic cells, which in 
some cases outnumber tumor cells. Evidence suggests that 
these are mesenchymal cells, known as stellate cells, which 
have differentiated into an activated myofibroblastic pheno-
type. These activated myofibroblasts have been identified as 
the principal source of type I collagen in the desmoplastic 
stroma.40 Pancreatic stellate cells are quiescent and can be 
identified by the presence of vitamin A–containing lipid 
droplets in the cytoplasm. In response to pancreatic injury 
or inflammation, pancreatic stellate cells are transformed 
from quiescent phenotypes into highly proliferative myo-
fibroblast-like cells that produce ECM proteins. Activated 
pancreatic stellate cells are observed in abundance in pan-
creatic tumor tissue, suggesting that they are responsible for 
the deposition of matrix components and the desmoplas-
tic reaction that surrounds the pancreatic tumor, although 
pancreatic tumor cells are also capable of producing ECM 
proteins. Cell culture experiments have demonstrated that 
pancreatic tumor cells stimulate the growth of pancreatic 
stellate cells and ECM formation. The growth-stimulating 
effects are probably mediated by platelet-derived growth 
factor, fibroblast growth factor 2, and TGF-β1 secreted by 
pancreatic cancer cells. On the other hand, pancreatic stel-
late cells can stimulate the growth of pancreatic cancer cells, 
as demonstrated by an in vivo study in which co-injection 
of pancreatic stellate cells and tumor cells subcutaneously 
produced larger and faster growing tumors than injection 
of pancreatic tumor cells alone. Pathologic examination of 
tumor tissues showed that an intense desmoplastic reaction 
in tumors developed after injection of pancreatic stellate 
cells and tumor cells.41

Figure 35-3 Hedgehog signaling, carcinogene-
sis, and potential therapeutic targets Upregu-
lation of Hh ligands may be mediated by epigenetic 
events. Mutations in PTCH and SMOH result in 
activation of hedgehog signaling and are causative 
in basal cell carcinoma and medulloblastoma. Gli 
proteins are thought to mediate activation of Hh 
transcriptional targets potentially important in 
tumorigenesis, progression, and metastasis. DHh, 
Desert hedgehog; Gli, cubitus interruptus-like 
transcription factor involved in glioma formation; 
Hh, hedgehog; HIP, hedgehog interacting protein; 
IHh, Indian hedgehog; PTCH, patched; SHh, 
sonic hedgehog; SMOH, smoothened. From Xie K, 
Abbruzzese JL. Developmental biology informs cancer: 
the emerging role of the hedgehog signaling pathway in 
upper gastrointestinal cancers. Cancer Cell. 2003;4:245-
247, with permission.
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TGF-β is one of the major growth factors stimulat-
ing the growth of pancreatic stellate cells. Evidence indicates 
that the predominant source of TGF-β may be infiltrating 
granulocytes, although pancreatic tumor cells are capable of 
producing TGF-β.42 Immunohistochemical staining of pan-
creatic tumor tissue showed that isolated cells, mainly located 
at the invasive edge surrounding cancerous nests, promi-
nently stained for TGF-β. Those cells contain a segmented 
nucleus and are negative for anti-macrophage (CD68) and 
positive for anti-granulocyte antibodies, indicating that they 
are granulocytes.43

Hedgehog signaling has also been implicated in the 
dense stromal reaction associated with pancreatic cancer. A 
hedgehog paracrine loop between neoplastic cells and stro-
mal cells promotes stromal desmoplasia. The genetically 
engineered KPC mouse model of pancreatic cancer that 
closely mimics the tumor-stroma relationship was evaluated 
to understand the interaction between the hedgehog path-
way and the stromal barrier.44 This model generated poorly 
vascularized and perfused tumors, similar to those seen in 
human pancreatic cancer. The researchers showed that drug 
delivery was impeded in this environment. Furthermore, 
response to gemcitabine was seen in only a small percentage 
of the tumors, which closely reflects what is seen clinically 
with this chemotherapeutic agent. The investigators subse-
quently demonstrated that a hedgehog pathway inhibitor, 
IPI-926, could disrupt the stromal barrier and enhance gem-
citabine delivery to the tumor, thereby improving cytotox-
icity and survival. Although the importance of the stromal 
barrier in chemoresistance needs to be better understood, 
stromal cells may be a potential target for future therapies.

Cytokine Production

Pancreatic cancer is known to secrete growth factors that 
stimulate cancer growth through paracrine or autocrine 
mechanisms. In addition, pancreatic cancer secretes many 
cytokines that affect cancer development through interac-
tion with its microenvironment but also have an effect on 
overall host physiology.45 Patients with pancreatic carci-
noma often have elevated circulating levels of IL-6, IL-10, 
IL-8, and IL-1RA compared with the levels in healthy indi-
viduals.46 Furthermore, elevation in one cytokine often cor-
related with elevation in others. For instance, high IL-10 
levels were correlated with high IL-8 and high IL-6 levels. It 
was found that high IL-6 levels in patients with pancreatic 
carcinoma were correlated with worse survival and weight 
loss.47 Further evidence suggested that IL-6 is involved in 
the development of cachexia, which is a clinical hallmark of 

pancreatic carcinoma. The pathobiology of cachexia is poorly 
understood; however, IL-6 and other cytokines may contrib-
ute to its development.48 In one study, gene chip analysis 
of resected pancreatic cancer tissue including 5600 human 
genes revealed a significant difference between patients with 
and without cachexia in only four factors: IL-6, neuropep-
tide Y Y3 receptor, neurotensin, and islet amyloid poly-
peptide. IL-6 was significantly overexpressed in pancreatic 
specimens and elevated in the serum of cachectic patients. 
A coculture system revealed that pancreatic cancer cells can 
stimulate IL-6 production exclusively from peripheral blood 
mononuclear cells derived from cachectic patients, and this 
effect could be reduced by IL-6–neutralizing antibodies. 
These data indicate that IL-6 may represent a prominent 
cachexia-associated factor in pancreatic cancer.

IL-8 expression is also frequently elevated in both 
serum and pancreatic tumor tissue. IL-8 was originally iden-
tified as a neutrophil chemotactic factor. As a member of 
the CXC chemokine family, IL-8 plays an important role in 
inflammation and inflammation-induced angiogenesis.49 It 
is now known that IL-8 is produced by a variety of normal 
and tumor cells. It was found that about 80% of pancreatic 
cancer lines constitutively express high levels of IL-8 in vitro. 
The role of IL-8 in tumor growth and metastasis has been 
studied using tumor cell lines, xenograft models, and human 
tumor tissue.50 Using orthotopic xenograft models that 
express different levels of IL-8, it was clearly demonstrated 
that the level of IL-8 expression correlated with local tumor 
invasion and distant metastasis. Abrogation of IL-8 expres-
sion by antisense oligonucleotides inhibited IL-8 expression 
and consequently tumor growth and metastasis. In addition, 
decreased microvascular density of tumor lesions was cor-
related with decreased levels of IL-8.

Conclusion

Exocrine pancreatic cancer remains a challenging disease. 
Early diagnosis is infrequent, and therapy has only a limited 
impact on the survival of patients with advanced pancreatic 
cancer. Despite these ongoing challenges, our understanding 
of pancreatic carcinogenesis and the molecular biology of 
pancreatic cancer has expanded rapidly over the past 5 years. 
It is anticipated that these advances coupled with the devel-
opment of biomarkers for early diagnosis will provide the 
means for early detection of pancreatic cancer and rapidly 
accelerate the development of effective therapies.
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Molecular Biology of Breast Cancer 
Initiation and Progression

Normal Breast Development

Studies of breast cancer from the 1970s to the mid-1990s 
focused mainly on changes in breast cancer with little 
regard for normal tissue or development. A lack of knowl-
edge of normal mammary gland development and func-
tion limited the understanding of tumor-specific changes. 
In 1998, the NCI-directed Breast Cancer Progress Review 
Group stated, “Our limited understanding of the biol-
ogy and developmental genetics of the normal mammary 
gland is a barrier to progress.”1 This statement led to a 
major increase in such studies, with mouse models giv-
ing invaluable insights into the molecular biology of both 
normal mammary gland development and breast cancer.2 
Extensive genetic and molecular analysis of mammary 
gland development in small and large animals has rapidly 
defined many of the intricate molecular networks, such as 
interactions between steroid hormone and growth factors, 
that are critical for all stages of development and function.3 
Intriguingly, many of these same pathways have major roles 
in breast cancer development and progression and thus are 
major therapeutic targets.4 One of the greatest advances 
has been the recent identification and characterization of 
mouse mammary stem cells. Sorting cell populations using 
cell surface markers has shown that the myoepithelial cell 
layer contains adult mammary stem cells and that a single 
cell transplanted into the mouse can produce every epithe-
lial cell of the mammary gland.5,6 Evidence that mammary 
stem cell number and function are regulated by hormones 
such as progesterone and RANK ligand is consistent with 
the major functions of hormones in mammary gland func-
tion and may have implications for human breast cancer 
development and treatment.7,8 Intriguingly, BRCA1 has 
also been found to regulate mammary stem cell number and 
function,9 and evidence suggests that BRCA1 cancers may 
arise from a blockade of progenitor cell development.10

Clonal and Stem Cell Hypotheses

There are two main models for cancer initiation and pro-
gression, the clonal evolution hypothesis11 and the can-
cer stem cell (CSC) hypothesis.12 In the clonal evolution 
hypothesis, any cell is susceptible to sporadic random 
mutation, and a particular combination of mutations 
allows selection of a cell to evolve to become immortal and 
tumorigenic. Thus any cell within a tumor can maintain 
tumorigenesis. In contrast, the CSC hypothesis posits that 
only stem and progenitor cells, which are a minor fraction 
of cells within a tumor, can give rise to self-renewing tumor 
cells. These two hypotheses have major implications for 
understanding breast cancer development and therapeutic 
intervention.13 However, the two hypotheses both rely on 
major assumptions that are virtually impossible to assess, 
given the inherent difficulty in tracking cell transformation 
and differentiation in human breast tumors. Although 
both hypotheses are often presented as competing ideas, it 
is highly likely that tumorigenesis is a combination of both 
models.14 Future studies will be required to define cancer 
cell growth and differentiation and better define the role 
of clonal and cancer stem cell function, as this will likely 
have major implications for the prevention and treatment 
of the disease.

Preneoplastic Progression

Advances in molecular biology have had a major impact in 
the understanding of premalignant progression. Early stud-
ies using anatomic pathology and epidemiology revealed 
that certain premalignant breast lesions such as atypical 
ductal hyperplasia (ADH) and ductal carcinoma in situ 
(DCIS) were associated with an increased risk of develop-
ing subsequent invasive ductal cancer (IDC).15 Analysis of 
changes in DNA copy number and loss of heterozygosity 
showed that synchronous and metachronous DCIS and 
IDC showed almost identical genetic changes indicating 

36Adrian V. Lee, Steffi Oesterreich, and Nancy E. Davidson

The Molecular Biology of Breast Cancer

https://CafePezeshki.IR



IV. Molecular Pathogenesis and Therapeutic Targets for Specific Cancers524

that DCIS is the precursor for IDC.16,17 Consistent with 
this, the diversity of transcriptomic change and IDC sub-
types is similarly found in DCIS.18 Although 80% to 90% 
of breast cancer is of ductal origin, a smaller percentage 
(but still large number of breast cancers) are of lobular ori-
gin. These are much less studied; however a similar pattern 
of progression from atypical lobular hyperplasia to lobular 
carcinoma in situ to invasive lobular cancer is thought to 
occur.19

Pathophysiology and Risk Factors

Genetics and Family History

Approximately 5% to 10% of breast cancer cases have a 
familial or hereditary component.20 Advances in molecu-
lar biology have had a profound effect on the diagnosis, 
risk reduction, and treatment of hereditary breast cancer.21 
Classic genetic mapping and cloning studies identified 
mutations in two genes, BRCA1 and BRCA2, that account 
for the majority of hereditary breast cancer. Screening for 
mutations in BRCA1 and BRCA2 is now standard of care 
in women with clinical features suggestive of hereditary 
breast cancer, and recent advances in DNA sequencing 
permit advanced screening at a reduced price.22 BRCA1 
and BRCA2 are large multifunctional proteins that have a 
major role in DNA repair.23 Genetic deletion of these genes 
in mice and in cells results in genomic instability and sen-
sitivity to transformation.24 Mutations in other genes such 
as BRIP1, RAD51, CHEK2, ATM, and PALB2 are also 
associated with hereditary breast cancer, and importantly, 
these genes also participate in DNA repair, indicating that 
loss of DNA repair is a major contributor to familial breast 
cancer.23

The most recent clinically relevant advance to come 
from understanding the molecular biology of BRCA1 and 
BRCA2 function has been the finding that cells with muta-
tions in these genes are sensitive to blockade of polyADP 
ribose polymerase (PARP) and the alternative base-excision 
DNA repair (BER) pathway.25 This finding is founded on 
the genetic precept of synthetic lethality, whereby a cancer 
cell with wild-type BRCA1 can compensate for inhibition 
of BER by using the classical homologous recombina-
tion pathway. In contrast, cells with loss of BRCA func-
tion have no pathway to overcome the loss of BER and 
thus undergo cell death. The result is a dramatic relative 
increase in sensitivity to PARP inhibition in cells with loss 
of BRCA.26 This concept of synthetic lethality has led to 
clinical trials showing dramatic responses to PARP inhibi-
tors in cancer patients with germline mutations in BRCA1  
or BRCA2.27

Hormones

Many risk factors for breast cancer are related to estrogen 
exposure.28 These include age at menarche and menopause, 
parity and age at first-time pregnancy, and breast feeding. 
The common link among these factors is the number of men-
strual cycles that women experience, and thus it is hypoth-
esized that cumulative length of exposure of the breast to sex 
hormones may increase risk of breast cancer. These data are 
supported by evidence that surgical or pharmacological sup-
pression of ovarian function significantly reduces breast can-
cer risk,29 and prolonged postmenopausal use of combined 
estrogen and progesterone therapy increases risk.30

Environment

Although there are clear geographic differences in the rate 
of breast cancer, tying these different rates of breast can-
cer to specific environmental exposures (defined broadly) 
has been challenging. For example, there is a strong asso-
ciation between risk of breast cancer and fat intake across 
countries31; however, direct proof that fat intake correlates 
with risk of breast cancer has been challenging to obtain.32  
A recent comprehensive review by the Institute of Medicine 
reported that alcohol consumption, postmenopausal weight 
gain, smoking, lack of exercise, and hormone replacement 
therapy are associated with increased risk of breast cancer.33 
There is also evidence for increased risk with exposure to 
benzene, 1,3-butadiene, ethylene oxide, chemical pollutants 
in vehicle exhaust, gasoline fumes, and smoking. Recent 
studies have begun to link risk factors to specific subtypes 
of breast cancer and potentially highlight the different eti-
ologies of breast cancer subtypes.34 A greater understand-
ing of the molecular biology of breast cancer initiation and 
progression is likely to provide greater clarity about breast 
cancer risk factors.

Molecular Subtyping

Histopathology and Molecular Pathology

Multiple lines of evidence demonstrate that breast cancer 
is not a single disease, but a mixture of different subtypes. 
Within these subtypes, there exists further significant diver-
sity. By histopathology, the majority of breast cancers are 
invasive ductal cancer (IDC) (about 75%), invasive lobu-
lar cancer (ILC) (about 10%), or mixed IDC/ILC (about 
5%). Minor populations are mucinous, tubular, medullary, 
papillary, and metaplastic breast cancers.19 Histopathology 
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has been very useful to define these subtypes and then fur-
ther assess tumor aggressiveness by measures such as tumor 
grade.35 Molecular analysis of breast cancers allows further 
subclassification of the major subtypes, such as IDC, into 
subtypes with different outcome. The first biomarker, ini-
tially discovered and studied more than 40 years ago, was 
the estrogen receptor alpha (ER). ER-positive breast tumors 
generally have a somewhat better prognosis, and patients 
with these tumors are candidates for antihormone therapy.36 
ER-positive tumors can be further subdivided by levels of the 
estrogen-inducible gene progesterone receptor (PR), with 
loss of PR indicating lack of ER action and poor outcome.37 
The second subclassification came with the discovery of 
ErbB2 (HER2) amplification. Approximately 20% of IDC 
have amplification and overexpression of HER2. Patients 
with HER2-positive tumors have a poorer natural history, 
but many respond to anti-HER2 therapy.38 Tumors that 
lack expression of ER, PR, or HER2 have been termed triple- 
negative breast cancer (TNBC). There has been intense study 
of this subset of breast cancer in the past 10 years as they 
have poor outcome and are insensitive to targeted therapies 
such as antihormonal or anti-HER2 therapy.39

Transcriptomics

The ability to undertake simultaneous measurement of 
thousands of genes, via microarray technology, allowed a fun-
damental shift in the study of the molecular biology of breast 
cancer.40 The information provided a much finer delineation 
of breast cancer subtypes than that afforded by histopathol-
ogy, and also gave insight into the biological underpinning 
that highlights potential new therapeutic targets. Perou 
and colleagues performed the first microarray analysis of 
human breast cancer and identified a set of “intrinsic” genes 
that defined five major subtypes (luminal A, luminal B, 
normal-like, HER2-enriched, and basal-like) with different 
outcomes.41 These results have remained highly reproduc-
ible.42 A major breakthrough in these studies was the push to 
make these large datasets publicly available,43 a move that has 
greatly facilitated breast cancer research via in silico analysis. 
Many resources are available for the analysis of large publicly 
available datasets of breast cancer (e.g., Oncomine.org; gene 
expression omnibus GEO—www.ncbi.nlm.nih.gov/geo).

From these analyses has come the understanding that 
luminal tumors express ER and ER-regulated genes. Lumi-
nal A tumors tend to have low expression of proliferation 
genes and have a very good prognosis,44 whereas Luminal 
B tumors have lower levels of ER and ER-regulated genes, 
exhibit markedly higher proliferation and mutation of  
p53, and have a worse prognosis.45 Some luminal B tumors 
are ER+/HER2+. The HER2+ subclass contains tumors 

that have high levels of HER2 and HER2-regulated genes. 
A recent integrated analysis of copy number aberrations 
(CNA) and gene expression showed that the HER2 subtype 
is largely regulated by the amplification of HER2 (in a cis 
manner) rather than amplification of other genes that act to 
increase HER2 expression (in a trans manner).46

A large subset (approximately 80%) of TNBC express 
genes associated with basal/myoepithelial breast cells (such 
as cytokeratin 5) and has been termed basal-like breast cancers. 
It should be noted that basal-like tumors are not synonymous 
with TNBC but represent a subset of TNBC.47

The normal-like classification of breast cancer is con-
troversial. These tumors account for approximately 5% to 
10% of breast cancer and show gene expression profiles simi-
lar to normal breast tissue or fibroadenomas such as adipose 
genes. Many investigators believe that the normal-like sub-
type is an artifact of low tumor cellularity. Indeed, studies 
using gene expression profiling of microdissected breast can-
cer cells do not identify the normal-like subtype.48 Similarly, 
gene expression profiling of breast cancer cell lines also does 
not identify normal-like cell lines.49 However, the identifica-
tion of this subtype does highlight the issue of tumor hetero-
geneity and cellularity when performing microarray analysis 
of breast cancers. Although tremendous advances have been 
made in microarray profiling, most of these profiles represent 
an average of gene expression across multiple cell types within 
a tumor (including leukocytes, adipose, vascular cells, etc.). 
It is likely that new approaches, such as single cell transcrip-
tomic profiling,50 will provide a new level of detailed insight 
into breast cancer molecular biology.

Although microarray technology allowed genome-
wide analysis of mRNA levels, recent advances in massively 
parallel sequencing of RNA are giving new insight into not 
only RNA levels, but also changes in RNA splicing and 
polyadenylation usage51,52 and noncoding RNAs53 in breast 
cancer. In addition, sequencing of two ends of RNA allows 
the identification of neo-RNA fusion genes that are gener-
ated by fusion of two RNAs. A recent comprehensive analy-
sis by paired-end RNA-sequencing of 89 breast cancer cell 
lines and tumors identified 384 expressed fusion RNAs. 
However, only one (SEC16A-NOTCH1) was found in 
more than one tumor.54 Several genes appeared fused multi-
ple times, but often with different partner genes. Overall this 
study highlighted the molecular diversity of human breast 
cancers and the complexity of targeting specific mutations.

Genomics

Genomic instability, the change in DNA structure and 
copy number, is a hallmark of virtually all breast cancers. 
Early studies of genomic change relied on cytogenetics and 
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fluorescence in situ hybridization (FISH) and revealed large 
chromosome changes and discrete copy number changes 
such as amplification of HER2. Microarray technology 
transformed the study of genomics by allowing genome-wide 
study using comparative genomic hybridization.55 Genomic 
instability permits changes in multiple genes required for 
cancer progression. Consistent with this, analysis of DNA 
copy number aberrations (CNA) during breast cancer pro-
gression shows a large increase in such changes at the transi-
tion from ADH to DCIS.56 Early studies identified recurrent 
oncogene-containing amplifications such as 8q12 (FGFR1), 
8q24 (myc), 11q13 (CCND1), and 17q21 (ErbB2). How-
ever these amplified regions often contain numerous genes 
that may play a role in breast cancer.56

Several large studies of CNA in breast cancer have 
identified three major broad types.57 The first type, termed 
simple, exhibits few CNA and tends to have gain (1q and 
16p) or loss (16q) of whole chromosome arms. This form 
of CNA tends to be associated with luminal A tumors 
with good outcome. The second type, termed amplifier or 
firestorm, is associated with focal high levels of amplification 
within a background of other complex gains and losses. A 
third type, termed complex or sawtooth, is associated with 
numerous low-level amplifications and losses across the 
genome. This pattern is most common in the aggressive 
TNBC and is associated with TP53 mutation. Many pub-
lic resources of CNA in breast cancer are available in user-
friendly formats such as Tumorscape (www.broadinstitute 
.org/tumorscape) or the UCSC Cancer genome browser 
(https://genome-cancer.ucsc.edu).

Several large consortia, including the Cancer Genome 
Atlas (TCGA), the International Cancer Genome Consor-
tium (ICGC), and the Molecular Taxonomy of Breast Can-
cer International Consortium (METABRIC), are examining 
genome-wide CNA and gene expression changes in large 
numbers of breast cancers. METABRIC recently reported 
a comprehensive analysis of 2136 cases of breast cancer and 
examined how CNA alters transcriptional profiles, in a cis- or  
trans-acting manner.46 Interestingly, they found that the 
HER2 and basal-like subtypes of breast cancer were most 
associated with the cis effects of CNA, implying that the 
genes that undergo CNA themselves tend to be drivers of 
the diseases rather than the gene products acting in a trans 
manner to activate other drivers of the disease. Perhaps 
most striking was the initial observation that an integrated 
analysis of both CNA and gene expression levels led to the 
identification of 10 subtypes of breast cancers, each having 
different outcomes.46 It will likely be many years before the 
full implication of datasets such as METABRIC are fully 
understood and translated into clinical care.

While assays for measuring CNA have rapidly advanced, 
analysis of structural DNA changes, such as inversions and 

translocations, has lagged behind. Indeed, high-throughput 
methods have only recently become available with the advent 
of massively parallel sequencing.58 Sequencing of paired ends 
of DNA allows determination of genomic structure. The ini-
tial comprehensive analysis of the MCF-7 cell line revealed 
numerous structural changes including translocations and 
novel fusion genes.59 Paired-end sequencing of other human 
breast cancers and cell lines unveiled patterns of transloca-
tions, and the greatest number of events was seen in aggressive 
TNBC.60 Sequencing of cell lines has provided many new 
insights, one of the most intriguing being chromothripsis,61 
in which cancer genomes seem to have undergone a single  
catastrophic damaging event with numerous mistakes in  
the repair, resulting in a large-scale rearrangement of part of 
the genome. Although it is currently unclear how these com-
plex rearrangements are generated, it is possible that they are 
due to replication-induced DNA damage and repair.62

Determination of somatic base-pair mutations in can-
didate genes has been undertaken in breast cancers for many 
years; however, it is only recently that a comprehensive cata-
log has been obtained via massively parallel sequencing.63-66  
A comprehensive database of somatic mutations in breast can-
cer can be found at COSMIC, the Catalog of Somatic Muta-
tions in Cancer (sanger.ac.uk/genetics/CGP/cosmic). Similar 
to other cancers, TP53 is commonly mutated (23% of breast 
cancers), but the most frequently mutated gene is PIK3CA, 
the catalytic subunit of phosphatidylinositol-3′-kinase.

Multiplexed Genomic and Transcriptomic 
Prognostic Tests

A dozen years have passed since the initial description of 
the five intrinsic subtypes of breast cancers,41 and many 
thousands of breast cancers have been subjected to microar-
ray analysis. Although these studies have defined the tran-
scriptional landscape of breast cancer and identified new 
therapeutic targets,67 translation of this work to clinical use 
has been slow.40 The first multigene assay to be used clini-
cally was OncotypeDx (Genomic Health Inc, Redwood 
City, Calif ). This is a RT-PCR test, based on the measure-
ment of expression of 16 genes and 5 reference genes in ER+ 
node-negative disease, which can predict risk of recurrence 
on tamoxifen.68 More importantly, the test reclassifies stan-
dard National Comprehensive Cancer Network guidelines 
(which place most breast cancer patients at high risk of recur-
rence) and results in identification of patients with disease 
with a low risk of recurrence and little benefit from adjuvant 
chemotherapy. A second microarray-based approach (Mam-
maprint) for determining breast cancer prognosis is based on 
the measurement of the expression of 70 genes (Agendia Inc, 
Irvine, Calif ). It classifies breast cancers as either low or high 
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risk for recurrence69,70 and predicts for benefit from chemo-
therapy only in the high-risk group.70 Both OncotypeDx and 
Mammaprint assays have been validated only in retrospective 
analyses and are currently under investigation in prospective 
clinical trials including TAILORx, RxPONDER, and MIN-
DACT. Biotheranostics has developed a breast cancer index 
assay based on the measurement of seven genes, which, like 
OncotypeDx, classifies breast cancers as low, intermediate, or 
high risk and predicts therapeutic benefit from tamoxifen.71 
Also, the initial “intrinsic gene list” identified by Perou and 
colleagues has been reduced to a 50-gene test (PAM50), and 
this test has recently been shown to predict risk of recurrence 
in ER+ node–negative breast cancer.72 Examples of multi-
gene tests and their application are given in Table 36-1. More 
recent studies are focusing less on determining the prognosis 
of breast cancer and more on developing assays for predict-
ing benefit from therapeutic agents. Thus, there are now “gene 
expression signatures” of estrogen response, serum action, and 
IGF signaling, many of which may predict benefit from tar-
geted agents.73

Despite extensive analysis of DNA changes (copy 
number, somatic mutation, and structural change) in breast 
cancer, relatively few multianalyte tests are currently available.

Molecular Basis of Breast Cancer

ER Action

The steroid hormone estradiol signals through two related 
receptors, ERα and ERβ.74 Data from in vitro studies and 
mouse models, as well as studies using clinical specimens, 

have provided concrete evidence that ERα is the dominant 
regulator of both normal breast development3 and breast 
cancer.75 ERα (referred to hereafter as ER) is a nuclear hor-
mone receptor that binds the estradiol with very high affin-
ity. Ligand binding changes receptor conformation to allow 
binding to enhancer elements in DNA. Initial studies sug-
gested that these DNA elements were close to promoters and 
provided a simple model of how ER directly affects promoter 
activity. However, advances in genome-wide DNA binding 
(e.g., ChIP-seq), chromatin conformation (e.g., Chia-PET), 
and RNA transcription assays (e.g., GRO-seq) have shown 
that ER action is much more complicated than previously 
thought.76,77 ER often binds hundreds of kilobases upstream 
of promoters to regulate transcription via looping of large 
segments of DNA. ER’s action is regulated through its inter-
action with numerous co-regulatory proteins, which can 
either activate or repress its transcriptional activity.78 Sev-
eral of those co-regulators have been shown to be associated 
with endocrine resistance, such as SRC1,79,80 SRC3,81,82 and 
NCoR1.83

Although ER clearly functions as a classical ligand-
dependent DNA-binding transcription factor, it may also 
function in an extranuclear nongenomic manner.84 This is, 
at least in part, mediated via growth factor activated signal-
ing pathway, ultimately leading to phosphorylation of ER, 
especially at S118, S167, and S305, and subsequent recruit-
ment of co-regulators and DNA binding.85 Although such 
a role is mechanistically attractive, especially with regard 
to ER being associated with metastatic processes through 
interaction with SRC, PI3K, and MAPK signaling, the clin-
ical relevance of ER nongenomic action in breast cancer is 
controversial. A well-controlled large study using more than 

Table 36-1 Breast Cancer Multiplexed Gene Tests

Test MapQuantTM Oncotype Dx® MammaPrint® PAM50 Breast Cancer  
Index

Metastasis  
Score

Rotterdam 
Signature

Nuvo Select

Company Ipsogen Inc Genomic  
Health Inc

Agenda BV Nanostring bioTheranostics Celera/
Labcorp

Veridex Nuvera  
Biosciences

Method Microarray RT-PCR Microarray Digital RT-PCR RT-PCR Microarray Microarray

Sample Fresh/
frozen

FFPE Fresh/
frozen

FFPE FFPE FFPE Fresh/
frozen

Fresh/
frozen

No. of genes 97 21 70 50 7 14 76 200

Indication Any cases ER +
LN −

ER +/−
LN −

Any cases ER +
LN −

ER +
LN −

ER + Any cases

Therapy 
prediction

Chemo TAM
Chemo

TAM
Chemo

TAM
Chemo

TAM TAM TAM TAM
Chemo

FDA status Unknown Exempt IVDMIA 510(k)- 
cleared

Unknown Unknown Unknown Unknown Unknown

This table is not comprehensive, but provides an example of breast cancer multiplexed gene tests that are currently in development or have been commercialized. The type of sample, number of genes, 
indication, and ability to predict therapy may change based on commercial development. Prediction of response to therapy has been shown for many of the tests; however, for some of the tests this may 
not be used or approved as an indication for the test.
Chemo, Chemotherapy; ER, estrogen receptor; FDA, U.S. Food and Drug Administration; FFPE, formalin-fixed paraffin-embedded; IVDMIA, In Vitro Diagnostic Multivariate Index Assay; RT-PCR, reverse 
transcriptase polymerase chain reaction; TAM, tamoxifen.
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3000 clinical specimens showed that cytoplasmic ER expres-
sion occurs at a very low incidence rate of less than 2%.86 
More recent genome-wide studies of ER action are revealing 
new insight into ligand-independent action. For example, ER 
ChIP-seq of breast cancer cells treated with EGF identifies 
an ER cistrome that mediates regulation of genes involved 
in endocrine resistance in HER2-overexpressing tumors87 
and has also demonstrated critical roles for the chromatin 
pioneer factor, FoxA1.88

Molecular biology studies of the structure and func-
tion of ER have had a profound effect on the development 
and use of anti-ER therapies for breast cancer. The first 
anti-ER ligand, tamoxifen, was originally developed as a 
contraceptive but never proved useful.89 However, several 
studies showed that tamoxifen was highly successful as a 
targeted antihormonal therapy for women with all stages of 
ER-positive breast cancer.90 Tamoxifen binds the ER, but 
does not activate gene expression (and indeed it represses 
many genes). A crystal structure of the ER showed that 
estradiol binding alters the conformation of the protein to 
cause movement of helix 12 and allow coactivators to bind 
ER and increase transcription.91 Tamoxifen, in contrast, 
does not cause this molecular switch, in part explaining its 
antagonistic activity. However, tamoxifen exhibits tissue-
specific activity and can be an agonist in tissues such as the 
uterus and bone, leading to its identification as a selective 
estrogen receptor modulator (SERM) that exhibits mixed  
agonist/antagonist activity.92 Unfortunately, tumors can 
often exploit the agonist activity of tamoxifen and thus reduce 
its clinical effectiveness. Many molecular mechanisms for 
the well-studied area of tamoxifen resistance have been deci-
phered, with the most studied being increased growth factor  
signaling.75

Another approach to inhibiting ER action is to block 
production of estradiol via inhibition of the enzyme aroma-
tase in postmenopausal women or suppression of ovarian 
steroid production (by luteinizing hormone releasing hor-
mones or LHRH agonists) in premenopausal women.93 The 
advantage of this method over tamoxifen is that neither aro-
matase inhibitors nor LHRH agonists show agonist activity. 
Indeed, aromatase inhibitors have been shown to be superior 
to tamoxifen for the treatment of early and advanced ER-
positive disease in postmenopausal women.93 Interestingly, 
however, the metabolism of steroid hormones is complex, 
and other metabolites may activate the ER to circumvent the 
loss of activity due to a reduction in estradiol.94,95 A recent 
whole-genome sequencing of breast tumors before neoadju-
vant aromatase inhibitor therapy has revealed mutations in 
primary breast cancer that map to several signal transduc-
tion pathways, and increased mutation of the TP53 pathway 
(38%) in aromatase inhibitor–resistant tumors compared to 
those that responded to therapy (17%).

Perhaps the most logical approach to blockade of 
ER action in breast cancer would be the total removal of 
ER protein such that no ligand-dependent or independent 
activation could occur. ICI 182780 (fulvestrant, Astra-
Zeneca) is a selective estrogen receptor downregulator 
(SERD) that is similar in structure to estradiol, binds ER 
with the same affinity, and leads to rapid receptor degrada-
tion.96 The actual mechanism of degradation is unknown 
but likely involves the proteasome. Clinical development of 
fulvestrant has been hampered by the fact that it requires 
regular intramuscular injection, and early trials likely used 
doses (250 mg) that were not sufficient to saturate ER. 
A recent Phase II trial comparing first-line fulvestrant 
(500 mg) to the aromatase inhibitor, anastrozole, showed 
superiority in time to tumor progression for fulvestrant.97 
Furthermore, anastrozole plus fulvestrant was recently 
reported to be superior to anastrozole alone.98 Further 
delineation of the molecular mechanisms whereby ER 
activates gene transcription, and how SERMs and SERDs 
inhibit ER activity, will likely lead to the development of 
improved anti-ER therapies that minimize the emergence 
of therapeutic resistance.

Chromatin Remodeling

It is now commonly accepted that epigenetic changes such 
as DNA methylation, chromatin changes, and regulation 
of gene expression by miRNA play a role in carcinogenesis 
in many tumors, including breast cancer.99 Aberrant DNA 
methylation has been studied extensively, both at the single 
gene and genome-wide levels. A number of genes have been 
reproducibly shown to be methylated in breast tumors, such 
as RASSF1A, PR, RARβ, CCND2, and BRCA1. However, 
at this point, no predictive or prognostic marker includes 
measurement of methylation.100

Unexpectedly, sequencing studies of tumors have 
revealed very frequent somatic mutations in chromatin-
modifying genes, including in the family of ATP-dependent 
chromatin remodeling proteins, enzymes modifying post-
translational modification of histones, and histone variants. 
For example, mutations in the H3K4 methyltransferase 
MLL are among the most frequent in breast tumors.63,101 
Other histone-modifying enzymes are highly expressed in 
aggressive breast tumors, such as the H3K27 methyltrans-
ferase EZH2, which was also shown to contribute to the 
expansion of progenitor cells.102

It is therefore not surprising that there are many efforts 
to target deregulated epigenetic pathways in breast cancer. In 
contrast to hematopoietic malignancies, there are currently 
no approved breast cancer epigenetic therapies. However, tri-
als are ongoing with drugs that inhibit HDACs and DNA 
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methyltransferases as well as efforts to target other histone-
modifying enzymes, such as EZH2.99

Growth Factors

Growth factors play a major role in both mammary gland 
development and breast cancer and have been stud-
ied intensely as therapeutic targets.103 The best studied 
growth factor receptor in breast cancer is HER2 (ErbB2). 
HER2 is amplified in approximately 20% of breast cancers, 
and its amplification and/or overexpression is associated 
with poor prognosis.104 HER2 is a member of the larger 
HER/ErbB family consisting of epidermal growth fac-
tor receptor (EGFR/ErbB1/HER1), ErbB3/HER3, and 
ErbB4/HER4. Amplification of HER2 is thought to cause 
increased homo- and heterodimerization with other fam-
ily members, resulting in constitutive activation of down-
stream signaling pathways leading to cancer cell growth 
and survival. The identification of this dominant activat-
ing oncogene led to one of the first examples of bedside-
to-bench translational research with the development of 
monoclonal antibodies that block HER2. Trastuzumab 
(Herceptin, Genentech, South San Francisco, Calif ) is a 
humanized monoclonal antibody that binds the extracel-
lular domain of ErbB2. Trials of trastuzumab plus che-
motherapy as first-line therapy in advanced breast cancer 
improved response rate, time to progression, and overall 
survival.105 Similarly, adjuvant use of trastuzumab signifi-
cantly improves disease-free and overall survival.106

Despite major advances in the management of HER2-
positive breast cancer with trastuzumab, de novo and 
acquired resistance is common. This has led to a number of 
alternative strategies to target ErbB2.107 Pertuzumab (Per-
jeta, 2C4; Genentech, South San Francisco, Calif ) is a mono-
clonal antibody that, like trastuzumab, binds the extracellular 
domain of ErbB2. However, it binds a different part of the 
domain that is critical for dimerization of ErbB2 to ErbB3. 
Preclinical and early clinical trials suggest that pertuzumab 
is active in trastuzumab-resistant breast cancers and can also 
enhance trastuzumab efficacy when given in combination. 
This was recently demonstrated in the Phase III CLEOPA-
TRA trial in women with advanced HER2-positive breast 
cancer108 and is under further study in the MARIANNE, 
NEOSPHERE, TRYPHAENA, and APHINITY trials.

Therapeutic drugs targeting the ErbB family tyrosine 
kinase domains have been developed.109 Lapatinib (Tykerb, 
GlaxoSmithKline, London, UK) is a small-molecule revers-
ible inhibitor of both ErbB1 and ErbB2 kinase domains and 
has been approved for the treatment of HER2+ metastatic 
breast cancer. Neratinib (HKI-272, Pfizer, New York, NY), 
in contrast to lapatinib, is an irreversible inhibitor of all ErbB 

kinase domains. Similar to pertuzumab and lapatinib, nera-
tinib has documented activity in trastuzumab-resistant pre-
clinical models and clinical trials and is currently in multiple 
trials to define its role in the treatment of HER2+ breast 
cancer.

An alternative and novel approach to strictly target-
ing HER2 activity is trastuzumab emtansine (T-DM1; 
Roche, South San Francisco, Calif ), a conjugation of an anti-
microtubule agent (maytansine) to trastuzumab. Impor-
tantly, a comparison of T-DM1 to trastuzumab/docetaxel 
for first-line treatment of metastatic breast cancer showed 
both improved response (response rate and investigator-
reported progression-free survival) and reduced toxicity for 
T-DM1.107

Growth factors are major regulators of mammary 
gland development, but they act via an intricate regula-
tion by the steroid hormones estrogen and progesterone.2 
Intriguingly, normal steroid receptor positive mammary 
epithelial cells do not proliferate in response to steroid hor-
mones, but they send a paracrine signal (most likely IGF 
and other growth factors) to neighboring cells that then 
proliferate.110 This paracrine regulation is thought to be 
critical for the branching morphogenesis of the developing 
mammary gland. The intricate interaction between steroid 
hormones and growth factors is likely one of the first path-
ways to become dysregulated in tumorigenesis, as transcrip-
tomic analysis of early premalignant lesions found elevation 
of both ER and growth factor (EGF and IGF) signaling.111 
Crosstalk between steroid hormones and growth factors is 
apparent not only in normal mammary development, but 
also in breast carcinogenesis. For the EGFR/ErbB2 path-
way, increased hormone signaling is generally associated 
with reduced signaling. For example, there is a negative cor-
relation between ErbB2 and ER levels, and ER is a repressor 
of ErbB2 levels via PAX2.112 In contrast, for the IGF/insu-
lin pathway, ER and PR are both positive regulators, with 
estrogen in particular upregulating ligand, receptor, and 
downstream signaling component expression.113 Although 
IGF-IR and ER are highly correlated in breast tumors, and 
thus IGF-IR correlates with good prognosis, recent studies 
examining IGF-IR specifically in TNBC have shown that it 
correlates with poor outcome and may be a good therapeu-
tic target.114

Experimental evidence from breast cancer cell lines has 
suggested that a major mechanism of resistance to antihor-
monal therapy is via upregulation of growth factor receptor 
pathways.75 However, until recently, results from clinical 
trials testing this hypothesis have been disappointing, with 
relatively little benefit from adding anti-EGFR or anti-IGFR 
therapies to antihormonal therapy. However, in one promis-
ing trial, targeting of a signaling molecule mTOR, which is 
downstream of both IGF-IR and EGFR, showed that the 
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combination of an mTOR inhibitor (everolimus) and an 
aromatase inhibitor was superior to the aromatase inhibitor 
alone in the treatment of hormone-resistant advanced breast 
cancer in postmenopausal women.115

Angiogenesis

Tumors are generally avascular when they first start to 
grow; however, as the tumor progresses and increases in 
size, the distance of cells to blood vessels and nutrients 
necessitates the new formation of blood vessels (angiogen-
esis). This angiogenic switch is seen as a critical barrier to 
tumor growth.116 Preclinical research has identified many 
critical factors in the angiogenic switch, and blocking this 
switch with inhibitors of vascular endothelial growth fac-
tor (VEGF) has shown benefit in many preclinical models. 
Clinical testing of VEGF inhibitors (monoclonal antibodies 
and tyrosine kinase inhibitors) in addition to chemotherapy 
for women with advanced breast cancer has shown improve-
ments in progression-free survival but little or no effect on 
overall survival.117 Although it was believed that targeting 
the host blood supply would circumvent cancer cell intrin-
sic mechanisms of resistance, resistance to VEGF inhibi-
tors is rapid and via multiple mechanisms.118 Future use of 
angiogenesis inhibitors in breast cancer will likely require the 
identification of biomarkers of response to optimize clinical 
benefit.

Conclusion and Outlook

Investigating the molecular biology of breast cancer has given 
tremendous insight into the development and evolution of the 
disease and highlighted pathways for therapeutic interven-
tion. However, as techniques for interrogating the molecular 
underpinnings of breast cancer have allowed deeper insight, it 
is clear that the levels of molecular alteration are much greater 
than previously anticipated. Indeed, although tumors clearly 
share certain features (such as ER+ and/or ErbB2+), no two 
tumors are the same, and the difference in their evolution and 
expansion provides great challenges for targeted therapies. It 
is anticipated that the next generation of research will likely 
tackle two main areas: the heterogeneity of molecular altera-
tions in tumors and the clonal origin of breast cancer. Answers 
to these two questions are likely to have broad implications 
for the prevention and treatment of breast cancer.
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Ovarian cancer is neither a common nor a rare disease. In 
2013 in the United States, 22,240 women were diagnosed 
with ovarian cancer and 14,030 died from this malignancy.1 
The lifetime risk for a woman to develop ovarian cancer is 
approximately 1 in 70. A fraction of ovarian cancers can arise 
from germ cells (3%) or from granulosa-theca cells (7%), 
but approximately 90% of ovarian cancers arise from epithe-
lial cells. Traditionally, epithelial ovarian cancers have been 
thought to develop from a single layer of flattened cells that 
cover the ovary or, more frequently, that line cysts immedi-
ately beneath the ovarian surface.2 Neoplasms with similar 
morphology and behavior can, however, arise from fallopian 
tube, endometriosis, endosalpingiosis, and the peritoneum.3 
Recent studies have implicated the fimbria of the fallopian 
tube as the site of origin for as many as 30% of high-grade 
serous epithelial ovarian cancers, particularly in women with 
germline mutations of BRCA1 and BRCA2.4

Advancing age, an increased number of menstrual 
cycles, and a positive family history are associated with an 
increased risk for ovarian cancer, whereas oral contraceptives 
reduce risk in later life by as much as 50%. Approximately 
85% to 90% of epithelial ovarian cancers are sporadic and 
arise in the absence of a family history of the disease, often 
associated with spontaneous somatic mutations of TP53.5 
Among the 10% to 15% of familial ovarian cancers, germ-
line mutations of BRCA1 and BRCA2 are found in the 
majority, associated with a family history of breast, pros-
tate, and pancreatic cancers. In carriers of germline BRCA 
mutations, TP53 is somatically mutated during malignant 
transformation and the wild-type BRCA allele is lost, result-
ing in survival during telomeric crisis, genetic instability, 
and a homozygous deficiency in homologous DNA repair. 
Ovarian cancers can also occur in Lynch syndrome fami-
lies with germline abnormalities in DNA mismatch repair 
genes, associated with colon and uterine cancers. Rare cases 
of ovarian cancer are encountered in Li-Fraumeni kindreds 
with germline mutations of TP53, associated with sarcomas 
and brain tumors. The lifetime risk of developing ovarian 
cancer depends on the genetic defect: BRCA1 (30% to 60%), 

BRCA2 (15% to 30%), HNPCC (12%), and TP53 (<1%). 
Importantly, modifiers of the effects of BRCA1 and BRCA2 
that can improve the ability to predict risk are being rapidly 
identified and characterized. Other lower penetrance suscep-
tibility genes such as Rad51C and Rad51D likely contribute 
to familial predisposition to ovarian cancers.

Epithelial ovarian cancers exhibit a distinctive pattern 
of progression and metastasis (Figure 37-1). Initially, ovar-
ian cancer cells proliferate within the walls of cysts, invade 
underlying stroma, and enlarge the ovary, forming a pelvic 
mass. Although epithelial ovarian cancers can spread hema-
togenously or through lymphatics, the most frequent route 
of metastasis is over the surface of the peritoneum. In the 
absence of anatomic barriers, ovarian cancers that arise from 
the surface of the ovary or the lining of the fallopian tube can 
spread through the peritoneal cavity before a palpable mass 
is formed. Ovarian cancer frequently spreads throughout the 
pelvis and to the right hemidiaphragm, the bowel mesentery, 
and the omentum. Multiple nodules of metastatic cancer can 
stud the peritoneal surface and form dense fibrous adhesions 
that bind adjacent loops of intestine, producing mechanical 
obstruction (Figure 37-2). Ovarian cancer can also invade 
the retroperitoneum, affecting the myenteric plexus and 
producing paralytic ileus. Intestinal obstruction from either 
mechanism produces nausea, vomiting, and malnutrition. 
Ovarian cancer patients generally die from inanition, often 
complicated by intercurrent infection. As control of intra-
abdominal metastasis improves, other sites including the 
lung and brain are becoming more prevalent.

Another distinctive feature of ovarian cancer is the 
formation of ascites fluid that contains leukocytes, meso-
thelial cells, and a varying fraction of tumor cells. Accumu-
lation of ascites fluid produces abdominal distention, which 
can be the initial symptom of disease. Fluid generally drains 
from the peritoneal cavity through diaphragmatic lymphat-
ics (see Figure 37-1), which can become occluded by tumor 
cells, preventing outflow.6 In addition, tumor angiogenesis 
produces incompetent vessels that permit greater efflux of 
proteinaceous fluid from the vascular compartment into the 
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peritoneal cavity. Ovarian cancer cells can produce copious 
amounts of vascular endothelial growth factor/vascular per-
meability factor (VEGF/VPF) that is both an angiogenic 
factor and a permeability-enhancing factor.7 Neutralization of 
VEGF with monoclonal antibodies can block ascites forma-
tion in murine transplant models2 and in the clinical setting.2

Given the location of the ovaries within the pelvic cavity 
and the difficulty in assessing abnormalities on routine gyne-
cologic examination, the disease is diagnosed only after it has 
metastasized in approximately 80% of cases. Ovarian cancer 
is often described as a “silent killer,” but the disease is gener-
ally symptomatic, even at early stages in 89% of cases.8 Symp-
toms are not, however, specific and are generally attributed 
to benign gastrointestinal, genitourinary, musculoskeletal, or 
gynecologic conditions. Detection of a pelvic mass by physi-
cal examination or transvaginal sonography generally prompts 
exploratory surgery to remove the primary tumor and as much 
of the metastatic disease as possible—so-called cytoreductive 
surgery. Chemotherapy is generally given for 18 weeks thereaf-
ter using a combination of cytotoxic drugs including a taxane 
(paclitaxel or docetaxel) and a platinum derivative adminis-
tered intravenously or directly into the peritoneal cavity.

In the 20% of patients with disease that is still local-
ized to the ovaries (stage I), the prognosis is excellent, 
with up to 90% survival at 5 years using currently available 
surgery and chemotherapy. As the disease spreads to the 
other pelvic organs (stage II), to the peritoneal cavity and 

retroperitoneum (stage III), or to the hepatic parenchyma, 
pleural cavity, or lymph nodes outside the abdomen (stage 
IV), the prognosis becomes progressively worse, with a 
5-year survival of less than 10% in the last group. Overall, 
5-year survival rates have improved significantly (P < .05) 
from 37% in the 1970s to 45% in the 2000s,2 related in large 
part to improvements in cytoreductive surgery and combi-
nation chemotherapy with carboplatin and paclitaxel. Over 
the past decade, however, median 5-year survival has not 
improved for patients with newly diagnosed advanced-stage 
ovarian cancer treated on clinical protocols of the Gyneco-
logic Oncology Group. Moreover, long-term survival for 
women with advanced disease has not improved dramatically 
over the past three decades, and 70% of patients eventually 
succumb to the disease.

Cellular and Molecular Characteristics  
of Ovarian Cancer Cells

Heterogeneity of Ovarian Cancers

As in many other malignancies, epithelial ovarian cancer is a 
clonal disease that arises from a single cell in more than 90% 
of cases.9 Despite a clonal origin, epithelial ovarian cancers 
exhibit marked heterogeneity at a molecular, cellular, and 
clinical level.

Cell Proliferation

Among cancers from different patients with invasive can-
cer, the fraction of cycling cells can vary from 1% to 79% 

Figure 37-2 Intraperitoneal metastases from epithelial ovarian cancer 
studding the peritoneal surface.

Spleen

Ovarian a.

Ovary

Uterus

Inf.
mesenteric a.

Renal a.

Figure 37-1 Intra-abdominal spread of ovarian cancer. Ovarian cancers 
metastasize through lymphatics to lymph nodes at the level of the renal 
hilus, through blood vessels to the liver and other organs, but most  
frequently over the surface of the parietal and visceral peritoneum from pel-
vis to diaphragm. Blast Jr RC, Mills GB. Molecular pathogenesis of epithelial ovarian 
cancer. In: Mendelsohn J, Howley P, Israel M, Gray JW, Thompson CB, eds. The Molecular 
Basis of Cancer, 3rd ed. Philadelphia, Pa: Saunders-Elsevier; 2008:441-454.
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with a mean of 9% to 34% in different series.10 Cyclin D1, 
cyclin E, and CDK2 are upregulated in a minority of cancers 
with their DNA copy numbers or protein levels correlating 
inversely with survival. Conversely, the p16, p21, and p27 
CDK inhibitors are downregulated or mislocalized in a frac-
tion of cancers, associated with a poorer outcome.

Histotypes

Ovarian cancers exhibit distinct histotypes—serous, endo-
metrioid, clear cell, mucinous—that resemble epithelial 
components of normal fallopian tube, endometrium, vagina, 
endocervix, or intestine (Figure 37-3). Histotypes differ with 
regard to risk factors, genetic abnormalities, expression of 
tumor markers, and response to chemotherapy.10 Each histo-
type exhibits a distinctive pattern of gene expression judged 
by array analysis, real-time reverse transcriptase–polymerase 
chain reaction (RT-PCR), and immunohistochemistry.11 
Molecular alterations in ovarian cancers of different histo-
types correlate with changes in the normal tissues that they 
resemble morphologically. The HOX family of homeobox 
genes plays an important role in determining the histotype 
of ovarian cancers.12 During normal development, HOXA9 
is solely expressed in the primordia of the fallopian tubes, 
HOXA10 in the developing uterus, HOXA11 in the lower 
uterine segment and cervix, and HOXA13 in the future 
upper vagina. Expression of these HOX genes is retained in 
adult tissues but is not observed in ovarian surface epithelia. 
Expression of HOXA9, HOXA10, and HOXA11 is reca-
pitulated in serous, endometrioid, and mucinous epithelial 
ovarian cancers, and enforced alterations in expression alter 
cellular histotype, indicating a causal role.12

Low and High Grade (Type I and II)

Low- and high-grade ovarian cancers differ not only in histo-
logic differentiation, but also in pathogenesis, genotype, rate 
of growth, prognosis, and response to therapy, permitting 
separation into Type I (low-grade) and Type II (high-grade) 
lesions.13-15 Type I cancers include low-grade serous, muci-
nous, endometrioid, and clear cell histotypes and are often 
diagnosed in early stage (I or II), grow slowly, and resist 
conventional chemotherapy. Low-grade tumors frequently 
express estrogen receptors and may respond to tamoxifen 
or aromatase inhibitors. The more prevalent Type II cancers 
include high-grade serous, endometrioid, or undifferentiated 
histotypes, present at late stage (III or IV), grow aggressively, 
and respond to conventional chemotherapy, but only occa-
sionally to endocrine therapy. Thus, the distinction between 
Type I and Type II ovarian cancers can inform choice of 
treatment.15,16

Whereas Type II serous cancers appear to arise de 
novo from the walls of ovarian cysts or the surfaces of the 
ovary or fallopian tube, Type I low-grade serous cancers 
can grow from noninvasive serous “borderline” tumors of 
low  malignant potential in 60% of cases. High-grade Type 
II ovarian cancers respond to primary chemotherapy with 
carboplatin and paclitaxel in approximately 70% of cases. 
Low-grade serous tumors are resistant, but not refractory, 
to primary platinum-based therapy. Recurrent low-grade 
serous ovarian cancer has a very low rate of response.17 
Low-grade mucinous and clear cell histotypes respond to 
conventional chemotherapy in only 26% and 15% of cases, 
respectively.2,17

Serous Mucinous

Clear cell Endometrioid

Figure 37-3 Different histotypes of epithelial ovarian cancer.
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Low-grade serous cancers exhibit a relatively nor-
mal karyotype with wild-type TP53 and BRCA1/2, but 
exhibit frequent mutations in KRAS genes in 19% to 54% 
of cases. Low-grade serous cancers express the insulin-like 
growth factor receptor, and the majority overexpress the 
IGF-1 growth factor, providing a potential target for therapy. 
Frequent mutations of KRAS are found in mucinous can-
cers and in adjacent borderline tumors, consistent with the 
mutated gene driving malignant progression. A similar pat-
tern of gene expression has been observed in clear cell and 
low-grade endometrioid carcinomas, consistent with a com-
mon cell of origin.18 Similar mutations have been found in 
both histotypes. Inactivating mutations of ARID1A, a chro-
matin remodeling gene, have been reported in 49% of ovar-
ian clear cell carcinomas and 30% of endometrioid ovarian 
cancers.19,20 Mutations of PPP2R1A, the regulatory subunit 
of a serine-threonine phosphatase required for chromosome 
segregation, have been found in 7% of clear cell ovarian can-
cers.19 Phosphatidylinositol-3-kinase (PI3K) signaling is 
activated in low-grade endometrioid cancers through inac-
tivating mutations and epigenetic silencing of PTEN and 
activating mutations of PIK3CA. In nonepithelial granulosa 
cell tumors, recurrent single base mutations (402C-G) of 
FOXL2, a transcription factor implicated in granulosa cell 
differentiation, have been found in 97% of cases.21

Thus, low-grade Type I cancers appear to be driven 
by mutations that activate Ras/MAP and PI3K signaling 
in the context of a relatively normal karyotype with wild-
type TP53 and BRCA1/2. By contrast, Type II high-grade 
serous cancers exhibit numerous copy number abnormalities 
with frequent amplifications and deletions, but with muta-
tions in a very limited number of genes including TP53 
and BRCA1/2. The Cancer Genome Atlas Research Net-
work (TCGA) analyzed copy number abnormalities in 489 
high-grade serous ovarian cancers, detecting amplification 
of more than 30 growth stimulatory genes.22 Amplification 
and overexpression of genes in the PI3K family occur in 
more than 50% of Type II cancers, activating the PI3K path-
way and conferring “PI3Kness.”23 In the absence of germ-
line abnormalities of BRCA1/2, homologous DNA repair 
can be compromised by somatic mutations of BRCA1 and 
BRCA2 within the cancer alone, BRCA2 can be silenced, 
and upstream mutations can downregulate BRCA function 
combined with mutations in other genes potentially involved 
in homologous recombination, producing “BRCAness” in up 
to 50% of patients with Type II cancers.24 DNA sequenc-
ing of exons from 316 cancers detected mutations of TP53 
in 96%, most of which appeared to be inactivating.22 Of the 
26,000 genes, only a few were mutated in 2% to 4% of cases, 
including NF1, Rb1, BRCA1, BRCA2, and CDK12. Unlike 
Type I cancers, fewer than 1% of Type II cancers had muta-
tions of BRAF, PI3KCA, KRAS, or NRAS. Despite the low 

prevalence of Rb1 mutations, dysfunction of the Rb pathway 
was found in 67% of high-grade serous cancers. As in the 
case of epithelial cancers at other sites, both TP53 and Rb 
were inactivated in two thirds of Type II ovarian cancers. As 
indicated earlier, low-grade tumors have a high frequency of 
mutations in PIK3CA, KRAS, ARID1A, and other putative 
oncogenes and tumor suppressor genes, whereas high-grade 
ovarian cancers are characterized by mutations in TP53 and 
BRCA1/2 and marked alterations in DNA copy number. 
These distinct molecular characteristics indicate that inter-
conversion from Type I to Type II cancers is either a very rare 
event or does not occur, and thus Type I and Type II tumors 
likely represent independent diseases. Embracing this con-
cept and performing independent clinical trials and tailored 
therapy for Type I and Type II tumors will be necessary to 
improve patient outcomes.

Other Prognostic Subtypes Based  
on Gene Expression

The pattern of gene expression has been used to identify 
prognostic subgroups. The Australian Ovarian Cancer Study 
Group profiled 285 serous and endometrioid tumors to 
identify six molecular subtypes.25 Two subtypes were associ-
ated with low malignant potential serous tumors and low-
grade endometrioid ovarian cancers, whereas the other four 
transcriptional profiling based subtypes included high-grade 
serous and endometrioid histotypes including a “mesenchy-
mal” subtype. The immunoreactive subtype expressed T-cell 
chemokine ligands CXCL11 and CXCL10 and the recep-
tor CXCR3, consistent with a higher level of infiltration by 
leukocytes. Importantly, lymphocytic tumor infiltration has 
been associated with an improved outcome. Cases in the pro-
liferative cluster exhibited high expression of the HMGA2 
and SOX11 transcription factors, low expression of MUC1 
and MUC16 mucins, and high expression of proliferation 
markers such as MCM2 and PCNA. Differentiated cases 
have high expression of MUC16, MUC1, and the secre-
tory fallopian tube marker SLPI. Mesenchymal cancers were 
associated with high expression of HOX genes and mark-
ers for stromal components including myofibroblasts (FAP) 
and microvascular pericytes (ANGPTL2 and ANGPTL1). 
These subtypes were not associated with changes in over-
all survival, although a prognostic signature was developed 
that included 193 genes. Subsequent analyses developed a 
prognostic “Classification of Ovarian Cancer” (CLOVAR) 
using gene expression that distinguished groups with mark-
edly different median survival (23 vs. 46 months) and resis-
tance to platinum therapy (63% vs. 23%).26 Although these 
classifications can help to stratify future trials, profiles with 
higher positive and negative predictive value for response to 
conventional and novel agents will be required in order to 
affect clinical management.
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Immortalization

Telomerase activity is increased in 80% to 90% of ovarian 
cancers. Substantially greater telomerase activity is found 
in ovarian cancers than in borderline lesions or normal ova-
ries. High-grade serous ovarian cancers demonstrate high 
degrees of genomic instability and copy number abnormali-
ties, possibly related to bridge-fusion breakage that occurs 
at telomeric crisis, before the upregulation of telomerase. 
Immortalization of human ovarian epithelial cells can be 
achieved by the introduction of human telomerase reverse 
transcriptase (hTERT) after disruption of the TP53 and/
or Rb pathways using SV40T/t antigen or siRNA against 
Rb.27 Cells immortalized with SV40 T/t and hTERT can 
be transformed with mutant Ras, producing cancers resem-
bling low-grade human ovarian cancers that grow as nodules 
on the peritoneum and exhibit serous papillary histology 
(Figure 37-4).2 Other combinations of gene aberrations can 
generate tumorigenic lines from normal ovarian or fallopian 
tube epithelium, providing a potential approach to explore the 
roles of specific genomic aberrations in ovarian oncogenesis.

Genomic Abnormalities in Sporadic 
Ovarian Cancers

A number of genetic and epigenetic abnormalities have been 
detected in DNA from sporadic ovarian cancers, includ-
ing amplification, mutation, hypomethylation, chromatin 
modification, deletion, loss of heterozygosity, and promoter 
methylation (Table 37-1).2,14,22 High-grade Type II ovarian 

cancers are genetically unstable both in terms of DNA copy 
number and in exhibiting a moderate mutation rate (Figure 
37-5). For unknown reasons, areas of genomic aberration are 
associated with changes in RNA splicing. The CDK12 gene 
has been implicated in splicing and is mutated and probably 
inactivated in 3% of high-grade serous cancers. Aberrant 
expression of different splicing factors has been observed 
in ovarian cancer, and altered splicing may affect not only 
adhesion (CD44), but also the activity of putative onco-
genes (EVI-1b and AML-1), as well as the metabolism of 
xenobiotics (CYP1A1) or of multidrug resistance (SPF45).2 
Processing of miRNAs is also impaired in a fraction of ovar-
ian cancers, with decreased levels of Dicer and Drosha in 
more than half of ovarian cancers.28 Low Dicer expression 
was significantly associated with advanced tumor stage (P 
= .007) and poor survival (P = .02), whereas low Drosha 
expression was associated with suboptimal surgical cyto-
reduction (P = .02). Gene silencing with shRNA, but not 

Figure 37-4 Histopathologic features of K-Ras transformed, immortal-
ized human ovarian surface epithelial cells. With permission from Liu, J, Yang G, 
Thompson-Lanza JA, et al. A genetically defined model for human ovarian cancer. 
Cancer Res 2004; 64:1655-1663. PMID: 14996724.

Table 37-1 Genetic and Epigenetic Abnormalities in Epithelial Ovarian 
Cancer14,22,30

Activating Events

Amplification by CGH 1q22 (RAB25), 3q26 (PKCiota, EVI1, 
PIK3CA), 5q31 (FGF-1), 8q24 (MYC), 
19q (PI3Kp85, AKT2), 20p, 20q13.2 
(BTAK)

Mutation* K-Ras, BRAF, CTNNB1, CDKN2A, PIK3CA, 
KIT, MADH

Hypomethylation BORIS, CLDN-4, IGF2, MCI, SAT2, SNCG

Histone modification cyclin B1, GATA4, GATA6, p21/WAF1

miRNA BAP1, DLK1, MSX2, PTEN, SIP1, VEGFA, 
ZEB1/2

Inactivating Events

Deletion by CGH 4q, 5q, 16q, 17p, 17q; Xp, Xq

LOH (>50%): 17p13, 17q21(>30%): 1p, 3p, 
5q, 5q, 6q, 7q, 8q, 9p, 10q, 11p, 13q, 
18q, 19p, 20; Xp

Mutation ARID1A, TP53, Rb1a, APC, BRCA1, 
BRCA2, CDK12, NF1, PTEN, PPP2R1A

Promoter methylation APC, ARHI, ANGPTL, ARLTS1, BRCA1, 
DAPK, FBX032, H-CADHERIN, hMLH1, 
HOXA10, HOXA11, Hsulf-1, ICAM-1, 
LOT-1, MCJ, MUC2, MYO188, OPCML, 
PACE-4, PALP-B, PAR-4, PEG3, p16, 
p21, RASSF1, SOCS1, SOCS2, SPARC, 
TMS/ASC, TUBB3, 14-3-3σ

Histone modification Adam 19, GATA4, GATA6, RASSF1

miRNA BCL2, FGF2, MMP13, PAR8, c-SRK, 
VEGFA

Inhibition of growth by chro-
mosome transfer

2, 3, 7, and 22

CGH, Comparative genomic hybridization; LOH, loss of heterozygosity; miRNA, microRNA.
*www. Sanger.ac.uk.
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Figure 37-5 Copy number abnormal-
ities in cancers from different sites. 
GBM, Glioblastoma multiforme. With 
permission from Cancer Genome Atlas 
Research Network. Integrated genomic 
analyses of ovarian carcinoma. Nature 
2011;474:609-615; and Douglas Levine.
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siRNA, may be impaired in cells with low Dicer expression. 
Mutations of Dicer and Drosha are rare in high-grade serous 
cancer, but mutations of Dicer have been detected in 29% of 
nonepithelial ovarian cancers.29 Abnormalities in miRNAs 
have been found in many different types of cancers related to 
gain or loss of DNA copies, methylation, or mutation.30 In 
ovarian cancers, copy number abnormalities have been found 
in 37% of 283 loci known to contain miRNAs.2 A number 
of miRNAs may act as tumor suppressors and are down-
regulated in high-grade serous ovarian cancers, including 
Let-7a/b/d/f and miRs -15/16, -22, -31, -34a/b/c, -125b, 
-127-3p, -140, -145, -152, -155, -181a, -199a, and -382.22,30 
Conversely, several miRNAs are upregulated and can pro-
mote ovarian oncogenesis or chemoresistance, including 
miRs -15a/16, -20A, -23a/b, -30a/b/c, -92, -93 and -106a, 
-135b, -141, -200a/b/c, -244, -299-5p, -302d, and -373. 
Upregulated miRNAs are being evaluated as biomarkers.

Copy number abnormalities (CNAs) are particularly 
common in epithelial ovarian cancers. Candidate oncogenes 
and tumor suppressor genes have been mapped to most but 
not all of the abnormal sites. Amplification of 1q22 includes 
the RAB25 oncogene. Among the genes encoded on the 
3q26 amplicon, protein kinase C iota (PKCiota), SnoN, 
MDS1-ecotropic viral integration site-1 (mecom/EVI1), 
and the p110-α catalytic subunit of phosphoinositide-3- 
kinase (PIK3CA) are overexpressed in a fraction of ovarian 
cancers and are associated with a poor prognosis.2 PKCiota 
protein is required for the establishment and maintenance of 

epithelial cell polarity. Levels of aberrant PKCiota are mark-
edly increased and/or mislocalized in the majority of serous 
ovarian cancers and are associated with increased cyclin E 
protein expression and proliferation.2 Cyclin E1 amplifica-
tion and protein levels correlate with a worsened outcome in 
ovarian cancer. The FGF-1 peptide growth factor encoded by 
a gene in the amplicon at 5q31 can stimulate cancer growth, 
stromal growth, and angiogenesis. An amplicon at 8q24 
contains c-myc, which is amplified in up to 40% of ovarian 
cancers, inducing factors required for proliferation and acti-
vating telomerase. Another amplicon on chromosome 19q 
contains the p85 β subunit of PI3K as well as AKT2, a tar-
get of PI3 kinase. Another major amplicon at 20q13.2 con-
tains the BTAK/Aurora kinase gene that upregulates c-Myc 
and activates telomerase.

Loss of tumor suppressor function has been observed in 
ovarian cancers (Table 37-2). 2,14 In some cases, inactivat-
ing mutations have been associated with loss of heterozy-
gosity (LOH) (BRCA1, BRCA2, TP53, PTEN), but in 
others epigenetic changes alone (RASSF1A, DLEC1) or in 
combination with LOH (ARHI, BRCA1, LOT-1, PEG3, 
WWOX) have silenced suppressor function. As described 
earlier, somatic mutation of TP53 is observed in nearly all 
high-grade type II ovarian cancers. Because of the domi-
nant negative activity of some mutant TP53 protein, TP53 
function can be lost with a single genetic event. The pattern 
of transitions, transversions, and deletions within mutated 
TP53 genes resembles the pattern of mutations in factor IX 

https://CafePezeshki.IR



Molecular Pathogenesis of Ovarian Cancer 537

Table 37-2 Putative Tumor Suppressor Genes in Epithelial Ovarian Cancer14,22

Gene Chromosome Downregulated
or Inactivated

Mechanisms of Downregulation Function

ARHI (DIRAS3) 1p31 60% of all histotypes Imprinting; LOH; promoter meth-
ylation; transcription downregu-
lated by E2F1 and E2F4

26-kDa GTPase; inhibits proliferation and 
motility; induces autophagy and dormancy; 
upregulates p21; inhibits cyclin D1, PI3K, Ras-
MAP, Stat3

ARID1A 1p35.5 49% of clear cell and 
30% of endometrioid 
histotypes

Mutation Chromatin remodeling

RASSF1A 3p21 Hypermethylation Inhibits proliferation and tumorigenicity in many 
different cancers. Interacts with Ras, inhibiting 
downregulating cyclin D and signaling through 
JNK, stabilizes microtubules, regulates spindle 
checkpoint and fas- and TNF-induced apoptosis

DLEC1 3p22.3 73% Promoter hypermethylation and 
histone hypoacetylation

166-kDa cytoplasmic protein that inhibits anchor-
age dependent growth

SPARC 5q31 70%-90% decreased 
expression; 9% lost

Transcription, hypermethylation 32-kDa Ca2+ binding protein; prevents adhesion

DAB-2 (DOC2) 5q13 58%-85% lost Transcription 105-kDa protein binds GRB2 preventing Ras/
MAP activation, prevents c-fos induction, and 
decreases ILK activity, contributing to anoikis 
and inhibiting proliferation and anchorage-
independent growth and tumorigenicity

LOT-1 (ZAC1) 6q25 39% Imprinting; hypermethylation 
LOH; transcription downregu-
lated by EGF, TPA

55-kDa nuclear zinc finger protein inhibits prolif-
eration and tumorigenicity

RPS6KA2 6q27 64% Monoallelic expression in ovary; 
LOH

90-kDa ribosomal S6 serine threonine kinase 
that inhibits growth, induces apoptosis, 
decreases pERK and cyclin D1, increases p21 
and p27

PTEN (MMAC-1) 10q23 3%-8% mutated; expres-
sion lost in 27%, particu-
larly in endometrioid and 
clear cell histotypes

Promoter methylation; LOH; 
mutation

PI3 phosphatase; decreases proliferation, 
migration and survival; decreases cyclin D and 
increases p27

OPCML 11q25 56%-83% Promoter methylation; LOH; 
mutation

GPI-anchored IgLON family member; induces 
aggregation; inhibits proliferation and 
tumorigenicity

BRCA2 13q12-13 3%-6% Mutation; LOH Binds RAD51 in repair of DNA double strand 
breaks (DSBs)

ARLTS1 13q14 62% Promoter methylation ADP ribosylation factor induces apoptosis

WWOX 16q23 30%-49%, particularly in 
mucinous and clear cell 
histotypes

LOH; mutation Decreases anchorage-independent growth and 
tumorigenicity; mouse homologue required for 
apoptosis

TP53 17p13.1 50%-70% overall; 96% 
of high-grade serous 
histotype

Mutation 53-kDa nuclear protein induces p21 with cell 
cycle arrest promoting DNA stability; induces 
apoptosis

OVCA1 17p13.3 37% LOH 50-kDa protein; decreases proliferation and 
clonogenicity; decreased cyclin D1

BRCA1 17q21 6%-8% Mutation; LOH, promoter 
methylation

E3 ubiquitin ligase that participates directly 
in repair of DNA DSBs through homologous 
recombination; regulates c-Abl; induces TP53, 
androgen receptor, estrogen receptor, and c-Myc

PEG3 19q13 75% Imprinting; LOH; promoter 
 methylation; transcription

Induces TP53 dependent apoptosis

PPP2R1A 19q13.44 7% of clear cell histotype Mutation Protein phosphatase 2 regulatory subunit inhib-
its proliferation

Candidate tumor suppressor genes with preliminary reports in the literature also include APC, BRMS1, CTGF, EPB41L3, MAP2K4, MKK4, RNF43, RP36RA7, PINX1, SFRP4, SLIT2, SOX11, TUSC3, and 53BP1.
LOH, Loss of heterozygosity.
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deficiency (hemophilia B) in the germline that is thought to 
be related to spontaneous deamination during DNA rep-
lication.5 If spontaneous mutation during proliferation is 
a critical mechanism driving carcinogenesis, genetic events 
requiring only a “single hit” may be favored.

Function of imprinted growth regulatory genes can also 
be lost in a single genetic or epigenetic event. Approximately 
70 human genes are imprinted with only one allele expressed 
at conception, during embryonic development, and in each 
normal adult cell. Silencing of the maternal or paternal allele 
is inherited epigenetically. Among the candidate tumor  
suppressor genes whose function is downregulated in ovarian 
cancer (see Table 37-2), at least four are imprinted: ARHI 
(DIRAS3), LOT-1, NDN, and PEG3. ARHI encodes a 
26-kDa GTPase that has 50% to 60% homology to Ras and 
Rap and that is downregulated in more than 60% of ovar-
ian cancers, associated with decreased time to progression.31 
Expression can be downregulated by multiple mechanisms 
including LOH, methylation and silencing of the functional 
allele, transcriptional regulation with E2F1 and E2F4, and 
shortened mRNA half-life.32 Re-expression of ARHI at 
physiologic levels inhibits clonogenic growth and motil-
ity of ovarian cancer cells that lack its expression, inhibit-
ing STAT3 translocation, downregulating cyclin D1 and 
inducing p21WAF1/CIP1 and p27KIP1, producing G1 arrest. 
ARHI reexpression decreases levels of HIF1-α and inhibits 
signaling through Ras/MAP and PI3K/TSC2/mammalian 

target of rapamycin (mTOR), inducing autophagy and 
tumor dormancy.33 Among the other imprinted tumor sup-
pressor genes, LOT-1 is a zinc finger protein that presum-
ably acts as a transcription factor2 and PEG3 is required for 
TP53-induced apoptosis.2 Consequently, imprinted genes 
may regulate the proliferation, motility, and survival of ovar-
ian epithelial cells through multiple mechanisms.

Activation of oncogenes occurs through amplifica-
tion, overexpression, or mutation in ovarian cancers (Table 
37-3).2,14 The two most common aberrations, mutations 
of members of the PI3K/AKT pathway and of the Ras/
RAF pathway, are discussed in the following sections. The 
FOXM1 and NOTCH pathways are also aberrant in high-
grade serous ovarian cancers, albeit at a lower frequency. 
Abnormalities of receptor and nonreceptor kinases have also 
been documented.

In contrast to breast cancer, where HER-2 is ampli-
fied and overexpressed in 20% to 30% of cases, HER-2 over-
expression was found in only 11% of 837 epithelial ovarian 
cancers in a Gynecologic Oncology Group trial in which 
trastuzumab produced objective responses in only 7% of 
tumors with HER-2 overexpression.2 Unlike lung cancer, 
the tyrosine kinase domain of EGFR is rarely mutated in 
ovarian cancer, but the receptor can be amplified in up to 
20% of cases. A characteristic constitutively activating dele-
tion in the extracellular domain of EGFR (EGFRvIII), first 
demonstrated in glioblastomas, has also been detected in a 

Table 37-3 Oncogenes Associated with Epithelial Ovarian Cancer14,22

Oncogenes Chromosome Amplified Overexpressed Mutated Function

Rab25 1q22 54% 80%-89% Cytoplasmic GTPase/apical vessel trafficking

Evi-1 3q26 Transcription factor

eIF-5A2 3q26 — — Elongation factor

PKCi 3q26 44% 78% Cytoplasmic serine-threonine kinase

PIK3CA (PI3K p110α) 3q26 9%-80% 32% 8%-12% Cytoplasmic lipid kinase

FGF-1 5q31 — 51% Growth factor for cancer and angiogenesis

Myc 8q24 20% 41%-66% Transcription factor

EGFR 7p12 11%-20% 9%-28% <1% Tyrosine kinase growth factor receptor

Notch-3 9p13 20%-21% 62% Cell surface growth factor receptor

K-Ras 12p11-12 5%-53% 30%-52% 2%-24% Cytoplasmic GTPase

HER-2 17q12-21 6%-11% 4%-12% Tyrosine kinase growth factor receptor

p85 PI3K 19q Cytoplasmic lipid kinase

Cyclin E 19q12 12%-53% 42%-63% Cyclin

AKT2 19q13.2 12%-27% 12% Cytoplasmic serine-threonine kinase

BTAK/Aurora A 20q13 10%-15% 48% Nuclear serine-threonine kinase/activates telomerase

Additional targetable genes with low or high gain of copy number in >20% of high-grade serous ovarian cancers include AKT1, AKT3, CDK2, IL8RB, EPCAM, ERBB3, FGFR2, HDAC4, HSP90AB1, HSP90B1, 
IGF1, IGFR1, LPAR3, MAP3K6, MAPK15, MAPKAPK2, MAPKAPK5, MECOM, MSTN, MTOR, NCAM1, NOS1, NOS3, PIK3CD, POLB, POLE, RHEB, RICTOR, PPS6KC1, RAPTOR, SKI1, STAT1, STAT4, TERT, TGFB1, 
TGFB2, TGFBR3, TNFRSF9, VEGFA.22
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small fraction of ovarian cancers. 2 Constitutive activation of 
EGFR has, however, not been detected in ovarian cancer cell 
lines. Inhibition of the EGFR with erlotinib and gefitinib 
produced only modest clinical activity in ovarian cancer, 
where objective regression has been observed in 4% to 6% 
of cases.

Cyclin E maps to an amplicon that is found in a signifi-
cant minority of ovarian cancers. Knockdown of neighboring 
genes has shown that CCNE1 is a driver required for clono-
genicity that is associated with chemoresistance.2 Proteomic 
studies using reverse phase protein analysis have shown that 
overexpression of CCNE1 protein marks a distinct cluster 
of cases with poor prognosis.

BTAK/Aurora A kinase, a serine-threonine kinase 
required for chromosome segregation and centrosome func-
tion, is amplified in 10% to 25% and activated in 48% of ovar-
ian cancers.2 BTAK/Aurora A kinase regulates telomerase 
activity. Forced expression of Aurora A induces centrosome 
amplification, cell cycle progression, and chemoresistance to 
cisplatin and paclitaxel mediated through AKT in a TP53-
dependent manner. Chemical inhibition of BTAK/Aurora 
A kinase downregulates NF-κB, Bcl-XL, and Bcl-2 and 
enhances sensitivity to chemotherapy. Another cytoplasmic 
serine-threonine kinase, salt-induced kinase 2 (SIK2), local-
izes to centrosomes and phosphorylates c-NAP1, permit-
ting centrosome splitting.34 SIK2 is overexpressed in 30% 
of ovarian cancers associated with a worse prognosis. Down-
regulation of SIK2 enhances sensitivity to paclitaxel.

RAB25, a member of the RAB family of small G-pro-
teins implicated in apical vesicle trafficking and polarity, is 
amplified and overexpressed in approximately half of ovar-
ian cancers and is associated with a poor prognosis. Forced 
expression of RAB25 protein markedly increased anchor-
age-dependent and anchorage-independent proliferation; 
prevented apoptosis and anoikis, including that induced by 
chemotherapy; and enhanced growth in xenografts.2 Inhi-
bition of apoptosis was associated with a decrease in the 
expression of the pro-apoptotic molecules BAK and BAX, 
as well as activation of the PI3K/AKT pathway. RAB25 is 
sufficient to increase cellular metabolism and render cells 
resistant to acute metabolic stress, demonstrating a link 
between polarity, vesicle trafficking, and cellular metabolism.

In addition to the kinases, growth factors, and signal 
transducing proteins, members of the family of eukaryotic 
initiation factors (eIFs) have been implicated in ovarian 
oncogenesis. The initiation factor eIF-5A2 maps to a region 
on 3q26 that is amplified in ovarian cancers. Overexpression 
of eIF-5A2 is associated with advanced-stage ovarian can-
cer.2 Forced expression of eIF-5A2 stimulates and antisense 
inhibits ovarian cancer growth and tumorigenicity.

Several transcription factors are also overexpressed in 
ovarian cancers. The c-Myc gene is amplified in up to 40% of 

ovarian cancers, and protein levels are increased in approxi-
mately one third of cases, including clear cell and endome-
trioid histotypes.2 The c-Myc protein induces E2F1, E2F2, 
E2F3, and telomerase while blocking TP53-mediated tran-
scription of p21. Despite the probable importance of c-Myc 
amplification in oncogenesis, no apparent association with 
survival has been found. A number of approaches to target 
cells with c-Myc aberrations are beginning to emerge. The 
association of cMyc with metabolism and particularly in 
the role of glutamine in cancer biology provides a potential 
avenue to therapy. The Hippo pathway translational co-acti-
vator YAP has also been implicated as a possible oncogene in 
ovarian cancer that can drive progression and induce resis-
tance to chemotherapy.35

Aberrant Signaling

Several tyrosine kinase growth factor receptors can be acti-
vated in epithelial ovarian cancers, including EGFR, HER-2/ 
HER-3, M-CSFR, IGFRI, FGFR4, and PDGFR. Binding 
of relevant ligands to one or more of these receptors can acti-
vate signaling through Ras/MAP, PI3K, JNK, JAK/STAT, 
PKC, and PLCγ or PLC-x with a concomitant alteration 
in calcium fluxes. Among these several signaling pathways, 
the Ras/MAP and PI3K pathways appear to be particu-
larly important in regulating the growth, survival, meta-
static potential, and drug resistance of ovarian cancer cells. 
Although the RAS/MAPK and PI3K pathways exhibit few 
mutations in high-grade serous ovarian cancers, the pathways 
are frequently activated. The PI3K pathway may be activated 
by changes in copy number of multiple pathway compo-
nents as well as by loss of PTEN and INPP4B. Indeed, in 
the TCGA dataset, the RB1 pathway was dysregulated in 
67% of high-grade serous cancers and the PI3K pathway in 
45%.22 The NOTCH signaling pathway was dysregulated 
in 22%. Stimulation of FGFR4 by FGF-1 activates mitogen-
activated protein kinase (MAPK), nuclear factor-κB (NF-
κB), and the WNT signaling pathways.36

In many tumor types, K- or H-Ras is activated by 
mutations at codons 12 or 61, permitting constitutive bind-
ing of GTP rather than GDP to the Ras protein. Activated 
Ras can signal through the MAPK, PI3K, or Ral path-
ways, affecting proliferation, survival, motility, invasion, and 
drug resistance. As noted earlier, the Ras gene is mutated in 
approximately half of Type I low-grade serous cancers, but 
rarely in Type II high-grade cancers. Nevertheless, Ras activ-
ity as assessed by GTP binding is increased in many Type II 
high-grade cancers.

The PI3K pathway regulates survival, proliferation, 
motility, angiogenesis, glucose metabolism, and drug resis-
tance. Activation of the PI3K pathway is observed in 50% 
of ovarian cancers through multiple mechanisms includ-
ing amplification or activating mutation of the PI3K p110 
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α, activating mutation of the PI3K regulatory subunit p85, 
inactivating mutation of the PTEN phosphatase and ampli-
fication of AKT2 (see Table 37-3).2 The p110 subunit of 
PI3K is amplified in 9% to 22% of ovarian cancers, overex-
pressed in 32%, and mutated in 9% to 12%, predominantly 
in low grade.2 The pattern of PIK3CA mutation is histo-
type dependent, being common in endometrioid and clear 
cell tumors, but rare in serous cancers. The AKT serine-
threonine kinase is generally activated physiologically by 
the products of PI3K. However, in 12% to 27% of ovarian 
cancers, the AKT2 kinase gene is amplified and is associated 
with an increase in AKT kinase activity.2 The p70S6 kinase 
is downstream of both PI3K and AKT kinase in the sig-
naling cascade. The p70S6 kinase may have a critical role in 
modulating drug resistance in that rapamycin, an inhibitor 
of p70S6 kinase, can potentiate sensitivity of some ovarian 
cancer cell lines to cisplatin-induced apoptosis.2 Inhibition 
of activated PI3K decreases cell growth, induces apoptosis, 
and potentiates paclitaxel chemotherapy. The PI3K pathway 
is being explored as a therapeutic target in many cancer lin-
eages, including ovarian cancer.

Normal ovarian surface epithelium expresses small 
amounts of macrophage colony stimulating factor (M-CSF, 
CSF-1), but little if any of fms, the tyrosine kinase receptor 
for this ligand. At least 70% of ovarian cancers express and 
secrete substantially greater amounts of M-CSF, and approx-
imately 50% of cancers express the fms receptor.2 Interaction 
of M-CSF with fms stimulates invasiveness and upregulates 
urokinase-like plasminogen activator (uPA). Expression of 
uPA correlates with tumorigenicity of ovarian cancer cell 
lines in xenograft models.2

Among the nonreceptor tyrosine kinases, the Src 
tyrosine kinase can be physiologically activated in ovar-
ian cancer cell lines, but the Src gene is rarely amplified or 
mutated in surgical specimens.2 Stat3 is phosphorylated 
by the Janus kinase ( JAK) and Src kinase. Phosphorylated 
Stat3 forms dimers that can be translocated to the nucleus, 
binding DNA and inducing transcription of genes required 
for proliferation (cyclin D, c-Myc, c-Fos), survival (Bcl-2, Bcl-
XL, XIAP, survivin), and angiogenesis (VEGF). Stat3 can 
be activated on the intracellular domains of peptide growth 
factor receptors (EGFR) and cytokine receptors (IL-6R) 
or by direct interaction with either Src or Abl. Activated 
pStat3 has been detected in 86% of 322 ovarian cancers.2 
Nuclear localization of pStat3 has been observed in 71% 
of cases, associated with decreased overall survival. Auto-
crine and paracrine stimulation with IL-6 activates Stat3, 
increasing both proliferation and motility. Inhibition of JAK 
inhibits IL-6–stimulated chemotaxis toward serum and 
haptotaxis toward fibronectin.2 Knockdown of Stat3 with 
siRNA inhibits motility and prevents translocation of Stat 
to focal adhesions. The imprinted tumor suppressor gene 

ARHI inhibits proliferation and motility, binds to Stat3, and 
sequesters it in the cytoplasm, preventing translocation to 
the nucleus and to focal adhesions.2 In addition, ARHI can 
prevent binding of Stat3 to DNA Stat Response Elements 
in promoter regions.

The endothelin A peptides (ET-1, ET-2, and ET-3) 
are potent mitogens for several human tumors. ET-1 and 
its ETA receptor (ETAR) are overexpressed in primary and 
metastatic ovarian cancers, providing the potential for auto-
crine stimulation.2 Interaction with ET-1 also transactivates 
EGFR, stimulates proliferation, blocks apoptosis, activates 
integrin-like kinase (ILK), upregulates matrix metallopro-
teinases (MMPs), and increases vascular endothelial growth 
factor (VEGF) expression, enhancing angiogenesis.

Lysophosphatidic acid (LPA) is produced constitu-
tively by mesothelial cells and some ovarian cancer cells and 
accumulates at high levels in the ascites of nearly all ovar-
ian cancer patients.37 LPA can be detected in the plasma 
of most patients at all stages of disease. The LPA-2 and 
LPA-3 receptors are markedly upregulated in ovarian can-
cers.2 Interacting with these receptors, LPA stimulates cal-
cium influx, proliferation, motility, chemotaxis, invasion, and 
resistance to chemotherapeutic agents, signaling through the 
RAS/MAP and PI3K pathways. LPA is a potent inducer of 
VEGF, IL8, IL6, and gro, implicating LPA in the accumula-
tion of ascites, neovascularization, and metastasis. LPA can 
cross activate the EGFR receptor family and other receptor 
tyrosine kinases, potentially contributing to the activity of 
these receptors in ovarian cancer. Both the enzyme produc-
ing LPA, autotaxin, and the enzymes degrading LPA (LPPs) 
are aberrant in ovarian cancer. Drugs targeting LPA produc-
tion and action are potent inhibitors of metastasis.

All three TGF-β isoforms are expressed by normal 
ovarian surface epithelial cells and regularly inhibit their pro-
liferation, maintaining autocrine growth inhibition.2 Loss of 
expression of TGF-β or loss of responsiveness to the growth 
inhibitory factor is detectable in a fraction of ovarian cancers. 
Moreover, TGF-β can stimulate the motility and invasive-
ness of transformed cells. Although mutation in Smad4 is 
observed in a fraction of ovarian cancers, both TGF-βRI 
and TGF-βRII receptors are generally intact, as is Smad sig-
naling.2 Loss of growth inhibition and increased invasiveness 
may relate to EVI-1 overexpression that is observed in 43% 
of ovarian cancers2 and is thought to inhibit transcription of 
TGF-β–responsive genes. SnoN and AML1, which bind to 
and regulate Smads, are also aberrant in ovarian cancer.

Müllerian inhibition substance (MIS) bears homol-
ogy to TGF-β, binds to a receptor with similar structure and 
function, and is produced by the Sertoli cells of the testis and 
granulosa cells of the ovary.2 During embryonic development 
of gonadal structures, MIS induces atrophy of the Mülle-
rian duct in male mammals. MIS inhibits growth of human 
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epithelial ovarian cancer cells in culture and in xenografts. 
Binding of MIS to MISII G-protein–coupled receptors 
upregulates p16, produces G1 cell cycle arrest through an 
Rb-independent mechanism, and induces apoptosis. Some 
56% of human ovarian cancers express MISII receptors, 
and clonogenic growth can be inhibited with MIS in more 
than 80% of cancers bearing receptors. MIS enhanced the 
anticancer activity of suboptimal doses of chemotherapeutic 
agents against human and murine ovarian cancer cell lines in 
culture and as xenografts.2

Stem Cells

Both normal and malignant tissues are thought to contain 
small subpopulations of stem cells with unlimited replicative 
potential that can be passed serially from mouse to mouse 
in  vivo or as spheroids in cell culture. In cancers, tumor-
initiating cells that have stem cell–like characteristics are 
generally resistant to chemotherapy and radiotherapy. The 
phenotype of human ovarian cancer stem cells remains to be 
fully defined. Increased tumor-initiating potential has been 
associated with CD133+ALDH1+ and CD44+CD117+ 
subpopulations in ovarian cancer cell lines and clinical speci-
mens.38 CD133 has been associated with stem cells from 
normal and malignant tissues arising at multiple sites. Alde-
hyde dehydrogenase mediates resistance to certain drugs 
and toxins. CD44 is the hyaluronate receptor required for 
adhesion, and CD117 is the transmembrane tyrosine kinase 
growth factor receptor, c-Kit. CD24 can be associated with 
both subpopulations and marks ovarian cancer cells with 
tumor-initiating capacity and chemoresistance. CD24+ ovar-
ian cancer cells express a number of stem cell biomarkers 
including Nestin, Beta-catenin, Bmi-1, Oct3/4, Notch1, and 
Notch4. Recent studies suggest that normal ovarian stem 
cells occupy a niche in the hilus of the mouse ovary at the 
junction between the ovarian surface epithelium, the perito-
neal mesothelium, and the tubal (oviductal) epithelium. The 
cells cycle slowly and express a number of stem cell mark-
ers including ALDH1, LGR5, LEF1, CD133, and CK6B. 
Spheroids can be passaged serially in culture, and cells can be 
transformed by inactivating TP53 and Rb1.39

Animal Models

Among the animal models, spontaneous ovarian cancers 
occur in approximately 40% of egg-laying hens 4 years of 
age.40 Some 46% of ovarian cancers have mutations of TP53, 
and the majority express MUC16. Chickens have been used 
to test different hormonal strategies for preventing epithelial 
ovarian cancer.

Murine ovarian epithelial cells have been engineered to 
express different combinations of oncogenes and tumor sup-
pressors.40 When target cells were derived from transgenic 
mice that lacked TP53 expression, the addition of any two 
of three oncogenes—c-Myc, activated K-Ras, and activated 
AKT—were sufficient to induce high-grade cancer in ovar-
ian surface epithelial cells. In mice that were deficient for 
both TP53 and BRCA1, Myc overexpression is sufficient to 
induce cancers. In a serous murine ovarian cancer model, dis-
ruption of either Rb or TP53 produced relatively few ovarian 
cancers, whereas disruption of both Rb and TP53 produced 
a greater number of high-grade epithelial ovarian cancers, 
albeit with long mean latency (227 days). High-grade ovar-
ian epithelial cancers were induced in a third model when 
SV40 T antigen, which blocks both TP53 and Rb, was 
driven by the Müllerian hormone type 2 receptor (Ambr2) 
promoter. A model for low-grade ovarian cancer has been 
generated in mice in which the PTEN gene was disrupted 
and an oncogenic form of KRasG12D was expressed selec-
tively in ovarian surface epithelial cells, using mice in which 
Cre recombinase was driven by the Amhr2 promoter. Finally, 
high-grade serous cancers of the fallopian tube have devel-
oped in in mice where PTEN and Dicer were conditionally 
depleted using the Amhr2-Cre mouse strain. Consequently, 
ovarian cancers have been associated with loss of TP53, Rb, 
PTEN, and Dicer function, as well as activation of Ras, 
AKT, and Myc. To date, however, murine models have not 
succeeded in mimicking the abnormal DNA copy numbers 
observed in human ovarian cancers, possibly related to the 
telomere length in murine cells and relative resistance to telo-
meric crisis.

Interaction of Ovarian Cancer Cells  
with the Microenvironment

Loss of Adhesion, Epithelial-Mesenchymal 
Transition, Invasion, and Metastasis

Several molecular alterations contribute to the distinctive 
pattern of metastasis observed in ovarian cancer. For those 
cancers that arise from the surface of the ovary or fimbriae of 
the fallopian tube, cancer cells must dissociate from the base-
ment membrane and then survive anoikis within the perito-
neal cavity. Whereas normal ovarian surface epithelial cells 
bind to both laminin and to collagen in the basement mem-
brane, loss of adhesion to laminin occurs following malig-
nant transformation.2 In the normal ovary, the α6β4 integrin 
laminin receptor is detected over the entire basal surface 
of epithelial cells at points of contact with the basement 
membrane, whereas solid ovarian cancers exhibit only focal 
expression of this integrin. Ascites tumor cells have markedly 
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decreased expression of α6 and β4, consistent with the pos-
sibility that downregulation of integrin expression releases 
tumor cells from the basement membrane. Transformed 
cells can dissociate individually or as multicellular aggregates 
or spheroids that are carried passively by peritoneal fluid to 
sites of metastasis in the peritoneum and omentum. Inter-
action of integrins with other cancer cells in aggregates can 
regulate activation of FAK, ILK, PI3K, and AKT. Signaling 
through these pathways can determine whether cancer cells 
undergo apoptosis or anoikis on dissociation from the sub-
stratum. In addition to changes in integrin expression, altera-
tions occur in the cadherins that regulate adhesion between 
epithelial cells. Normal surface epithelial cells of the ovary 
and fallopian tube have low levels of E-cadherin and may 
depend on N-cadherin to maintain association between epi-
thelial cells.41,42 In contrast to cancers that arise from many 
other organs, E-cadherin levels can actually increase during 
malignant transformation as ovarian cancers differentiate 
into multiple histotypes, but only low levels of E-cadherin 
are found in poorly differentiated ascites cells where N- and 
P-cadherin are often upregulated.

Epithelial-to-mesenchymal transition (EMT) occurs 
during metastasis in many carcinomas, including those that 
arise in the ovary. Increased expression of the transcription 
factors Slug and Snail are associated with loss of intercellu-
lar adhesion, as well as specific repression of adherens junc-
tion components (E-cadherin and β-catenin), tight junction 
components (occludin and ZO-1), desmosomal junction 
components (Dsg2), and neutrophil gelatinase-associated 
lipocalin (NGAL).2 However, as noted earlier, the histologic 
differentiation of ovarian cancer cells potentially driven by 
homeobox genes can override the effects of EMT and result 
in increased E-cadherin levels. N-cadherin and vimentin are 
increased and Rac1, Rho A, and cdc42 GTPases are acti-
vated, as ovarian cancer cells assume a spindle shape and 
become more motile. EMT of ovarian cancer cells can be 
driven by endothelin A, EGF, LPA, Rab25, bone morpho-
genic protein-4 (BMP4), hypoxia, and 17β-estradiol. EMT 
can facilitate invasion of basement membrane and local 
stroma for those epithelial ovarian cancers that arise in cysts.

To implant on the peritoneal surface, ovarian cancer 
cells must attach to mesothelial cells through β1 integrins, 
CD44, and MUC16. β1 integrins on the cancer cell surface 
bind to VCAM-1, fibronectin, laminin, and type IV collagen 
on mesothelial cells and to type I and III collagens on the 
underlying basement membrane.2,43 Antibodies that block 
anti-β1 integrin or matrix proteins can prevent adherence 
of some, but not all, ovarian cancer cell lines to mesothelial 
monolayers.

Mesothelial cells also express hyaluronic acid, to which 
the CD44 hyaluronate receptor can bind. Whereas normal 
ovarian cells express the canonical CD44S receptor, more 

than 70% of ovarian cancers exhibit a diverse mixture of 
CD44 splice variants.2 Anti-CD44 antibodies can partially 
block adhesion of ovarian cancer cells to peritoneal mesothe-
lial cells and can reduce the frequency of peritoneal metasta-
ses.2 Ezrin, part of the submembrane linking complex that 
connects CD44 to the cytoskeleton, is strongly expressed 
in 49% of ovarian cancers and is associated with reduced 
overall survival.2 Knockdown of ezrin with siRNA inhibits 
invasiveness. Interestingly, ascites tumor cells have decreased 
CD44 expression.

MUC16 on the surface of ovarian cancer cells can 
bind to mesothelin, a glycosylphosphatidylinositol-anchored 
glycoprotein expressed on the surface of mesothelial cells. 
MUC16, expressed by 80% of ovarian cancers, is a high-
molecular-weight (more than 1 million Da), highly glycosyl-
ated mucin with a cytoplasmic tail. The extracellular domain 
of MUC16 contains at least 40 repeating subunits of 154 
amino acids.44 MUC16 peptides dock with mesothelin, 
and binding of ovarian cancer cells to mesothelial cells can 
be blocked with anti-mesothelin antibodies.2 Interaction 
appears to depend on interaction with N-glycans associated 
with MUC16. Knockdown of MUC16 decreases the inva-
siveness of ovarian cancers.2

Shed MUC 16 (CA125) has provided a serum bio-
marker for monitoring the course of ovarian cancer during 
treatment.45 Increases or decreases in CA125 have corre-
lated with disease course in more than 80% of patients with 
elevated serum levels of the marker. CA125 has been used 
to distinguish malignant from benign pelvic masses, identify 
persistent disease, and detect disease recurrence.46 Although 
individual values of CA125 or annual transvaginal sonog-
raphy (TVS) have not been sufficiently sensitive or specific 
for early detection of ovarian cancer,47 sequential two-step 
strategies have demonstrated greater specificity where ris-
ing CA125 identifies a small fraction of patients who would 
benefit from TVS.48 Greater sensitivity can be attained with 
multiple biomarkers.49

Degradation of basement membrane at the site of 
local invasion and in metastases requires upregulation of 
type 1-MMP, MMP-2, MMP-9, uPA, and kallikrein activ-
ity, resembling changes during ovulation. The ability of 
tumor cells to migrate and to invade matrigel membranes 
is increased by VEGF, EGF, heregulin, TGF-β, BMP4, 
hepatocyte growth factor, M-CSF, TNF-α, heregulin, and 
LPA. Signaling through Ras/MAP, PI3K/AKT/p70S6K, 
Src and Stat has been implicated in migration and inva-
sion. Recent work points to the importance of fibronectin-
mediated activation of α5β1 integrin, which signals through 
c-Met, Src, and FAK to stimulate invasion and metastasis.50 
Effector proteases, including MMP2, MMP7, MMP9, 
IGFBP2, uPA, and the kallikreins, have all been associ-
ated with ovarian cancer cells in culture and in pathologic 
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specimens. MMP-2 and MMP-9 are associated with very 
early dysplastic lesions where basement membrane is break-
ing down.2 Ovarian stromal cells are an important source for 
several of the proteases, including MMP-9, which has been 
associated with infiltrating monocytes.

The human kallikreins (hKs) include some 15 differ-
ent serine proteases with a high degree of homology that 
map to a cluster on chromosome 19q13.4.2 Twelve are tran-
scriptionally upregulated in ovarian cancer. In aggregate, the 
kallikreins degrade multiple matrix components including 
fibronectin, vitronectin, laminin, and collagen I, II, III, and 
IV. Transfection of hK4, hK5, hK6, and hK7 does not affect 
proliferation, but increases invasiveness in vitro and forma-
tion of peritoneal metastasis in nu/nu mice. Kallikrein activ-
ity is inhibited physiologically by serpins and antithrombin-3. 
Several kallikreins are being evaluated as biomarkers for 
detection or prognostication in ovarian cancer where hK5, 
hK6, hK7, hK8, hK10, and hK11 are upregulated and hK14 
downregulated in tissue and in serum. Elevated hK5, hK6, 
hK7, and hK15 have been associated with a poor prognosis 
and elevated hK8 and hK9 with a good prognosis.

Binding of cancer-associated integrins to extracellu-
lar matrix can stimulate chemotaxis and invasion. Adhesion 
of ovarian cancer cells to collagen and clustering of colla-
gen binding integrins activates integrin-mediated signaling 
via SRC kinases to induce expression of EGR1, resulting 
in transcriptional activation of the MT1-MMP promoter 
and subsequent MT1-MMP–catalyzed collagen invasion.2 
Laminin, fibronectin, and collagen can all enhance chemotac-
tic activity associated with activation of Ras/MAP, whereas 
enhanced invasion is observed only with laminin and colla-
gen. The α3, α6, and β1 integrin-mediated signaling through 
Ras/MAP, Erk, and AKT have been implicated in chemo-
taxis and invasion.

Stress hormones—including epinephrine, norepineph-
rine, and cortisol—have been shown to upregulate MMP-2 
and MMP-9 in ovarian cancer cells, enhancing invasion and 
angiogenesis. Chronic behavioral stress produced higher 
levels of tissue catecholamines, greater tumor burden, and 
more invasive growth in an orthotopic murine model of 
ovarian cancer.51 β2 adrenergic receptor-driven cyclic AMP 
(cAMP)-protein kinase A (PKA) and Src signaling increase 
migration, invasion, and vascularization, enhancing tumor 
growth and increasing expression of VEGF, MMP-2, and 
MMP-9.52 Moreover, among ovarian cancer patients, the use 
of beta blockers was significantly associated with reduced 
cancer-related mortality.

Ovarian cancer metastases grow efficiently within the 
peritoneal cavity, but not as well at other sites.43 In the past, 
peritoneovenous shunts were used to palliate intractable 
ascites, resulting in the systemic infusion of large numbers of 
ovarian cancer cells. At postmortem, the majority of ovarian 

cancer patients did not develop widely disseminated macro-
scopic hematogenous metastases, consistent with the pos-
sibility that the “soil” is indeed as important as the “seed.”53 
Predilection for the omentum may be explained by the abil-
ity of adipocytes to secrete adipokines including IL-8 that 
promote chemotaxis and invasion of ovarian cancer cells, as 
well as their ability to provide fatty acids as an energy source 
for rapid cancer growth.54

Angiogenesis

Angiogenesis is an important component of metastatic 
potential. In primary ovarian cancers, microvessel density 
has correlated directly with the propensity to metastasize 
and inversely with disease-free survival.2 VEGF, PDGF, 
acidic FGF, basic FGF, angiopoietin 1 and 2, IL-6, and 
IL-8 can all contribute to angiogenesis in different ovarian 
cancers.2,55-57 Most ovarian cancers express VEGF, which 
stimulates proliferation of endothelial cells and serves as a 
survival factor both for endothelial cells and for ovarian can-
cer cells that express VEGFR family members. Treatment 
with the anti-VEGF antibody bevacizumab has produced 
an objective response rate of 16% in patients with recurrent 
ovarian cancer and has stabilized disease for 5.5 months 
in 50%.56 In randomized trials in first line, the addition of 
bevacizumab to conventional chemotherapy has increased 
progression-free survival by 2.7 to 3.8 months (P = .004, P 
< .001).58,59 Robust predictive biomarkers for response to 
bevacizumab are still being sought. Platelet-derived growth 
factor (PDGF) has been detected in areas of increased blood 
flow in ovarian cancer.2 Pericytes—cells that cover endothe-
lial cells and stabilize vessels—express PDGFR and secrete 
VEGF, creating a paracrine loop with vascular endothelial 
cells that secrete PDGF and express VEGFRs. Conse-
quently, both receptors and both cell types might be targeted 
for more effective antivascular therapy.

Other targets may prove useful for antivascular ther-
apy.57 FAK is overexpressed in more than two thirds of 
human ovarian cancers associated with shorter survival. In 
addition to enhancing migration, invasion, and metastasis 
of cancer cells, FAK activation increases VEGF transcrip-
tion, angiogenic cytokine production, and pericyte migra-
tion. Chemical inhibition or siRNA knockdown of FAK 
in xenograft models has slowed cancer growth, inhibited 
angiogenesis, and enhanced taxane sensitivity. Dll4, one of 
the Delta-like ligands for NOTCH, is overexpressed in 72% 
of ovarian cancers and is an independent predictor of poor 
survival. Inhibiting Dll4 inhibits tumor growth by inducing 
nonproductive angiogenesis with increased vascular density 
and decreased perfusion of tumors. Combining Dll4-targeted 
siRNA with bevacizumab resulted in greater inhibition of 
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tumor growth, compared with bevacizumab alone in ani-
mal models. The availability of gamma secretase inhibitors 
and anti-Dll4 antibodies should facilitate translation to the 
clinic. Zeste homolog 2 (EZH2) is a polycomb protein that 
has been detected in tumor-associated endothelial cells in 
a fraction of ovarian cancers with a poor prognosis. VEGF 
from cancer cells induces EZH2, which methylates and 
silences vasohibin1 (VASH1), a potent anti-angiogenic fac-
tor.60 Silencing EZH2 in tumor-associated endothelial cells 
with siRNA inhibited angiogenesis and reduced xenograft 
growth by reactivating VASH1. Finally, EphA2 is a trans-
membrane tyrosine kinase receptor that is overexpressed in 
76% of ovarian cancers with later stage and higher grade. 
EphA2 receptor activation is required for VEGF-mediated 
endothelial cell migration and has been associated with 
vasculogenic mimicry by cancer cells. Microvessel density 
is increased and MMp-2 and MMP-9 increased in clini-
cal samples that overexpress EphA2. Agonistic monoclonal 
antibodies, receptor-TRAPs, and siRNA have all proven 
effective in preclinical models.

Immunologic and Inflammatory Factors

Cytokines and Chemokines

Ovarian cancers can express up to 1000 times more TNF-α 
than normal ovarian epithelial cells. Some 80% of ovarian 
cancers express TNF-α, regulated translationally and tran-
scriptionally through NF-κB. Ovarian cancer cells can also 
express both TNFRI and TNFRII, receptors that permit 
both autocrine and paracrine stimulation. Exogenous TNF-α  
or IL-1α enhances the expression of endogenous TNF-α 
and increases levels of IL-1α, IL-6, CCL2, CXCL8, and 
M-CSF.61 TNF-α can exert contrasting effects on different 
ovarian cancers by inhibiting, failing to effect, or stimulating 
tumor cell proliferation. In 10% to 25% of tumor cells taken 
directly from patients, TNF-α can stimulate clonogenic 
growth. Knockdown of endogenous TNF-α has inhibited 
the growth and dissemination of ovarian cancer xenografts.2 
Clinical trials have been undertaken with infliximab, which 
blocks TNF-α in ovarian cancer patients. Interaction of 
TNF, CXCL12, and IL6 in an autocrine cytokine network 
can influence angiogenesis, myeloid cell infiltration, and 
NOTCH signaling.

Interleukin-6 (IL-6) also plays an important role in 
mediating paraneoplastic thrombocytosis. Thrombocytosis is 
associated with a poor prognosis and elevated plasma levels 
of thrombopoietin and IL-6.62 Silencing thrombopoietin and 
interleukin-6 abrogated thrombocytosis in tumor-bearing 
mice. Anti–IL-6 antibody treatment significantly reduced 
platelet counts in tumor-bearing mice and in patients with 

epithelial ovarian cancer. In addition, neutralizing IL-6 sig-
nificantly enhanced the therapeutic efficacy of paclitaxel in 
mouse models of epithelial ovarian cancer. Treatment with 
an anti-platelet antibody significantly reduced tumor growth 
and angiogenesis in tumor-bearing mice.

Immunosuppression

Immunodeficiency has been documented in patients with 
ovarian cancer. Advanced disease has been associated with 
defects in delayed cutaneous hypersensitivity and in the 
humoral immune response. Before treatment, T-cell num-
bers and subsets in peripheral blood have been compara-
ble to controls, but functional defects of B cells have been 
detected.2 Following primary chemotherapy, T-cell func-
tion is also compromised. T cells isolated from ascites fluid 
or tumor tissue exhibit decreased expression of the TCR-
zeta chain, and downregulation of the TCR-zeta chain can 
be produced ex  vivo by co-culture of T cells with macro-
phages or soluble tumor-derived factors.2 The presence of 
CD4+CD25+FOXP3+ regulatory T cells suppresses spe-
cific T-cell–mediated immunity in tumor masses but not 
in stroma and has been associated with decreased survival.2 
Plasmacytoid dendritic cells favor the induction of toler-
ance.63 Tumor cells and microenvironmental macrophages 
produce the chemokine CCL22, which mediates trafficking 
of Treg cells. Ovarian cancers can also produce TGF-β and 
several immunosuppressive factors including IL-10, VEGF, 
fibronectin, and mucins.2

Humoral Immune Response

Despite an immunosuppressive environment, antibodies 
against tumor-associated antigens can be found in the blood 
of ovarian cancer patients. Correlation of antibodies against 
MUC1 with favorable risk factors has raised the interesting 
hypothesis that immunity to mucins might suppress the devel-
opment of ovarian cancers, although there may be many differ-
ent reasons for the development of anti-MUC1 antibodies.2 
Antibodies against mesothelin, TP53, and HER2 have been 
found in ovarian cancer patients and are being explored as 
potential biomarkers for early diagnosis and monitoring.

Cellular Immune Response

T cells from ovarian cancer patients can kill autologous 
tumor cells following in  vitro activation. Cytotoxic T cells 
can be generated by incubating peripheral blood lympho-
cytes with dendritic cells that have been pulsed with extracts 

https://CafePezeshki.IR



Molecular Pathogenesis of Ovarian Cancer 545

of autologous, but not allogeneic, ovarian cancers.2 Cytotoxic 
T cells bear Fas ligand and induce apoptosis in cells that 
express Fas, which includes most ovarian cancers. Restricted 
expression of T-cell receptor V-β subtypes has been observed 
in tumor-associated lymphocytes, consistent with antigen-
driven expansion of specific clones. Aberrantly glycosylated 
mucins, including MUC1, are expressed by most ovar-
ian cancers, and T cells reactive with MUC1 and MUC16 
molecules have been obtained from ovarian cancer patients. 
TP53 is mutated in approximately 70% of all ovarian cancers 
and in virtually all high-grade serous ovarian cancers, and T 
cells reactive with TP53 can be detected in some 50%, but 
are also found in a similar fraction of controls with benign 
disease.2 T cells reactive with HER-2 epitopes have been iso-
lated from the ascites fluid of ovarian cancer patients. Other 
antigens have been recognized by T cells from ovarian cancer 
patients, including folate receptor-α, NY-ESO-1, MAGE, 
Sp17, survivin, and telomerase.

T-cell antigen epitopes are recognized in the context of 
specific major histocompatibility complex (MHC) determi-
nants. Normal ovarian surface epithelial cells express class I 
but not class II MHC components. In ovarian cancers, class 
I determinants are expressed in approximately 80%, and 
class II determinants are expressed in 40%.2 The level of class 
I MHC expression in epithelial ovarian cancer cells has cor-
related with the degree of T-cell infiltration in vivo and the 
ability to expand T cells in vitro in the presence of low levels 
of IL-2. Low class I MHC expression is a poor prognostic 
factor in aneuploid ovarian cancers. Antibodies reactive with 
autologous tumor cells have also been identified.

Ascites contains widely varying fractions of lym-
phocytes, macrophages, mesothelial cells, and cancer cells. 
In one study, an average of 51% CD8 T cells, 10% CD4 
T cells, and 27% CD14 macrophages were encountered.2 
A variety of chemokines—CCL-2, 3, 4, 5, 8, and 22—
and their receptors—CCR1, 2a, 2b, 3, 4, 5, and 8—were 
detected, and a direct correlation was found between CCL5 
and the CD3 T-cell infiltration. Chemokine CXCL12 
and its unique receptor CXCR4 have been implicated in 
metastasis of several different cancers. CXCL12 was found 
in 91% of ovarian cancers and CXCR4 in 59%.2 Expres-
sion of CXCR4 was associated with decreased disease-free 
and overall survival. CXCL12 and VEGF are both induced 
in ovarian cancer cells by hypoxia and synergize to induce 
tumor vessels.2 CXCL12 also attracts plasmacytoid den-
dritic cells into ascites that further enhance angiogenesis by 
secreting IL-8 and TNF-α.2

Among the cells that infiltrate solid ovarian cancers, T 
cells are most prevalent, B cells are rare, and macrophages 
vary in number. In addition to the specific cytotoxic effects 
of T cells, the interferons produced by activated T cells 
can inhibit tumor growth, inhibit IL-8 secretion, block 

angiogenesis, upregulate MHC, and augment mucin expres-
sion. Intratumoral T cells have been found in 55% of ovar-
ian cancers and are associated with a 5-year survival rate of 
38%, compared with 4.5% for patients whose tumors lack 
T-cell infiltrates.2 Both CD4 and CD8 cells can be found at 
tumor sites. The presence of CD8 T cells and a high CD8/
CD4 ratio has correlated with the most favorable prognosis, 
related to the adverse effect of CD4+CD25+FOXP3+ regu-
latory T cells within the CD4+ population.2 Ovarian can-
cer cells can secrete M-CSF and MCP1 that exert potent 
chemotactic activity for macrophages. Cytokines and factors 
released from activated macrophages can stimulate (IL-1, 
IL-6, TNF) or inhibit (nitric oxide, TNF) tumor growth. 
Tumor-associated macrophages have impaired phagocytic 
activity and effector function for ADCC. Cytotoxic NK cells 
have been detected in ascites fluid and in solid ovarian can-
cers. Despite these many potential immune effector mecha-
nisms, most ovarian cancers grow progressively.

Based on the immunobiology of ovarian cancer, a 
number of strategies have been evaluated for the treatment 
of the disease.64 Cancer vaccines have included idiotype 
anti-MUC16 (CA125),65 MUC1, CEA, and NY-ESO-1. 
An alternative approach has used autologous ovarian can-
cer extracts, viral oncolysates or primed dendritic cells with 
or without depletion of TREGS using metronomic daily 
cyclophosphamide. Adoptive immunotherapy has been 
performed using tumor infiltrating lymphocytes (TILs) 
expanded ex  vivo with IL-2. In an early nonrandomized 
trial, consolidation of primary therapy with TILs and IL-2 
improved progression-free and overall survival in a small 
group of ovarian cancer patients. Substantial effort has been 
directed in the laboratory toward developing methods for 
optimal expansion and antigen-specific stimulation of TILs, 
as well as to introducing T-cell receptors or chimeric antigen 
receptors (CARs) into T cells. Monoclonal antibodies have 
been used to regulate T-cell activity. Ipilimumab, an anti-
CTLA4 that inactivates a T-cell checkpoint, has produced 
anecdotal responses in ovarian cancer patients.

Conclusion

Despite major progress over the past decade, many critical 
questions remain to be answered if we are to develop thera-
peutic approaches that will optimally benefit patients. An 
understanding of the pathogenesis of epithelial ovarian can-
cer should permit earlier detection and more effective, poten-
tially less toxic, therapy. We will need to embrace the concept 
that ovarian cancer consists of multiple independent diseases 
with two major subgroups of Type I and Type II, with the 
corollary that clinical trials and translational studies must be 
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performed independently on each disease type. Biomarkers 
in addition to CA125 and imaging techniques with higher 
resolution than TVS must be identified to improve the abil-
ity to detect small volumes of disease in the ovary or fal-
lopian tube for both early diagnosis and patient monitoring. 
Autoantibodies against overexpressed wild-type proteins 
and mutant TP53 provide attractive biomarker candidates, 
and SQUID imaging with targeted magnetic nanoparticles 
poses a potentially transformative technology. Low-grade 
Type I cancers are driven by Ras mutations, PI3K activa-
tion, and paracrine IGF signaling, in the context of wild-
type TP53 and expression of ER and PR. Combinations of 
drugs that inhibit MEK, the PI3K pathway, and IGFR need 
to be tested in Type I ovarian cancers. Hormonal therapy, 
particularly in the context of targeted therapy, should be 
explored, especially considering the recent outcomes of trials 
of hormonal manipulation and mTOR targeting in breast 
cancers. High-grade Type II ovarian cancers are driven by 
copy number abnormalities that affect PI3K, NOTCH, and 
other pathways with loss of TP53 and/or BRCA1/2 func-
tion. Dual inhibition of PI3Kness and BRCAness should 
be evaluated in Type II ovarian cancers based on synergis-
tic activity seen animal models. A variety of drugs target-
ing the PI3K pathway are in trials in ovarian cancer, and 
PAPR inhibitors that act as synthetic lethal with defects 
in BRCA1/2 or homologous recombination have shown 
activity in selected patients—providing an opportunity for 
combination trials, which indeed have just been initiated. 
Development of strategies that target mutant TP53 or act 

as a “synthetic lethal” with mutant TP53 constitutes a sig-
nificant knowledge gap that needs to be filled. A number of 
compounds that can bind and potentially normalize func-
tion of TP53 with specific hotspot mutations have been 
developed and are entering clinical trials. Relevant geneti-
cally engineered murine models are needed that are driven 
by copy number abnormalities. Robust biomarkers for stem 
cell–like cells must be identified and strategies devised to 
eliminate dormant cancer cells. Predictive biomarkers are 
also needed to identify patients most likely to benefit from 
bevacizumab. Several other angiogenic targets must be eval-
uated, including FAK, Dll4, EZH2, and EphA2. Finally, 
therapy with vaccines, adoptive therapy, and checkpoint and 
other immunoregulatory antibodies must be combined stra-
tegically with targeted agents.
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Prostate cancer is the most common noncutaneous malig-
nancy and the second leading cause of cancer death in men in 
the United States.1 Prostate-specific antigen (PSA) screen-
ing began in the late 1980s and dramatically increased the 
diagnosis of this disease. An almost-simultaneous decrease 
in disease-specific mortality has been noted.2 Whether this 
is a result of early and enhanced screening, early treatment 
of localized disease, early and aggressive treatment of micro-
metastatic disease, or other unknown reasons is a matter 
of considerable debate. Screening remains widespread but 
controversial because of conflicting evidence demonstrating 
overall survival benefit.3,4 Prostate cancer has a very hetero-
geneous natural history, and screening has resulted in over-
detection and overtreatment of men with indolent prostate 
cancer.3,4 Prostate cancer is not, as yet, curable once it has 
metastasized; however, differentiation of early-stage disease 
that ultimately will progress from disease destined to remain 
indolent is a major research priority. The molecular genetics 
of prostate cancer hold promise for the development of new 
screening and diagnostic tests to resolve this issue.

Several risk factors have been associated with pros-
tate cancer, including age, race, family history, and obesity. 
Subsequently, tumor suppressors, oncogenes, and polymor-
phisms have been analyzed to help explain these risk factors. 
Epigenetic alterations have been observed in prostate cancer 
affecting the expression and function of a large array of genes 
involved in tumorigenesis, tumor progression, and metas-
tasis. The search for new and more specific biomarkers of 
disease continues with increased emphasis on epigenetic and 
genomic alterations predictive of metastasis and aggressive-
ness in this heterogeneous malignancy.

Pathology

Gleason Grade

The Gleason grading system is the most commonly used 
pathologic grading system for adenocarcinoma of the 

prostate. Tissue samples are examined under low magnifica-
tion, and the two most common gland architectural patterns 
are assigned a grade from 1 to 5 and reported as a Gleason 
score. Figure 38-1 demonstrates the three most common 
Gleason scores. Gleason 1 and 2 are rarely seen in contempo-
rary series of patients. Pathologic Gleason grade is the most 
important prognostic variable to the clinical risk assessment 
of newly diagnosed prostate cancer, followed by tumor vol-
ume. The importance of Gleason pattern 4 and 5 volume has 
been correlated with subsequent pathologic stage, metasta-
sis, and outcome. Despite the decrease in prostate cancer–
specific mortality seen in contemporary series, there has been 
a paradoxical increase in the diagnosis of patients with higher 
Gleason grade disease. This may be due in part to changes in 
pathologic criteria for diagnosing Gleason 4 disease, rather 
than a true increase in the incidence of higher grade disease 
as a result of the International Society of Uropathologists 
(ISUP) modifying their recommendations on histological 
grading of prostate cancer by expanding criteria of grade 4 
disease. After this recommendation was published, it was 
projected that many patients previously classified as 3+3 
would be subsequently upgraded to Gleason 3+4.

Prostate cancer is often multifocal, meaning that usu-
ally, multiple, distinct areas of malignancy exist within the 
prostate gland.5 The largest focus of disease is often called 
the index tumor, and the size of this tumor has been used 
in disease prognostication and prediction of metastasis. 
An analysis of genetic alterations in tumor foci and metas-
tases found that metastases were usually homologous with 
at least one tumor focus, but it was not always the index 
tumor. Several studies have described genetic heterogeneity 
within dominant tumor nodules and showed chromosomal 
differences between various areas of the same disease focus. 
Because of the genetic variability of prostate cancer and its 
multifocal nature, debate continues regarding the importance 
of smaller tumors and their impact on tumor progression and 
patient survival. There is genetic heterogeneity within domi-
nant tumor nodules and chromosomal differences between 
various areas of the same disease focus. Because of the genetic 
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variability of prostate cancer as well as its multifocal nature, 
debate continues regarding the importance of smaller tumors 
and their impact on tumor progression and patient survival.

Molecular Pathology

Hereditary Prostate Cancer

Family history is one of the strongest risk factors for the 
development of prostate cancer, with a two- to eightfold 
higher risk of prostate cancer in men with an affected first-
degree relative.6 Prostate cancer associated with familial 
clustering and high incidence of cancer among multiple 
first-degree relatives with a diagnosis before age 60 is con-
sidered hereditary and/or familial prostate cancer (HPC/
FPC). Approximately 9% of all cases are attributable to 
hereditary prostate cancer following an autosomal domi-
nant susceptibility pattern. Prostate cancer susceptibility 

genes have been identified using lineage analysis of affected 
families. Significant linkage between chromosome 1q24-25, 
the HPC1 locus, and hereditary prostate cancer has been 
established. RNASEL, which lies within the HPC1 locus, 
encodes an endoribonuclease that mediates the activities of 
an interferon-inducible RNA degradation pathway. Poly-
morphisms of the RNASEL gene have been associated with 
increased prostate cancer risk. However, not all studies have 
confirmed these findings. Mutations in the RNASEL gene 
do not occur at a greater frequency in patients with famil-
ial prostate cancer compared with patients with sporadic 
prostate cancer. Recent genome-wide association studies 
(GWAS) consistently identified that several single-nucleo-
tide polymorphisms (SNPs) in the 8q24 locus are associated 
with risk of HPC/FPC22. Genetic variants caused by poly-
morphisms or mutations in other genes, such as PALB2, 
BRCA2, the androgen receptor (AR), 5-α-reductase type II 
(SRD5A2), and CYP17, have also been implicated in the 
development of HPC/FPC.

A B

C

Figure 38-1 Examples of Gleason grade 3, 4, and 5 prostate cancer. Gleason grade 3 shows well-formed, separate glands (A). Gleason grade 
4 shows merging or cribriform glands (B). Gleason grade 5 is the most poorly differentiated, and cancer cells no longer form glands but are visible as 
sheets of cells (C).

https://CafePezeshki.IR



Molecular Basis of Prostate Cancer 551

Table 38-1 Oncogenes and Tumor Suppressors Implicated in Prostate Cancer

Gene Chromosome/Locus Function

PCA3 (DD3) 9q21–22 ncRNA with unknown function Oncogene

EZH2 7q35 Gene silencing by histone modification Oncogene

NKX3-1 (NKX3.1) 8p21 Homeobox gene, regulates epithelial growth and differentiation Tumor suppressor

PTEN 10q23 Dual specificity protein/3-lipid phosphatase Tumor suppressor

CDKN1B (p27) 12p11–13 Cyclin-dependent kinase inhibitor Tumor suppressor

KLF6 10p15 Zinc finger transcription factor Tumor suppressor

ERG/ETV1 (ETS family 
TMPRSS2-ERG)

21q22.3/7p21.2 Androgen-responsive fusion protein Fusion oncogene

RB1 (RB) 13Q14–1-14–2 Suppress cell division Tumor suppressor

TP53 (p53) 17p13 Cell cycle control Tumor suppressor

CSMD1 8p23 loss CUB and Sushi multiple domains 1 Tumor suppressor

MAP4K2 11q13.1 gain Mitogen-activated protein kinase 2 Oncogene

MEN1 11q13.1 gain Multiple endocrine neoplasia Oncogene

SF1 11q13.1 gain Splicing factor 1 Oncogene

PPP2R5B 11q13.1 gain Protein phosphatase2, regulatory subunit B isoform Oncogene

NAALADASEL 11q13.1 gain N-acetylated α-linked acidic dipeptidase-like Oncogene

EHD1 11q13.1 gain EH-domain containing 1 Oncogene

Gene Mutation

Early candidate gene approaches have implicated many dif-
ferent genes in prostate cancer. Germline mutations involv-
ing ELAC2 (HPC2), MSR1, and RNASEL genes have been 
reported in familial prostate cancer. The most common 
somatic mutations found in sporadic prostate cancer include 
TP53, PTEN, and AR. Recent whole-genome exon sequenc-
ing analyses identified significant mutated genes, including 
TP53, AR, ZFHX3, RB1, PTEN, APC, MLL2, OR5L1, 
and CDK12. Of these genes, MLL2, OR5L1, and CDK12 
have unknown tumor suppressor functions in prostate can-
cer.7 The most commonly affected signaling pathways by 
genetic alterations are the WNT signaling (TP53, APC, 
CTNNB1, MYC, and SMAD4) and the PTEN interaction 
network (PTEN, MAGI3, and HDAC11).7

DNA Copy Number Variation

DNA copy number variation (CNV) is DNA structure alter-
ation involving relatively large (at least 1 kb) regions. CNV can 
manifest as loss or gain of chromosomal regions. Earlier stud-
ies using fluorescence in situ hybridization (FISH) and com-
parative genomic hybridization (CGH) identified common 
losses at 1p, 6q, 8p, 10q, 13q, 16q, and 18q and gains at 1q, 2p, 
7, 8q, 18q, and Xq. For example, MSR1, NKX3.1, and N33 

are candidate tumor suppressor genes in prostate cancer lying 
within the most commonly deleted regions on chromosome 
8p. MSR1 encodes a receptor on the macrophage cell surface 
that induces binding of oxidized low-density lipoprotein and 
other polyanionic ligands. Mutations, polymorphisms, or loss 
of the MSR1 gene may compromise global macrophage func-
tion, thereby exposing organs, including the prostate, to oxi-
dative stress and damage. Although this gene does not code 
for prostatic proteins directly, oxidative stress has been impli-
cated in the initiation of prostate carcinogenesis.

Loss of 8p23, a region that harbors the CUB and Sushi 
multiple domains 1 gene (CSMD1), has been associated with 
advanced prostate cancer. The retinoblastoma (RB1) gene is 
also a tumor suppressor gene and lies within the 13q locus. 
It is deleted in early prostate cancer development in animal 
models, prostate cancer cell lines, and some human prostate 
cancer specimens. RB1 inactivation in prostate cancer is the 
result of loss of heterozygosity and mutation. The 10q locus 
is lost in up to 45% of prostate cancers examined, and MXI1 
and PTEN are two putative tumor suppressors in this region.

Regions of chromosome amplification in advanced 
prostate cancer include 8q containing the MYC gene and 
Xq11-13 encoding the AR gene. Gene amplification at 
11q13.1 has been associated with disease recurrence. There 
are several candidate genes in this location (Table 38-1), 
but only MEN1 and MAP4K2 correlate with disease 
progression.
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Recent prostate cancer genome sequencing studies 
consistently show that the genes most commonly affected by 
loss of copy number are CHD1, NTSE, PTEN, RB1, and 
TP53, and the most gained genes are AR, MYC, PIK3CA, 
and the HOXA3 cluster. These aberrations are more promi-
nent in castration-resistant prostate cancer compared to 
localized disease.7,8

Gene Fusion

The prostate cancer genome can harbor an average of 90 
chromosomal rearrangements involving many genes. One of 
the most frequent gene fusion events in prostate cancer is the 
fusion of the TMPRSS2 and ERG genes, which are located 
3 Mb apart on chromosome 21q22.2.9 TMPRSS2 is an  
androgen-responsive gene, and ERG encodes an erythroblast 
transformation-specific (ETS) transcription factor. Their fusion 
is believed to be stimulated by androgens that recruit AR and 
TOP2B topoisomerase to chromosomal sites where TOP2B 
introduces double-strand breaks in DNA. TMPRSS2-ERG 
fusion results in overexpression of ETS genes in prostate cancer. 
TMPRSS2-ERG has been identified in 40% to 70% of pros-
tate cancer and correlated with metastasis and disease-specific 
mortality. Gene fusion events such as TMPRSS2-ERG may be 
used for prostate cancer diagnosis through simple PCR detec-
tion of gene fusions in urine sediment.

WNT Signaling and β-Catenin

The Wnt signaling pathway plays a key role in embryonic 
development and is essential for the maintenance of stem 
cells. Wnt is an extracellular protein that interacts with the 
membrane-bound frizzled receptor to initiate its biologic 
activity. Wnt signaling leads to stabilization of CTNNB1 
and its nuclear accumulation. Nuclear CTNNB1 converts 
the TCF/LEF DNA-binding protein complex from a tran-
scriptional repressor into a transcriptional activator. Inap-
propriate activation of the Wnt pathway is observed in many 
cancers and is putatively associated with tumor development.

In mice, CTNNB1 stabilization through targeted 
excision of CTNNB1 exon 3 induces prostate intraepithelial  
neoplasia (PIN)-like lesions that are similar to the early 
stages of human prostate cancer. In human prostate cancers, 
high levels of nuclear CTNNB1 are detectable by immu-
nohistochemistry, whereas their levels are undetectable in 
normal prostate tissue. High levels of CTNNB1 expression 
are associated with the more aggressive prostate tumors. 
Together, these findings imply that inappropriate activation 
of the Wnt signaling pathway can contribute to prostate can-
cer and progression.

There are several mechanisms by which the Wnt 
pathway may be inappropriately activated in prostate can-
cer; DNA methylation plays a key role in several of these 
processes. The adenomatous polyposis coli (APC) gene is 
hypermethylated in prostate tumors relative to samples of 
benign prostatic hyperplasia (BPH; 64.1% vs. 8.7%). APC 
is a key component of the CTNNB1 degradation complex. 
Thus, methylation-dependent silencing of APC can lead to 
CTNNB1 accumulation and Wnt pathway activation.

E-cadherin (CDH1), a cell membrane protein, inter-
acts with CTNNB1 and sequesters it at the inside surface 
of the cellular membrane. However, CDH1 expression is 
often lost in prostate cancers because of chromosomal loss 
or promoter hypermethylation. Thus, because CDH1 is 
no longer present, CTNNB1 is released into the cytoplas-
mic and nuclear compartments, leading to Wnt pathway 
activation. Finally, the secreted-frizzled related proteins 
(SFRPs) and Wnt inhibitory factor-1 (Wif-1) sequester 
Wnt and antagonize Wnt signaling. In this manner, loss of 
SFRP/Wif-1 expression can lead to Wnt pathway activa-
tion. The genes encoding several of the SFRPs and Wif-1 
are epigenetically silenced by DNA methylation in colorec-
tal, lung, bladder, and kidney cancers and lymphocytic 
leukemia. In prostate cancer, Wif-1 expression is strongly 
suppressed. The SFRP1 gene is also aberrantly hypermeth-
ylated in prostate tumors relative to BPH tissue and is par-
tially to completely methylated in several human prostate 
cancer cell lines. These findings suggest that silencing of 
genes antagonist to Wnt may play a role in prostate cancer 
development.

The Wnt signaling pathway may interact with other 
signaling pathways such as the AR-CTNNB1, which in 
turn can upregulate AR transcriptional activity in an andro-
gen-dependent manner. Subsequently, AR enhances nuclear 
translocation of CTNNB1. In addition, PI3K/Akt can 
modulate the activity of CTNNB1 by phosphorylation of 
CTNNB1 by GSK3B, a substrate of Akt.

MicroRNA and Other Noncoding RNA in 
Prostate Cancer

Only a small fraction of the transcription output in human 
genome encodes for proteins. Noncoding RNAs (ncRNAs) 
are arbitrarily classified into two major classes based on their 
size: small (microRNA) and long ncRNA (lncRNA).

MicroRNA and Prostate Cancer

Small ncRNAs, exemplified by microRNA (miRNA), are 
known to regulate diverse biological processes in stem cells, 
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development, differentiation, metabolism, and disease such 
as cancer. Several hundred miRNAs have been identified 
in human cells, and these are transcribed from the genome 
as long, primary miRNAs ranging in size from hundreds to 
thousands of nucleotides. miRNAs depend on multiple pro-
teins for their biogenesis and function. Aberrations in any 
of these proteins will affect miRNA-mediated gene regu-
lation. Expression of Dicer, a key gene in the biosynthesis 
of miRNA, is upregulated in a significant fraction of pros-
tate cancer and is associated with aggressive cancer features. 
Knockout of Dicer in the mouse prostate impairs prostate 
stem cell activity and causes prostate atrophy. Some other 
components of the miRNA machinery (XPO5, Ago1, Ago2, 
HSPCA, MOV10, and TNRC6B) are also upregulated in 
prostate cancer.

Processed miRNAs have been found to regulate gene 
expression by inhibiting protein translation and/or enhanc-
ing the degradation of target gene mRNA with which the 
miRNAs have imperfect sequence complementarity in the 
3′UTR region. It has been predicted that each miRNA can 
target hundreds of genes, and a third of human protein- 
coding genes are regulated by miRNA. An increasing body 
of evidence suggests that miRNAs are involved in the initia-
tion and development of different types of cancers, including 
prostate cancer.

Expression Signature of miRNA  
in Prostate Cancer

High-throughput miRNA expression profiling studies 
have found altered miRNA expression in prostate cancer, 
providing evidence for the involvement of miRNAs in this 
disease. miRNAs that have increased expression or ampli-
fication in cancer can act as oncogenes to enhance cell pro-
liferation and survival by the inhibition of protein-coding 
tumor suppressor genes. They are thus called oncomiRs. 
Several such oncomiRs have been identified in prostate 
cancer cell lines including miR-21, miR-291, miR-221, 
miR-222, and the well-known miR-17-92 cluster, which 
contains six members: miR-17, miR-18a, miR-19a, miR-
20a, miR-19b-1, and miR-92a-1. Some common target 
genes of these oncomiRs include PTEN, BIM, RB1,  
p21, and p27. On the other hand, miRNAs that nor-
mally target and suppress are regarded as tumor sup-
pressor miRNAs (ts-miRNAs). In prostate cancer, the 
miR-15a/16-1 cluster that targets BCL2 and CCND1 
is downregulated in prostate cancer. Forced expression of 
these miRNAs can lead to suppression of cell proliferation 
and induction of apoptosis.10 Other commonly identified 
tumor suppressor miRNAs include miR-34a/b/c, miR-
145, miR-205, and let-7.

miRNA and the AR Signaling Pathway

The AR signaling pathway and miRNAs are engaged 
in reciprocal regulation via multiple interaction points. 
miRNA can suppress AR expression through the canoni-
cal miRNA pathway or affect AR transcriptional activity by 
modulating other AR cofactors such as MYC. A systemic 
analysis of miRNAs identified a number of miRNAs that 
could suppress AR expression post-transcriptionally by tar-
geting the AR 3′UTR element. Similar to protein coding 
genes, miRNA genes are also under the regulation of many 
transcription factors, including AR, which binds to ARE in 
the promoter of many miRNAs. As the first example, AR 
can bind to the ARE of miR-21, a prostate oncomiR, and 
directly regulate its expression as a downstream signaling 
effector.11 Several other miRNAs were later found to be also 
under the regulation of AR, including miR-101, miR-141, 
miR-27a , miR-32, and miR-148a.

miRNA as Biomarkers for Prostate Cancer 
Diagnosis

miRNAs derived from cancer cells can exist as circulating 
extracellular or cell-free RNA and are remarkably stable in 
body fluids such as plasma/serum. These extracellular miR-
NAs can be detected and quantified using either PCR-based 
methods or other high-throughput approaches, includ-
ing miRNA microarray and next-generation sequencing. A 
number of studies have performed miRNA profiling in body 
fluids including serum, plasma, and urine and have identified 
several miRNAs whose levels can serve as diagnostic and/or 
prognostic markers for prostate cancer patients.12,13 Some of 
the miRNAs that consistently exist in prostate cancer patients 
across different studies include miR-141 and miR-375.

lncRNA and Prostate Cancer

The longer class of ncRNAs is known as long intergenic 
RNA (lncRNA), with sizes ranging from a few hundred to 
thousands of nucleotides. lncRNAs can regulate protein-
encoding genes by affecting transcription and chromatin 
state by mechanisms distinct from those used by small 
ncRNAs. Thus genetic alterations and aberrant expres-
sion of lncRNAs can be a causal factor in disease. Several 
lncRNAs pertinent to prostate cancer have been identi-
fied. A 3.7-kb lncRNA known as PCA3 (DD3) has been 
mapped to chromosome 9q21-22 and shown to be highly 
overexpressed in prostate cancer samples. Genetic variation 
in lncRNAs has been found to affect prostate cancer risk. 
Microarray profiling of intronic transcripts identified many 
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ncRNAs expressed in prostate cancer samples, and the 
expression levels of some correlate with the extent of pros-
tate tumor cell differentiation.14 By high-throughput RNA 
sequencing of 102 prostate tissues and cell lines, Prensner 
and colleagues identified 121 unannotated prostate cancer–
associated ncRNA transcripts (PCATs) and have charac-
terized one of them, PCAT-1, as a prostate cancer–specific 
ncRNA functionally implicated in disease progression.

Given the regulatory role of lncRNA in prostate cancer, 
their aberrant expression suggests that they may serve as tumor 
biomarkers. In this regard, Cui and co-workers identified an 
lncRNA termed PlncRNA that expresses higher in prostate 
cancer cells compared to normal prostate epithelial cells.15 
Knockdown of PlncRNA has an inhibitory effect on prostate 
cancer cells, potentially through its regulation of AR activity

Epigenetic Alterations in Prostate Cancer

Epigenetic alterations contribute to the malignant transfor-
mation and progression of prostate cancer. Figure 38-2 shows 
the potential contribution of epigenetic events to the devel-
opment of prostate cancer and its progression to advanced 
and castration-resistant cancer. Initially DNA methylation 
was regarded as a new type of promising biomarker for pros-
tate cancer diagnosis and prognosis, and a therapeutic target. 
Despite intensive research efforts in the past decade, results 
from clinical studies evaluating DNA methylation as a bio-
marker have been disappointing, and so far no biomarker has 
advanced into the clinical arena.

Hypermethylation

DNA hypermethylation is one of the most common and 
best-characterized epigenetic abnormalities in prostate cancer. 
Genes including classic and putative tumor suppressor genes as 
well as genes involved in a number of cellular pathways, such as 
hormonal responses, cancer cell invasion/tumor architecture, 
cell cycle control, and DNA damage repair, can be hypermeth-
ylated in prostate cancer. For many of these genes, promoter 
hypermethylation is often the mechanism responsible for their 
functional loss in prostate cancer. Inappropriate silencing of 
these genes can contribute to cancer initiation, progression, 
invasion, and metastasis. Some commonly hypermethylated 
genes in prostate cancer are discussed next (Table 38-2).

DNA Damage-Repair Genes

Antioxidants and DNA repair pathways protect the genome 
and maintain genome stability during replication or following 

DNA damage. Hypermethylation of genes important for 
such processes, such as glutathione S-transferase Pi (GSTP1) 
and O-6-methylguanine DNA methyltransferase (MGMT), 
has been frequently documented in prostate cancer. GSTP1, 
located at chromosome 11q13, belongs to a supergene family 
of glutathione S-transferases (GSTs) that play an important 
role in the detoxification of carcinogens and cytotoxic drugs 
by catalyzing their conjugation to glutathione. GSTP1 inac-
tivation may lead to increased cell vulnerability to oxidative 
DNA damage and the accumulation of DNA base adducts, 
which can precede carcinogenesis.

In prostate cancer, methylation of the GSTP1 gene 
promoter is the most frequently detected epigenetic altera-
tion. Elevated CpG methylation has been detected in 
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Figure 38-2 Epigenetic alterations in the development of prostate 
cancer Multiple factors are associated with the development of pros-
tate cancer, including genetic predisposition, environmental factors, diet, 
ethnicity, and aging. Many of these factors modify the genome through 
epigenetic effects, and DNA methylation may be an early event causing 
inactivation of DNA damage repair genes such as GSTP1 and MGMT. 
Subsequent inactivation of cell-cycle control genes provides a growth 
advantage leading to locally advanced prostate cancer. Functional loss of 
genes in the cell adhesion pathway, such as CD44, may allow for metas-
tasis. Ultimately, inactivation of AR via DNA hypermethylation allows 
cancer cells to become androgen insensitive. From Li LC, Okino ST, Dahiya R. 
DNA methylation in prostate cancer. Biochim Biophys Acta. 2004;1704:87-102, with 
permission.
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prostate cancer tissues as early as at the stage of atypia and 
PIN. GSTP1 promoter hypermethylation can also be read-
ily detected in the serum/plasma, urine, and ejaculates of 
prostate cancer patients with high specificity but unsatis-
fying sensitivity. Current findings from a large number of 
studies do not support the feasibility of using GSTP1 as 
an independent tumor biomarker, but it may complement 
prostate-specific antigen (PSA) screening for prostate cancer 
diagnosis.

Hormone Receptors

AR mediates testosterone and dihydrotestosterone activity, 
which is essential for the development and maturation of 
the prostate gland and prostate cancer. Most prostate can-
cer is initially androgen dependent, but eventually becomes 
androgen independent after androgen-deprivation therapy. 
Androgen-independent prostate cancers are characterized by 
a heterogeneous loss of AR expression. Genetic alterations 

that alter the sensitivity of the receptor to androgen, such as 
AR gene mutation and, more commonly, amplification with-
out loss of AR expression, are thought to play key roles in the 
development of androgen-independent prostate cancer. The 
prostate expresses two types of estrogen receptors (ERs): 
ERα (ESR1) and ERβ (ESR2), whose functional role in the 
prostate and prostate cancer remains controversial. Hyper-
methylation of ERs leading to decreased expression increases 
with aging and can contribute to tumor progression in pros-
tate cancer patients.

Cell Cycle Control Genes

An important characteristic of tumor cells is unbalanced 
proliferation due to impaired regulation of the cell cycle. The 
multiple checkpoints that control the cell cycle include the 
retinoblastoma protein, cyclins, cyclin-dependent kinases 
(CDKs), and CDK inhibitors (CDKIs). CDKIs are poten-
tial tumor suppressor genes that act as molecular brakes on 
cell cycle progression. Failure of cell cycle arrest due to altera-
tions in CDKI expression has been implicated in prostate 
cancer. CDKIs are grouped into two families: the INK4 
family and the CIP/KIP (kinase inhibitor protein) family. 
The INK4 family includes CDKN2A (p16), CDKN2B 
(p15), CDKN2C (p18), and CDKN2D (p19) and inhibits 
cyclin D–associated kinases (CDK4 and CDK6). The CIP/
KIP family, which includes CDKNIA (p21), CDKN1B 
(p27), and CDKN1C (p57), inhibits most CDKs.

CDKN2A can be inactivated in prostate cancer by a 
variety of mechanisms, including deletion, point mutation, 
and hypermethylation. Methylation-mediated inactivation 
of the CDKN2A gene has been reported in prostate cancer 
cell lines and tissues at a very low frequency (0% to 16%). 
Inactivation of other cell cycle genes such as CDKN2B, 
CDKN1A, and CDKN1B by hypermethylation is rare in 
prostate cancer.

The Ras-association domain family-1 gene (RASSF1) 
is located at 3p21.3 and encodes a protein similar to the RAS 
effector proteins. A tumor suppressor role has been pro-
posed for RASSF1. RASSF1 promoter methylation is a com-
mon event in prostate cancer and high-grade PIN, occurring 
in 54% to 96% of tumors, and increases with higher Gleason 
scores.

Tumor Invasion and Tumor Architecture Genes

The cadherin-catenin adhesion system is critical for the pres-
ervation of normal tissue architecture and is regulated by a 
family of proteins collectively termed cell adhesion molecules 
(CAMs). Decreased expression of CDH1 and other CAMs 

Table 38-2 Epigenetic Changes in Prostate Cancer

Gene Function

Hypermethylation

GSTP1 Detoxification if electrophilic 
compounds

RASSF1 Similar to RAS effector proteins

AR Androgen effects +/–

ESR1, ESR2 Estrogen effects

CCND2, CDKN2A, CDKN1A, SFN Inhibit cyclin D–associated kinases, 
other cyclin-dependent kinases

CD44, CDH1, LAMA3, LAMB3 Cell architecture

MGMT DNA damage repair gene

DAB2IP, EDNRB, RASSF1 Signal transduction

PTGS2 Inflammatory response

Hypomethylation

CAGE Novel testis antigen

HPSE Heparanase

PLAU Urokinase plasminogen activator

MAGE11 Melanoma antigen gene protein-A11

Histone modification

VDR Vitamin D receptor

CPA3 Carboxypeptidase A3

RARB Retinoic acid receptor β

KLK3 Prostate-specific antigen

DAB2IP Tumor suppressor
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has been reported to have prognostic significance in various 
human cancers, including prostate cancer. In prostate cancer, 
expression of CDH1 is markedly suppressed and its pro-
moter is methylated to varying degrees. In addition, meth-
ylation of the CDH1 promoter is increased in advanced 
prostate cancer, making it a potential biomarker for cancer 
progression.

CD44 is an integral membrane protein involved in 
matrix adhesion and signal transduction. Loss of CD44 
expression correlates with methylation of its gene promoter 
in prostate cancer and is associated with stage and prognosis. 
Other genes involved in the cadherin-catenin adhesion sys-
tem have also shown methylation-mediated inactivation in 
prostate cancer, such as H-cadherin, adenomatous polypo-
sis coli (APC), caveolin-1 (CAV1), laminin α-3 (LAMA3), 
laminin β-3 (LAMB3), and laminin γ-2 (LAMC2).

Other Putative Tumor Suppressor Genes

Other possible tumor suppressor genes that are subject to 
epigenetic inactivation in prostate cancer include KAI1 
(a prostate-specific tumor metastasis suppressor gene), 
inhibin-α (a member of the TGF-β family of growth and 
differentiation factors), and DAB2IP, a novel GTPase-acti-
vating protein for modulating the Ras-mediated signal path-
way.16 Recent high-throughput DNA methylation profiling 
in prostate cancer cell lines and tissues unveiled methylated 
genes such as SLC15A3, KRT7, TACSTD2, GADD45b17 
OXD3 and BMP718PR83, ADCY4, LOC63928, and 
D4S234E;19 however, these genome-wide analyses seem not 
to have yielded consistent information identifying new pros-
tate cancer biomarkers.

Hypomethylation

Both global and gene-specific hypomethylation have been 
implicated in human malignancy. The PLAU gene encodes 
urokinase plasminogen activator and is highly expressed in 
most prostate cancer tissues and invasive prostate cancer 
cell lines. DNA methylation and gene amplification may 
participate in the regulation of the PLAU gene in prostate 
cancer. Hypomethylation of the PLAU promoter is asso-
ciated with increased expression in hormone-independent 
prostate cancer cells, higher invasive capacity in  vitro, and 
increased tumorigenesis in  vivo. Other hypomethylated 
genes in prostate cancer include CAGE, a novel cancer/testis 
antigen gene; heparanase (HPSE), CYP1B1, and Melanoma 
antigen gene protein-A11 (MAGE-11). HPSE, an endo-β-
D-glucuronidase, and CYP1B1 are overexpressed and sub-
stantially hypomethylated in prostate cancer compared with 

benign prostatic hyperplasia samples. Aberrant hypometh-
ylation of repetitive DNA elements such as LINE-1 and 
ncRNA such as XIST also occurs in prostate cancer.

Histone Modification

DNA is organized into a nucleoprotein complex termed chro-
matin. The basic chromatin unit is the nucleosome, which is 
composed of 146 bp of DNA wrapped around four pairs of 
histone proteins. The N-terminal tails of histones are posi-
tioned outside the nucleosome core and are thus susceptible 
to covalent modifications including acetylation and methyla-
tion. Acetylation and deacetylation of histone tails are cata-
lyzed by histone acetyltransferase (HATs) and deacetylases 
(HDACs), respectively. Through histone acetylation, HATs 
have been shown to increase the activity of several transcrip-
tion factors, including nuclear hormone receptors, which 
facilitate promoter access to the transcriptional machinery. 
Conversely, HDACs cause histone deacetylation, which is 
associated with transcriptional repression. Histone meth-
ylation is facilitated by histone methyltransferases (HMTs), 
which use S-adenosylmethionine as a methyl donor group 
to the lysine and arginine residues of histone protein pairs 
H3 and H4. Like histone acetylation, histone methylation is 
reversible and is facilitated by at least two enzymes: lysine-
specific demethylase1 (LSD1) and JmjC domain-containing 
histone demethylase1 ( JHDM1).

The expression of many genes is aberrantly regulated 
in prostate cancer through histone modification. Tumor-
specific alterations in the enzymes that modify histone states 
can alter global histone modification profiles. For example, 
MLL2 encodes an H3K4-specific histone methyltransfer-
ase that is recurrently mutated in multiple cancers includ-
ing prostate cancer. Also, the loss of acetylation of H3 and 
H4 resulting from increased HDAC activity may also be of 
importance in prostate cancer. Treatment of prostate can-
cer cells with HDAC inhibitors increased the expression of  
specific genes such as insulin-like growth factor binding  
protein-3 and carboxypeptidase A3 (CPA3), thereby suggest-
ing a role for histone acetylation in aberrant gene regulation.

Polycomb Group Transcriptional 
Repression

The Polycomb group (PcG) proteins are developmental 
regulators that silence chromatin through H3K27 methyla-
tion. Enhancer of Zeste 2 (EZH2) and SUZ12 are mem-
bers of the PcG proteins that are overexpressed in prostate 
cancer and are highly associated with tumor aggressiveness. 
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Other studies reveal that EZH2 is overexpressed and associ-
ated with aggressiveness in cutaneous melanoma, endome-
trial cancer, bladder cancer, and breast cancer. In addition, 
other PcG proteins, BMI1 and RING1, are also overex-
pressed in aggressive prostate cancers. The EZH2 complex 
silences gene expression by catalyzing H3K27 methylation 
to generate an inaccessible, heterochromatic chromatin con-
figuration. In addition, EZH2 was found to control DNA 
methylation through direct physical contact with DNA 
methyltransferase. It is unclear how EZH2 is overexpressed 
in prostate cancer. EZH2 overexpression in prostate can-
cer causes the silencing of developmental regulators and 
tumor suppressor genes such as ADRB2, CDH1, DAB2IP, 
SNCA, and SOCS via histone methylation, conferring on 
cancer cells a stem cell–like epigenetic state, because PcG is 
a stem cell–specific marker including cancer stem cells and 
plays an important role in maintaining the undifferentiated 
state of embryonic stem (ES) cells. Pharmacologic disrup-
tion of polycomb repressive complex 2 has been shown to 
inhibit prostate tumorigenicity and tumor progression in 
animal models of prostate cancer.

PSA

The PSA (KLK3) gene contains an androgen receptor 
response element in its 5′ regulatory region. Methylation of 
H3K4 is associated with transcriptional inactivation of the 
PSA gene in the prostate cancer cell line LNCaP, and tran-
scription of the PSA gene is accompanied by rapid decreases 
in di- and trimethylated H3 at lysine 4. In addition, a lysine-
specific demethylase (LSD1) has been found to interact with 
the androgen receptor to stimulate the AR-dependent tran-
scription of PSA in LNCaP cells by removing the methyl 
group at H3K9. An inhibitor of LSD1, pargyline, can block 
AR-dependent transcription by blocking histone demethyl-
ation. The net effect of methylation on the PSA gene needs 
to be carefully considered, however, because PSA is a marker 
of disease progression rather than a causal factor.

Aberrant Translational Control in Prostate 
Cancer Etiology and Progression

In addition to the genomic and transcriptional alterations 
that drive cancer initiation and progression, there is an 
emerging appreciation for how altered protein synthesis 
may have a direct causal role in cancer etiology. The under-
standing of translational control has undergone a paradigm 
shift towards a greater appreciation for specificity in this 
step of gene expression regulation. For example, genes that 
encode distinct factors involved in translation initiation, the 

first and most highly regulated step of protein synthesis, are 
often found aberrantly expressed in human cancers.19a-19c 
Furthermore, translation of mRNA networks involved in 
tumor suppression and oncogenic transformation is con-
trolled by the presence of regulatory elements in their 5’- and  
3’UTRs such as internal ribosome entry sites (IRESes), 
structured RNA sequences, RNA binding protein domains, 
and miRNA binding sites. Most importantly, activity of an 
entire repertoire of translational components is controlled 
by oncogenic signal transduction pathways such as RAS, 
PI3K-AKT-mTOR, and MYC, which are master regula-
tors of protein synthesis. These oncogenic signaling path-
ways are commonly deregulated in human prostate cancer 
and have been shown to promote cancer initiation and  
progression.19d-19h A striking example is the convergence of 
RAS, PI3K-AKT-mTOR, and MYC pathways on transla-
tion initiation. In this context, these pathways share a com-
mon regulatory node: oncogenes19i and translational initiation 
factor eIF4E, which controls global protein synthesis as well 
as the translation of specific mRNA targets.19b,19g-19l eIF4E is 
the best characterized and rate-limiting factor of the eIF4F  
translation initiation complex. The activity of eIF4E is 
negatively regulated by the tumor suppressor eIF4E binding 
proteins (4EBPs), which are phosphorylated and inhibited 
by the mTOR kinase.

Deregulation of the 4EBP/eIF4E axis has been linked 
to prostate cancer initiation and progression. In particular, it 
has been shown that eIF4E phosphorylation, which directs 
eIF4E activity, is necessary for tumorigenesis in a mouse 
model of prostate cancer driven by PI3K-AKT-mTOR 
hyperactivation.20 Restraining the oncogenic activity of 
eIF4E downstream of hyperactive mTOR to normal levels 
inhibits tumor progression and leads to overall increased 
survival rates.21 One of the molecular mechanisms under-
lying eIF4E’s oncogenic activity is its ability to upregulate 
the translation of pro-survival factors. For example, dis-
tinct mRNAs with highly structured 5′UTRs (which is an 
obstacle for translation initiation), such as the anti-apoptotic 
protein Mcl-1, are more efficiently translated on eIF4E 
hyperactivation.19b Mechanistically, eIF4E recruits the 
eIF4A helicase to unwind these 5′UTR structured elements, 
leading to the translational upregulation of specific mRNAs 
such as Mcl-1.22,23 Thus, eIF4E hyperactivation provides a 
survival advantage for cancer cells.

Genetic and pharmacological inhibition of the 
4EBP1/eIF4E axis downstream of oncogenic mTOR also 
significantly inhibits the invasive and metastatic potential 
of prostate cancer.19l The molecular mechanism by which 
hyperactive eIF4E exploits specific cellular processes to drive 
cancer progression is also mediated through the selective 
translation of distinct nodes of mRNAs. In this context, 
the translation of a novel signature of metastasis-associated 
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mRNAs is found to be upregulated during prostate can-
cer invasion. This cancer cell invasion network includes the 
intermediate filament protein vimentin,24 whose expression 
is increased during cancer progression; CD44, an antigen 
involved in cell migration that is also associated with can-
cer metastasis;25 metastasis associated protein 1 (MTA1), 
which promotes neoangiogenesis in metastatic forms of can-
cer;26,27 and Y-box binding protein 1 (YB-1).28 The eIF4E-
mediated translation of this invasion signature is dependent 
on a newly identified regulatory element termed a pyrimi-
dine-rich translational element (PRTE) in the 5’UTR 
of these mRNAs. Importantly, a new and potent class of 
compounds that blocks mTOR oncogenic activity through 
inhibition of eIF4E (known as mTOR ATP site inhibi-
tors) decreases the expression of the invasion signature and 
demonstrates therapeutic efficacy during all stages of pros-
tate cancer progression and metastasis. Additional mRNA 
targets that direct cell invasion are also controlled by eIF4E 
including matrix metalloproteinase 9 (MMP9), an enzyme 
that aids breakdown of extracellular matrix (ECM), and 
heparanase, which degrades the interior lining of blood ves-
sels. Thus, deregulation of translational control represents a 
highly specific mechanism for targeting critical nodes of gene 
expression that can steer prostate epithelial cells towards 
transformation and cancer progression.19l,29,30 Interestingly, 
recent studies have uncovered that YB-1 in turn promotes 
cap-independent modes of translation for other mRNAs 
involved in metastasis.

Components of the translational machinery are 
increasingly being recognized as potential biomarkers of dis-
ease progression and attractive therapeutic targets in pros-
tate cancer. eIF4E overexpression is common in multiple 
cancer types, including malignancies of the prostate, breast, 
stomach, colon, lung, skin, and the hematopoietic system.30 
In prostate cancer, eIF4E protein and phosphorylation levels 
as well as 4EBP1 phosphorylation status correlate positively 
with Gleason grade.31,32 Furthermore, in postprostatectomy 
prostate cancer patients, elevated eIF4E expression and 
increased 4EBP1 phosphorylation are predictive of worse 
overall survival.32 Beyond the translational machinery itself, 
specific downstream mRNA targets of translation initia-
tion factors, including the eIF4E-directed invasion signature 
described earlier, are also candidate biomarkers for prostate 

cancer progression. For example, prostate cancer patients 
exhibit stepwise increases in YB-1 expression at every stage 
of the disease from normal prostate to castration-resistant 
prostate cancer.19l Furthermore, the matrix metalloprotein-
ase, MMP3, which is a translationally regulated mRNA 
responsive to eIF4E phosphorylation, is highly expressed in 
prostate cancer.31 Other initiation factors are also emerging 
as biomarkers, including eIF3H, a component of the trans-
lation pre-initiation complex that is highly overexpressed at 
the protein level in human prostate cancer.33 In addition to 
the translation initiation machinery, there is evidence sug-
gesting that the abundance of rRNA (ribosomal RNA), a 
critical component of the ribosome, increases with advanced 
prostate cancer.34,35 Moreover, the gene that encodes a key 
enzyme that modifies specific rRNA nucleotides, known 
as DKC1, is significantly overexpressed in prostate cancers, 
particularly in patients with aggressive disease. Therefore, 
multiple components of the translation machinery as well 
as downstream mRNA targets may have significant predic-
tive power that could help delineate between prostate cancer 
patients with indolent and those with aggressive forms of the 
disease. Most importantly, next-generation therapeutics have 
shown great promise in preclinical and Phase I clinical trials 
at targeting the oncogenic translation machinery in prostate 
cancer.37,38

Future Directions

The search for new biomarkers is under way to aid in the 
diagnosis, prognosis, and decision-making process of men 
with prostate cancer. Because of the multitude of mecha-
nisms of carcinogenesis, many approaches can be taken to 
accomplish these aims. Because epigenetic events are theo-
retically reversible, novel therapies that target hyper- or 
hypomethylated genes or histone acetylation implicated in 
prostate cancer aggressiveness and progression could bring 
new hope to patients with metastatic disease. Although the 
past two decades have been largely dedicated to the use and 
importance of PSA, the future of prostate cancer detection 
and treatment will be refined by discoveries in molecular 
biology.
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Kidney cancer is one of the 10 most common cancers in 
the United States in both men and women. A number of 
subtypes of kidney cancer exist. Historically these subtypes 
have been recognized based on their histological appearance, 
but it is also now known that each subtype has characteris-
tic molecular abnormalities as well. Germline and somatic 
genetic studies have helped identify tumor suppressor 
genes and proto-oncogenes that play roles in kidney cancer 
pathogenesis.

The principal objectives of this chapter are to review 
the following: (1) the epidemiology of kidney cancer, (2) the 
histopathological subtypes of kidney cancer, (3) the genetic 
alterations linked to hereditary kidney cancer, (4) the molec-
ular pathogenesis of kidney cancer with a focus on clear cell 
renal carcinoma, and (5) the potential utility of this infor-
mation for the early detection and management of kidney 
cancer.

Epidemiology

Kidney cancer accounts for more than 3% of all malignant 
diseases. It occurs more frequently in men than in women 
(M/F ratio = 1.7:3.4), with highest incidence in the sixth 
and seventh decades. In the United States, incidence rates 
tend to be higher in African-Americans compared to Cau-
casians.1 In the past 65 years, the incidence of kidney cancer 
has increased steadily at about 2.5% per year. Most kidney 
cancers (more than 90%) arise in the kidney parenchyma; 
the remainder originate from the renal pelvis. Renal cell car-
cinoma (RCC) is the most common form of cancer of the 
kidney parenchyma that occurs in adults.1 Most RCCs, in 
turn, are clear cell renal carcinomas (ccRCC).

There is strong evidence that genetic factors are linked 
with an increased risk of RCC. Although most renal can-
cers are sporadic, a small percentage of patients (2% to 5%) 
have an inherited predisposition to the disease2 (Table 39-1). 
In further support of the notion that genetic factors may 

predispose to renal cancer, a genome-wide association study 
of RCC recently identified two susceptibility loci, one linked 
to EPAS1 on 2p21 that encodes hypoxia inducible factor-2 
alpha (HIF2α) and another linked to a HIF-binding site 
near the Cyclin D1 locus.3,4

Kidney Cancer Histopathology

It is widely accepted that RCC is not a single disease but 
includes different types of epithelial malignancies of the 
kidney that are characterized by different histopathologic 
features and also display different genetic alterations and 
clinical behavior.5,6 The current World Health Organization 
(WHO) classification of kidney tumors is based on both 
histopathologic and molecular criteria and recognizes 10 
major types of RCCs (Table 39-2). Clear cell RCC (ccRCC) 
is the most common renal cancer type and accounts for 70% 
to 80% of all cases.

Papillary RCC (pRCC) represents approximately 10% 
of RCC cases. Chromophobe RCC (chRCC; about 5% of all 
cases) is grossly a well-circumscribed tumor with a gray to 
brown cut surface. Microscopically, it consists of tumor cells 
with pale cytoplasm and prominent cell membrane.

Xp11 translocation RCCs, which bear gene fusions 
involving the TFE3 gene at Xp11.2, represent the vast major-
ity of translocation RCCs (tRCCs). Histologically, tRCC 
usually shows a papillary pattern of growth and the presence 
of cells with abundant clear or eosinophilic cytoplasm.

Hereditary Kidney Cancer Syndromes  
and Molecular Pathways of  
Kidney Carcinogenesis

Studying rare families that are predisposed to cancer because 
of highly penetrant germline mutations has often led to the 
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discoveries of genes and pathways that play much broader 
roles in human cancer. In particular, the genes linked to 
these particular syndromes are often somatically mutated 
in the sporadic counterparts of the tumors that define these 
syndromes.

Approximately 2% to 5% of kidney cancers are linked 
to a recognized cancer predisposition syndrome, and there is 
at least one such syndrome for each of the major histologi-
cal kidney cancer subtypes (see Table 39-1). Germline VHL 
mutations cause VHL disease, in which ccRCC is a domi-
nant feature, whereas germline c-Met and fumarate hydra-
tase mutations are linked to hereditary Type 1 and Type 2 
pRCC, respectively. Germline FLCN mutations cause famil-
ial oncocytomas together with an increased risk of renal cell 
carcinoma (especially chRCC).

von Hippel-Lindau Disease

von Hippel-Lindau disease is an autosomal dominant dis-
order caused by germline loss-of-function mutations of the 
von Hippel-Lindau tumor suppressor gene (VHL), which is 
located on chromosome 3p25, and affects about 1 in 35,000 
people.7 Most VHL patients, however, will exhibit some 
manifestations of their disease by early adulthood. Heman-
gioblastomas and kidney cancer are the two leading causes of 
death in this population. All patients with a clinical diagno-
sis of VHL disease harbor a VHL mutation. A number of 
genotype-phenotype correlations have been described in this 
setting, however, with respect to the risk of developing spe-
cific tumors such as kidney cancer and pheochromocytoma. 
Type 1 VHL disease is associated with low risk of pheo-
chromocytoma and Type 2 with a high risk of pheochromo-
cytoma. Type 2 disease is subdivided into Type 2A (low risk 
of kidney cancer), Type 2B (high risk of kidney cancer), and 
Type 2C (pheochromocytoma only).

Somatic VHL Mutations and Hypermethylation 
in Sporadic Clear Cell Renal Carcinoma

Of sporadic ccRCCs, 40% to 80% have inactivated both VHL 
alleles (maternal and paternal), most often as a result of a 

Table 39-2 2004 WHO Classification Of RCC

Clear cell renal cell carcinoma
Multilocular clear cell renal cell carcinoma
Papillary renal cell carcinoma
Chromophobe renal cell carcinoma
Carcinoma of the collecting ducts of Bellini
Renal medullary carcinoma
Xp11 translocation carcinomas
Carcinoma associated with neuroblastoma
Mucinous tubular and spindle cell carcinoma
Renal cell carcinoma, unclassified

Table 39-1 Inherited Renal Cancer

Syndrome/Disease Kidney Cancer Type(s) Extrarenal Manifestations Gene (Locus)

von Hippel-Lindau (VHL) Clear cell RCC CNS and retinal hemangioblastomas,  
pancreatic cysts and neuroendocrine tumors, 
 phechromocytomas, endolymphatic sac tumors

VHL (3p25)

Hereditary papillary renal  
carcinoma (HPRC)

Papillary RCC, type 1 — MET (7q31)

Hereditary leiomyomatosis and  
renal cell carcinoma (HLRCC)

Papillary RCC, type 2 Leiomyomas, leiomyosarcomas FH (1q42)

Birt-Hogg-Dubé (BHD) Chromophobe RCC, oncocytic  
tumors, clear cell RCC (rare)

Cutaneous lesions (fibrofolliculomas), pulmonary 
cysts, and spontaneous pneumothorax

FLCN (17p11)

Familial clear cell renal cell  
carcinoma (FCRC)

Clear cell RCC — ?

Tuberous sclerosis (TS) Angiomyolipoma, clear cell RCC  
(rare)

Cortical tubers, subependymal giant cell 
 astrocytomas, cutaneous lesions, cardiac 
 rhabdomyomas, pulmonary cysts, retinal 
hamartomas

TSC 1 (9q34) TSC 
2 (16p13)

Constitutional chromosome 3 
translocation

Clear cell RCC — ?

Hyperparathyroidism–jaw tumor 
syndrome (HPT-JT)

Mixed epithelial-stromal tumors,
Wilms tumor (rare)

Parathyroid adenomas and carcinomas,  
ossifying fibromas of the jaw

CDC73 (1q25)

Familial papillary thyroid  
carcinoma (fPTC)

Papillary RCC Papillary thyroid carcinomas, multinodular  
goiters

? (1q21)

Pheochromocytoma/paraganglioma 
syndrome type 4 (PGL4)

Various histological types have  
been reported

Pheochromocytomas and paragangliomas, 
 gastrointestinal stromal tumors

SDHB (1p36)
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somatic intragenic mutation affecting one VHL allele and a 
large chromosome 3p somatic deletion spanning the other 
(Table 39-3). In short, the VHL tumor suppressor gene, like 
the RB1 tumor suppressor gene, conforms to the Knudson 
two-hit model of carcinogenesis. An additional 10% to 20% 
of clear cell renal carcinomas have not sustained VHL muta-
tions but fail to produce normal levels of the VHL mRNA 
(and hence protein) because the maternal and paternal VHL 
loci are hypermethylated. Some other clear cell carcinomas 
display a transcriptional signature suggestive of VHL inac-
tivation despite an apparent absence of VHL mutations or 
hypermethylation.

VHL Protein Function

The VHL gene encodes two proteins by virtue of two alter-
native, in-frame, translation initiation codons.8-10 Both pro-
tein isoforms behave similarly in most (but not all) assays 
performed to date, and the VHL mutations linked to kid-
ney cancer almost invariably affect both isoforms. pVHL 
dynamically shuttles between the cytoplasm and the nucleus, 
although at steady state most of the protein is cytoplasmic. 
pVHL is a multifunctional protein whose function relates to 
its role as the substrate recognition module of an E3 ubiquitin 
ligase complex that also contains elongin B, elongin C, Cul2, 
and Rbx111 (Figure 39-1). The crystal structure of pVHL 

bound to elongin B and elongin C reveals that pVHL has two 
subdomains, called the alpha domain and the beta domain, 
which are hotspots for mutations in VHL disease and 
which are, directly or indirectly, affected by kidney cancer– 
associated mutations. A number of putative pVHL sub-
strates have been identified, including members of the HIF 
transcription factor family.

The HIF Transcription Factor

HIF (hypoxia-inducible factor) is a heterodimeric transcrip-
tion factor consisting of an alpha subunit and a beta subunit, 
both of which are members of the basic Helix-Loop-Helix-
PAS domain family.12,13 There are three human HIFα 
(HIF1α, HIF2α, HIF3α) and three human HIFβ (often 
referred to as ARNTs for aryl hydrocarbon receptor nuclear 
translocators) family members.

In the presence of oxygen, HIFα is hydroxylated on 
one (or both) of two prolyl sites by members of the EglN 
(also called PHD) prolyl hydroxylase family14 (see Figure 
39-1). Hydroxylation of either of these sites generates a 
binding site for pVHL, which then directs the polyubiqui-
tylation of the HIFα subunit. Once ubiquitylated, HIFα is 
then degraded by the proteasome. Under low-oxygen con-
ditions EglN activity is impaired because these enzymes 
require oxygen, in addition to 2-oxoglutarate and reduced 
iron, in order to function. This leads to stabilization and 
accumulation of HIFα, which then binds to HIFβ, trans-
locates to the nucleus, and activates 100 to 200 genes that 
contain hypoxia-response elements and promote adaptation 
to hypoxia. In contrast to HIF1α and HIF2α, most of the 
HIF3α isoforms detected in cells, which arise because of 
alternative splicing of the HIF3α mRNA, lack transactiva-
tion capability and may, in fact, serve to blunt HIF1α and 
HIF2α activity.

HIF and Kidney Cancer

In pVHL-defective ccRCC, polyubiquitylation of HIFα is 
impaired, leading to inappropriate activation of HIF target 
genes under normoxic conditions. HIF activates a number 
of genes that are believed to play, or suspected of playing, 
roles in kidney carcinogenesis, including TGFα, Cyclin D1, 
SDF1, CXCR4, MMP family members, PDGF B, and 
VEGF. The increased expression of factors such as VEGF 
likely contributes to the highly angiogenic nature of clear cell 
renal carcinomas and their responsiveness to VEGF block-
ade. The overproduction of the canonical HIF target eryth-
ropoietin accounts for the association of VHL-associated 
neoplasms, including renal carcinomas, with paraneoplastic 

Table 39-3 Somatic Genetic Alterations in Sporadic Renal Carcinomas

Histologic Type Genetic Alterations Frequency of Alterations

Clear cell RCC Mutations
VHL 42%-82%
PBRM1 ∼40%
BAP1 ∼15%
Copy number 

alterations
3p deletion 86%-98%
5q gain 40%-69%
14q deletion 20%-42%

Papillary RCC Mutations
MET 0%-13%
Copy number 

alterations
Trisomy 7, 17 61%-89%

Chromophobe RCC Copy number 
alterations

Monosomy 1, 2, 6, 10, 
13, 17

68%-100%

Translocation RCC Translocations
Translocations involv-

ing Xp11.2 (TFE3)
>90%

t(6;11)(p21;q12) 
(Alpha-TFEB)

Rare

Medullary  
carcinoma

Translocations
t(2;10)(p23;q22) 

(VCL-ALK)
?
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erythrocytosis.15 HIFα, acting without its partner HIFβ, 
can also activate Notch signaling, which has been implicated 
in renal carcinogenesis.

Several lines of evidence suggest that deregulation of 
HIF, and particularly deregulation of HIF2α, plays a causal 
role in pVHL-defective renal carcinoma. To date virtually all 
kidney cancer–associated VHL mutations, whether germ-
line or somatic, compromise pVHL’s ability to regulate HIF, 
and the risk of developing kidney cancer in VHL families 
correlates well with the degree to which their mutant VHL 
alleles deregulate HIF. Close examination of preneoplastic 
renal lesions in VHL patients reveals that the appearance of 
HIF2α is associated with histological changes indicative of 
incipient malignant transformation.

In stark contrast to HIF2α, HIF1α appears to act as a 
renal cancer suppressor. HIF1α resides on chromosome 14q, 
which is frequently deleted in kidney cancers. HIF1α mRNA 
and protein is decreased in a sizable fraction of clear cell renal 
tumors, and HIF1α-responsive mRNAs are diminished 
in 14q-deleted renal tumors. It should be noted, however, 
that most 14q-deleted clear cell renal tumors, in contrast 
to cell lines, appear to retain a wild-type HIF1α allele. It 
is therefore possible that haploinsufficiency of HIF1α pro-
motes tumor growth in vivo and that reduction to nullizy-
gosity occurs during tumor progression (most cancer lines 
are derived from metastatic lesions) or establishment and 
propagation of cell lines. Although rare, intragenic HIF1α 
mutations have been reported in kidney cancers. Collectively, 
these findings suggest that HIF1α is a target of the 14q dele-
tions that are typical of clear cell renal carcinomas.

The differential effects of HIF1α and HIF2α in 
pVHL-defective tumor growth likely reflect both qualitative 

and quantitative differences. For example, the genes regulated 
by HIF1α and HIF2α overlap but are clearly not identical. 
Perhaps HIF1α preferentially induces the expression of a renal 
tumor suppressor, or suppressors, whereas HIF2α preferen-
tially induces the expression of one or more downstream onco-
genes. Moreover, HIF1α can potentially antagonize HIF2α 
with respect to the induction of shared targets under normoxic 
conditions in pVHL-defective cells because transcriptional 
activation by HIF1α, in contrast to HIF2α, is enfeebled by 
the oxygen-dependent asparaginyl hydroxylase FIH1.

HIF-Independent pVHL Functions

pVHL has a number of other functions that appear to be at least 
partially HIF-independent and that might contribute to renal 
cancer suppression. For example, pVHL promotes fibronectin 
matrix assembly, maintains microtubule stability and a special-
ized structure called the primary cilium, suppresses the activat-
ing phosphorylation of the NFκB agonist CARD9, suppresses 
signaling by HGF and c-MET, suppresses Wnt signaling, 
inhibits atypical PKC activity, promotes the Cbl-independent 
ubiquitylation of EGFR, and regulates senescence. The ciliary 
defect in pVHL-defective renal epithelial cells is particularly 
intriguing because renal cysts are a prominent feature of both 
VHL disease as well as the other primary ciliopathies.

Mouse Models of VHL Disease

There are currently no genetically engineered mouse models that 
develop VHL–/– clear cell renal carcinomas. VHL–/– embryos  

Figure 39-1 Regulation of HIF by 
pVHL In the presence of oxygen, HIFα 
is hydroxylated on one (or both) of two 
conserved prolyl residues by EglN family 
members. This creates a binding site for 
pVHL, which is stably bound to elongin 
B (B), elongin C (C), Cul2, and Rbx1 (R). 
This complex then polyubiquitylates HIFα, 
marking it for proteasomal degradation. 
Under low-oxygen conditions, or in 
cells lacking pVHL, HIFα binds to ARNT, 
translocates to the nucleus, and activates 
HIF target genes such as VEGF. EglN 
family members require 2-oxoglutarate, in 
addition to oxygen, and are inhibited by 
succinate and fumarate.
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die before term, and VHL+/– do not develop the usual 
stigmata of VHL disease. They do, however, develop hepatic 
blood vessel lesions that are associated with stochastic loss 
of the remaining wild-type VHL allele and HIF activation. 
VHL has also been inactivated using conditional alleles in a 
variety of mouse tissues, leading to phenotypes such as renal 
cysts (kidney), hepatosteatosis and hemangiomas (liver), car-
diomyopathy (heart), and increased angiogenesis and weight 
loss (skin). Concurrent inactivation of PTEN in the kidney 
exacerbates the renal cyst phenotype but still does not lead 
to renal tumor formation. In most of the models tested so 
far, deregulation of HIF2α appears to be necessary and suf-
ficient for the pathology observed on after pVHL loss in 
mouse tissues.

Other Hereditary Forms of Cancer

Individuals with germline activating c-Met mutations are 
highly predisposed to Type 1 papillary renal carcinoma, 
often associated with duplication of the mutant c-Met allele 
located at 7q3116,17 (see Table 39-1). c-Met encodes a recep-
tor tyrosine kinase that influences cellular proliferation, 
survival, invasion, and metastasis. Somatic c-Met mutations 
are relatively rare in sporadic papillary renal carcinomas (see 
Table 39-3).

Germline loss-of-function fumarate hydratase 
(1q42) mutations cause a syndrome characterized by Type 
2 papillary renal carcinoma, cutaneous leiomyomata, and 
uterine fibroids, whereas succinate dehydrogenase sub-
unit mutations cause familial paragangliomas and, rarely, 
clear cell renal carcinomas (see Table 39-1). Inactivation of 
fumarate hydratase and succinate dehydrogenase leads to 
the intracellular accumulation of fumarate and succinate, 
respectively, which competitively inhibit 2-oxoglutarate-
dependent enzymes including the EglN prolyl hydroxylases 
(see Figure 39-1). Accordingly, HIFα levels are increased 
in FH–/– and SDH–/– tumors. It has also been shown 
that the secondary accumulation of succinate in fumarate 
hydratase–deficient cells can also, through covalent linkage 
to a cysteine residue, inactivate the KEAP tumor suppres-
sor protein, leading to deregulation of the NRF2 transcrip-
tion factor.

Inactivating germline mutations of FLCN (17p11.2) 
cause Birt-Hogg-Dube syndrome, which is characterized 
by a variety of dermatological lesions, including fibrofol-
liculomas; renal tumors including oncocytomas and chro-
mophobe tumors and, less commonly, papillary and clear 
cell carcinomas; and pulmonary cysts (see Table 39-1). The 
FLCN gene product, Folliculin, binds to FNIP1 and FNIP2 
and is believed to modulate nutrient sensing by the mTOR 
signaling pathway. Folliculin also appears to suppress TGFβ 

as well as the expression of TFE3, the common partner in 
kidney cancers linked to Xp11.2 translocations. Inactivating 
mutations of either TSC1 (9q34), which encodes hamartin, 
or TSC2 (16p13), which encodes tuberin, cause tuberous 
sclerosis. Tuberous sclerosis is associated with cutaneous, 
neurological, and renal abnormalities. Renal abnormalities 
include angiomyolipomata and, less commonly, clear cell 
renal carcinoma (see Table 39-1). Hamartin and tuberin 
form a complex that inhibits the mTOR kinase and regu-
lates VEGF via both mTOR-dependent and independent 
pathways (Figure 39-2). Somatic TSC1 mutations have 
been described in sporadic ccRCC, as have mutations in 
other genes whose products link growth factor signaling, via 
hamartin and tuberin, to mTOR activity (see later discus-
sion). Inactivation of the hamartin/tuberin complex in mice 
causes renal cysts, and a germline TSC2 mutation in the rat 
(Eker Rat) causes clear cell carcinoma.

Some families predisposed to clear cell carcinoma 
carry germline translocations involving chromosome 3 
and variable partners (see Table 39-1). Loss of the deriva-
tive chromosome 3p segment is believed to cause loss of 
tumor suppressors, such as VHL, located between 3p21 
and 3p25.
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Figure 39-2 Kidney cancer mutations with an impact on mTOR Pro-
teins that have been targets of mutations in kidney cancer are indicated 
by asterisks.
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Common Somatic Alterations in Clear Cell 
Renal Carcinoma

Copy Number Changes

The most common copy number changes in clear cell 
renal carcinoma relate to loss of chromosome 3p, which 
is observed in more than 90% of these tumors (see Table 
39-3). Chromosome 3p harbors several tumor suppres-
sor genes, including the VHL gene at 3p25, and PBRM1, 
BAP1, and SETD2 at 3p21 (Figure 39-3, A). Other com-
mon copy number changes in clear cell renal carcinoma 
include amplification of chromosome 5q and 7q and loss 
of chromosome 14q and 6q. Loss of chromosome 3p, gain 
of 5q, and loss of 14q are seen more commonly in clear cell 
renal carcinoma than in other cancers.

Inactivation of Tumor Suppressor Genes

PBRM1

PBRM1, located on 3p21 (see Figure 39-3, A), is mutation-
ally inactivated in about 40% of ccRCC (see Table 39-3), typi-
cally as a result of truncating mutations of one allele coupled 
with loss of the remaining allele as a consequence of chromo-
some 3p loss. PBRM1 mutations are not mutually exclusive 

with mutations of the neighboring gene SETD2, indicat-
ing that the two genes are not wholly redundant. PBRM1 
encodes a large protein called BAF180, which contains six 
bromodomains, 2 bromo-adjacent homology domains, and 
an HMG DNA-binding domain. BAF180 is a component of 
the PBAF SWI/SNF nucleosome remodeling complex and 
is therefore likely to affect transcription by altering chromatin 
structure so as to alter its accessibility to various transcription 
factors (Figure 39-4, A).

BAP1

BAP1, which is also located on chromosome 3p21 (see Fig-
ure 39-3, A), is mutationally inactivated in about 15% of clear 
cell renal carcinomas (see Table 39-3). As is true for PBRM1, 
BAP1 mutations in kidney cancer are typically truncating 
mutations that are presumed to be loss of function. Loss-
of-function BAP1 mutations, including germline mutations, 
have also been linked to other tumors. Interestingly, families 
with germline BAP1 mutations may also be predisposed to 
develop clear cell renal carcinoma. BAP1, which was origi-
nally identified as a BRCA1-associated protein, encodes a 
nuclear deubiquitinase of the C-terminal hydrolase (UCH)-
domain family. Suppression of renal proliferation by BAP1 
apparently does not require its ability to deubiquitinate its 
canonical target, histone H2A, but does require that it bind 

VHL
mutation

Additional
mutations3p loss

Chromosome 3p

VHL VHL VHL* VHL*VHL (3p25)
SETD2
BAP1
PBRM1

VHL*
SETD2
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 * = inactivating mutation A

Additional
genetic changesVHL inactivation

Normal kidney VHL-/-
cyst
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- PBRM1 or
  BAP1 loss
- 14q loss
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B
Figure 39-3 Multistep kidney carcinogenesis (A) Multiple renal cancer suppressors are located on chromosome 3p, including VHL at 3p25 and 
SETD2, BAP1, and PBRM1 on 3p21. For this reason three genetic “hits” can inactivate two tumor suppressors (and four “hits,” three tumor suppressors) 
provided one of the hits is chromosome 3p loss. In the example shown both VHL and PBRM1 have been inactivated. (B) pVHL loss leads to preneoplas-
tic renal lesions, such as VHL–/– renal cysts. In VHL disease the kidney is germline VHL+/–, whereas in sporadic kidney cancers the kidney is germline 
VHL+/+. Additional genetic changes, such as PBRM1 or BAP1 mutations, loss of chromosome 14q, and gain of chromosome 5q, are linked to progression 
to clear cell renal carcinoma.
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to host cell factor-1 (HCF) (see Figure 39-4, B). HCF is a 
transcriptional coactivator that interacts with a number of 
transcription factors, including E2F family members and 
histone-modifying enzyme complexes, including histone 
methyltransferases and acetyltransferases.

SETD2

SETD2, like PBRM1 and BAP1, is located on chromosome 
3p21 (see Figure 39-3, A). It is mutationally inactivated in 
about 5% of clear cell renal carcinomas. Loss-of-function 
SETD2 mutations have also been found in breast can-
cers. SETD2 encodes a SET-domain–containing histone 
methyltransferase that promotes H3K36 methylation (see 
Figure 39-4, C). H3K36 trimethylation is undetectable in 
cells lacking wild-type SETD2, suggesting that SETD2 is 
not redundant with other histone methyltransferases.

UTX/KDM6A

UTX/KDM6A, located on the X chromosome but escap-
ing X inactivation, is mutated in about 2% of clear cell renal 
carcinomas. UTX loss-of-function mutations have been 
described in a variety of cancers, including hematological  

malignancies and prostate cancer. UTX/KDM6A encodes 
an H3K27 demethylase (see Figure 39-4, C). Interestingly, 
EZH2, which encodes an H3K27 methylase, is over-
expressed in renal cancer and promotes renal carcinoma 
proliferation and survival in cell culture experiments. More-
over, UTX can bind to H3K4 demethylase complexes that  
contain MLL2 or MLL3, which are mutationally inacti-
vated in a small subset of kidney cancers. Loss of UTX 
leads to silencing of genes required for pRB-dependent 
cell-cycle arrest and also leads to activation of the Notch 
pathway, which has recently been implicated in renal 
carcinogenesis.

JARID1C

JARID1C/KDM5C, which is also located on the X chro-
mosome as an actively transcribed unit, is mutated in about 
3% of clear cell renal carcinomas. JARID1C is an H3K4 
demethylase (see Figure 39-4, C). As is true for many other 
histone demethylases, including JMJD1A and JMJD2B, 
JARID1C is induced by HIF and hence potentially deregu-
lated in pVHL-defective tumor cells. Increased expression 
of JARID1C in pVHL-defective tumor cells decreases 
H3K4 methylation and decreases cell proliferation in vitro 
and in vivo.

Figure 39-4 Kidney cancer 
mutations with an impact on 
chromatin regulation (A) The 
PBRM1 gene product BAF180 and 
ARID1A gene product BAF250 are 
components of SWI/SNF complexes 
that can reposition nucleosomes. 
(B) BAP1 binds to HCF and can 
potentially deubiquitinate histones, 
adjacent transcription factors (TF), 
and HCF itself. (C) SETD2, MLL2, 
and MLL3 methylate specific lysine 
residues in histone H3, whereas 
UTX and JARID1 demethylate 
specific lysine residues. Note that 
for simplicity, the other components 
of multiprotein complexes such as 
the SWI/SNF complexes and MLL 
complexes are not shown.
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MLL2 and MLL3

MLL2 (12q13) and MLL3 (7q36) are both mutated at low 
frequency (1% to 3% each) in clear cell renal carcinoma. As 
indicated earlier, these genes encode proteins that participate 
in multiprotein complexes that promote H3K4 methyla-
tion and that interact with the UTX tumor suppressor (see 
F igure 39-4, C).

mTOR

Activating mutations of the mTOR kinase gene (1p36) 
have been described in ccRCC. mTOR plays a critical 
role in transducing signals related to nutrient and energy 
availability. Mutations affecting individual components of 
the mTOR pathway, including mTOR itself, are relatively 
uncommon in ccRCC but, when viewed in aggregate, sup-
port that activation of the mTOR pathway promotes clear 
cell renal carcinogenesis (see Figure 39-2). Moreover, as 
described earlier, germline inactivation of the mTOR sup-
pressors hamartin and tuberin has been linked to ccRCC in 
rodents and people.

Other Genes

Other genes mutated at a low frequency (less than 3%) in 
clear cell renal carcinoma include the cancer-relevant genes 
PTEN, PIK3CA, AKT1, TP53, ATM, TSC1, REDD1, 
and ARID1A. PTEN, PI3KCA, AKT1, and TSC1 partici-
pate in the mTOR pathway (see Figure 39-2). TP53 muta-
tions, when they occur, have been linked to sarcomatoid 
changes in ccRCC. ARID1A encodes BAF250, which, like 
BAF180, functions in a chromatin remodeling complex (see 
Figure 39-4, A).

Multistep Genetic Models of Clear Cell 
Renal Carcinoma

The remaining wild-type VHL allele is lost in the numer-
ous preneoplastic renal cysts that develop in patients with 
von Hippel-Lindau disease.18 This suggests that addi-
tional genetic alterations involving other loci are required 
to convert these lesions to clear cell renal carcinomas. 
These alterations presumably involve the copy number 
changes (such as chromosome 5q amplification and chro-
mosome 14q loss) and intragenic mutations described 
earlier (such as PBRM1 or BAP1 mutations) (see Fig-
ure 39-4, B). Conceivably one or more of these changes 

involves circumventing the antiproliferative effects of 
HIF1α, which in model systems can be accomplished by 
downregulation of HIF1α itself or by activation of the 
mTOR pathway. Other changes—for example, mutational 
inactivation of chromatin modifiers such as BAF180 or 
JARD1C—might compensate for HIF-driven changes in 
chromatin structure.

PBRM1 and BAP1 mutations appear to be largely mutu-
ally exclusive, suggesting they affect a common pathway. Argu-
ing against this, however, are the observations that PBRM1 
and BAP1 mutant tumors have very distinctive transcriptional 
and signal transduction profiles. It should be noted that kid-
ney cancers do rarely mutate both of these genes, but in these 
cases the tumors assume rhabdoid features. Deep sequencing 
of multiple spatially distinct biopsy specimens has recently 
been used to examine intratumoral heterogeneity within clear 
cell carcinomas. These studies confirm that clear cell carcino-
mas evolve over time and can contain multiple subclones that 
are heterogeneous with respect to their genetic changes subse-
quent to VHL loss.

Common Somatic Alterations in  
Non–Clear Cell Renal Carcinoma

In contrast to the VHL gene, the hereditary kidney cancer 
genes c-MET and FH are rarely mutated in sporadic kid-
ney cancers. Somatic FLCN mutations have been identi-
fied in sporadic chromophobe tumors. Somatic Xp11.2 
translocations should be suspected in kidney cancers arising 
in children and young adults. The usual TFE3 transloca-
tion partners are ASPL, PSF, NONO, CLTC, or PRCC. 
Although the mechanism(s) through which Xp11.2 translo-
cations drive kidney tumorigenesis remain largely unknown, 
it has been recently shown that TFE3 fusion proteins trans-
activate the c-MET promoter and induce autophosphory-
lation of the MET protein and activation of downstream 
signaling. Inhibition of MET signaling in cell lines contain-
ing endogenous TFE3 fusion proteins causes a decrease in 
cell growth.

In general, non–clear cell renal carcinomas, because 
of their rarity relative to clear cell carcinomas, have been 
less intensively surveyed with respect to intragenic muta-
tions. Each histological type of sporadic kidney cancer does, 
however, display stereotypical copy number alterations2  
(see Table 39-3). For example, trisomy of chromosome  
7 and/or 17 is typical of papillary renal carcinomas, and loss 
of chromosome 1, 14, and 15 is typical of mucinous tubular 
and spindle carcinomas. Chromophobe tumors are charac-
terized by loss of genomic material from chromosomes 1, 2, 
6, 10, 13, 17, and/or 21.
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Clinical Applications of  
Molecular Insights

Early Detection and Risk Assessment

Kidney cancer can be cured by surgery when it is localized. 
Therefore screening could, in theory, lower kidney cancer mor-
tality. A major problem for kidney cancer screening, however, 
is the overall low prevalence of kidney cancer. One study of 
abdominal ultrasonographic (US) screening of 219,640 per-
sons confirmed RCC in 192 cases (0.09%), and another US 
study of 60,604 persons found an RCC prevalence of 0.02%. 
Screening based on computed tomography (CT) has revealed 
a prevalence of asymptomatic kidney cancer of approximately 
0.2%.19 Moreover, screening for RCC based on anatomi-
cal imaging has a high false-positive rate. In one study, 37% 
of patients with renal tumors smaller than 1 cm detected by 
screening had benign lesions based on pathological review. 
Screening with US or CT may be useful in high-risk popu-
lations such as patients on dialysis or those with established 
hereditary kidney cancer syndromes such as VHL disease. In 
patients with VHL disease, screening for RCC is very impor-
tant to detect new lesions at an early stage and to monitor the 
growth of small asymptomatic lesions. There is no standard 
protocol for screening or surveillance for such patients, but 
several recommendations exist, such as those adopted by the 
VHL Family Alliance (www.vhl.org). The treatment approach 
to kidney cancer in patients with VHL syndrome has shifted 
from radical nephrectomy to nephron-sparing approaches 
(surveillance, partial nephrectomy, and thermal ablation). Small 

tumors are generally observed, as they are at very low risk for 
metastatic progression as illustrated in a series of 108 patients 
from the National Cancer Institute, where no metastases were 
detected in patients with tumors less than 3 cm in diameter.20

Therapy (Clear Cell)

Conventional chemotherapy has little role in the manage-
ment of metastatic kidney cancer. High-dose interleukin 2 
remains the only treatment with a small (less than 10%) but 
measurable probability of inducing durable remissions in 
this patient population.

VEGF

The knowledge that ccRCC is usually driven by deregula-
tion of HIF, and HIF targets genes such as VEGF, provided 
a conceptual foundation for testing VEGF antagonists for 
the treatment of metastatic kidney cancer. In clinical tri-
als about 70% of kidney cancer patients will achieve some 
degree of tumor shrinkage when treated with such agents. 
In randomized trials this is associated with an improve-
ment in progression-free survival. Based on such trials, five 
drugs that either neutralize VEGF or block VEGFR have 
now been approved by the U.S. Food and Drug Adminis-
tration (FDA) for the treatment of metastatic kidney can-
cer (Table 39-4). VEGF inhibitors, although clearly active 

Table 39-4 Landmark Phase III Trials of Approved Targeted Agents in Metastatic RCC

Trial N Setting Risk Group(s) PFS (months) ORR (%) OS (months)

Sunitinib vs. IFN-α 750 Treatment naive Good/intermediate 11 vs. 5 47 vs. 12 26.4 vs. 21.8

Pazopanib vs. BSC 435 Treatment naive or  
prior cytokines

Good/intermediate 9.2 vs. 4.2 (all)
11.1 vs. 2.8 (untreated)

30 vs. 3 22.9 vs. 20.5

Bevacizumab + IFN-α vs. 
IFN-α/placebo

649 Treatment naive Good/intermediate 10.2 vs. 5.4 31 vs. 13 23.3 vs. 21.3

Bevacizumab + IFN-α vs. 
IFN-α

732 Treatment naive Good/intermediate 8.5 vs. 5.2 26 vs. 13 18.3 vs. 17.4

Temsirolimus vs. IFN-α 626 Treatment naive Poor 3.8 vs. 1.9 9 vs. 5 10.9 vs. 7.3

Sorafenib vs. placebo 903 Treatment
naive or prior
cytokines

Good/intermediate 5.5 vs. 2.8 11 vs. 2 17.8 vs. 15.2

Everolimus + BSC vs. 
 placebo + BSC

416 Prior sorafenib or  
sunitinib

All risk groups 4.9 vs. 1.9 2 vs. 0 14.8 vs. 14.4

Axitinib vs. sorafenib 723 One prior therapy All risk groups 6.7 vs. 4.7
4.8 vs. 3.4 

(sunitinib-pretreated)
12.1 vs. 6.5 

(cytokine-pretreated)

19 vs. 9 Not mature

BSC, Best supportive care; ORR, overall response rate; OS, overall survival; PFS, progression-free survival.
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in kidney cancer, are not curative. Newer, more potent 
VEGF inhibitors are currently being tested, although there 
is already an indication that VEGF blockade above a cer-
tain threshold will begin to cause on-target side effects 
such as microangiopathic anemia, cardiomyopathy, and 
severe hypertension.

mTOR

mTOR regulates both the transcription and translation 
of HIF and also acts downstream of VEGF in endothe-
lial cells. In addition, mutations affecting the mTOR path-
way (PTEN, PIK3CA, and mTOR), although rare, have 
been documented in ccRCC. Finally, pVHL-defective cells 
display an increased requirement for mTOR relative to 
pVHL-proficient cells. Two rapamycin-like mTOR inhibi-
tors (rapalogs), temsirolimus and everolimus, have now also 
been approved for the treatment of kidney cancer based on 
favorable randomized trial data (see Table 39-4). As is true 
for VEGF inhibitors, temsirolimus and everolimus are not 
curative treatments for kidney cancer. Moreover, rapalogs 
such as these preferentially inhibit mTOR when it exists in 
the TORC1 complex relative to the TORC2 complex. This 
is potentially important because downregulation of HIF2α, 
which is believed to drive pVHL-defective ccRCC, requires 
that TORC2 be suppressed. Preclinical data suggest that 
small molecules that block both TORC1 and TORC2 will 
be more active than rapalogs for the treatment of kidney 
cancer.21

EGFR

pVHL loss, as described earlier, upregulates EGFR as well 
as its ligand, TGFα. Moreover, blocking EGFR activity 
inhibits pVHL-defective ccRCC tumor growth in preclini-
cal models. To date, however, EGFR inhibitors have been 
disappointing for the treatment of human kidney cancer. 
This could reflect a failure to achieve sufficient EGFR inhi-
bition or the fact that MET, which becomes activated on 
pVHL loss, provides collateral survival signals that render 
cells resistant to EGFR inhibitors, as has been described in 
other settings.22

Therapy (Non–Clear Cell)

Both VEGF inhibitors and mTOR inhibitors have some 
activity in non-clear cell RCC. Clinical studies with MET 
inhibitors for pRCC and rapamycin-like drugs for chRCC 

are anticipated. Rapalogs also appear to be modestly active 
in the treatment of renal angiomyolipomata.

Prognostic and Predictive Markers

Renal cell carcinoma remains a disease with widely varying 
clinical outcome. In nonmetastatic RCC, routine prognostic 
factors are TNM stage, Fuhrman grade, and symptoms at 
presentation. Gene expression profiling and certain genetic 
polymorphisms represent some of the promising prognostic 
biomarkers in localized RCC23 and may add to established 
clinical factors.

In metastatic RCC, several host- and tumor-related 
factors have been identified as important prognostic factors 
and have been integrated into prognostic models. Of these 
the most commonly used system is the Memorial Sloan Ket-
tering Cancer Center model. This model stratifies patients 
with metastatic RCC into poor-, intermediate-, and favorable-
risk categories (with distinct survival patterns) based on 
the number of adverse clinical (performance status, time 
from diagnosis to systemic therapy) and laboratory (serum 
hemoglobin, corrected calcium and lactate dehydrogenase 
[LDH]) parameters present. Unfortunately, there are cur-
rently no predictive biomarkers that can help in the selection 
of systemic therapy in metastatic disease, and most data are 
retrospective in nature. Single-nucleotide polymorphisms 
(SNPs) in genes involved in angiogenesis, such as VEGF 
and IL-8, or involved in VEGFR inhibitor drug metabolism, 
may be associated with clinical outcome and with selected 
toxicities. For mTOR inhibitors, it remains to be deter-
mined whether mTOR mutations or mutations affecting the 
mTOR pathway are predictive biomarkers in this setting. 
One major challenge for developing personalized therapy 
in RCC is intratumor heterogeneity manifested by different 
regions of the same tumor bearing different mutations and 
having very distinct gene expression profiles.

Summary and Future Directions

Most kidney cancers are renal cell carcinomas, and most 
renal cell carcinomas are clear cell renal carcinomas. Inac-
tivation of the VHL tumor suppressor gene is an early 
gatekeeper event in clear cell renal carcinoma and leads to 
deregulation of the HIF transcription factor and HIF target 
genes. HIF2α acts as a kidney cancer oncoprotein, whereas 
HIF1α appears to serve as a kidney cancer tumor suppres-
sor. Cooperating mutations in pVHL-defective clear cell 
renal carcinomas include loss of chromosome 14q, gain 
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of chromosome 5q, and intragenic mutations affecting a 
number of genes involved in chromatin regulation, such as 
PBRM1 and BAP1. The genetic alterations responsible for 
the other major forms of kidney cancers are beginning to 
come into view, aided by studies of rare families that are pre-
disposed to specific forms of RCC.

Treatment of metastatic kidney cancer has historically 
been difficult and restricted largely to immunomodulators. 

Knowledge of the VHL-HIF-VEGF pathway provided a 
conceptual foundation for the successful testing of VEGF 
and mTOR inhibitors for the treatment of clear cell car-
cinoma. These drugs are not curative, however, as single 
agents. Deeper understanding of kidney cancer pathogen-
esis will, it is hoped, yield additional targets that, when 
inhibited, synergize with existing therapies such as VEGF 
blockade.
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Malignant primary tumors of the central nervous system 
(CNS) occur in about 25,500 individuals and account for 
an estimated 13,700 deaths in the United States annually, 
a mortality rate of 6.5 per 100,000. Based on most recent 
reports, benign tumors of the CNS are about twice as com-
mon as malignant brain tumors, but with a much lower mor-
tality rate.1,2 Overall, CNS cancer is estimated to represent 
about 1% of newly occurring malignant tumors. In children 
and young adults, brain tumors are a major health problem 
second only to leukemia as a cause of cancer-related deaths, 
and they are the third leading cause of cancer-related death 
between ages 15 and 34. The age-adjusted incidence appears 
to be similar to that observed in other developed countries.

Brain tumors are a diverse group of neoplasms. The 
particular combination of somatic genetic alterations found 
in different brain tumors that are histologically distinguish-
able can vary considerably among individual examples of a 
particular tumor type. Similarly, extensive molecular and 
genetic variation is well documented within tumors that are 
histologically indistinguishable.3 Recognition of a number 
of hereditary and nonfamilial syndromes in which brain 
tumors play a prominent role or occur with increased fre-
quency provide compelling evidence for the importance of 
several cell regulatory pathways in brain tumor pathogenesis 
(Table 40-1). Primary CNS tumors have been classified by 
surgeons and pathologists on the basis of their location and 
histologic appearance, providing important information that 
guides treatment with conventional antineoplastic modali-
ties including surgery, irradiation, and chemotherapy as 
well as contributing to prognostication. More recently, the 
drive toward more targeted therapy has focused attention on 
approaches to classification emphasizing tumor type–specific 
molecular alterations. Glial tumors account for 50% to 60% 
of all primary brain tumors, and with the exception of some 
pilocytic astrocytoma, most are malignant. Astrocytomas 
account for the great majority of the glial tumors, whereas 
the second most common type is oligodendroglioma. Expo-
sure to ionizing radiation is the only well-documented envi-
ronmental risk factor for the development of glioma. Benign 

CNS tumors consist primarily of meningioma and low-
grade glial tumors.

Hereditary Syndromes and Central 
Nervous System Oncogenesis

In addition to rare families in which there is strong evidence 
for a hereditary basis for the development of familial menin-
gioma or glioma, a number of well-studied cancer predispo-
sition syndromes include among their associated stigmata 
the development of CNS tumors (see Table 40-1). These are 
important clinical observations and have provided insights 
into the pathogenesis of several different types of primary 
brain tumors. Typically these syndromes are associated not 
only with an increased incidence of brain tumors, but also 
with the occurrence of tumors at an earlier age than those 
arising spontaneously and with the finding of multicentric 
tumors. Inherited syndromes associated with brain tumors 
are inherited as autosomal dominant disorders and arise as 
the result of the germline mutation of one allele of a tumor 
suppressor gene whose other copy is typically inactivated in 
the tumors that arise. The most commonly occurring brain 
tumor predisposition syndrome is neurofibromatosis type 
1 (NF1).4 NF1 affects approximately 1 in 3000 live births; 
approximately 15% of these have radiographic evidence of 
optic glioma early in childhood, although most cases do not 
become symptomatic. Although peripheral nervous system 
tumors are common in NF1 patients, these patients are also 
at increased risk of developing pilocytic astrocytomas and, 
more rarely, malignant astrocytomas. The protein product of 
the NF1 gene, located on the long arm of chromosome 17, is 
neurofibromin 1 (NF1), which functions to antagonize the 
proliferative function of p21(ras). Neurofibromatosis type 
2 (NF2) is distinct from NF1, affecting approximately one 
in 50,000 individuals.5 The NF2 gene, at 22q12.2, encodes 
a protein known as neurofibromin 2 or merlin (NF2). 
NF2 patients frequently present before the third decade of 
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life with deafness caused by bilateral schwannomas of the 
eighth cranial nerve. Less commonly NF2 patients develop 
neuronal schwannoma including tumors of the spinal and 
cranial nerves, meningioma, low-grade astrocytoma, and 
ependymoma. The Li-Fraumeni syndrome is observed in 
patients with germline TP53 mutations.6 Although affected 
family members are predisposed to a number of different 
tumor types, brain tumors are among the more common and 
include astrocytomas, medulloblastomas, and choroid plexus 
tumors. The TP53 protein product, p53, plays an important 
role in the DNA damage checkpoint of cells and in regulat-
ing apoptosis. Its function is commonly inactivated by muta-
tion in a wide variety of human tumors and is thought to 
play an important role in sporadically occurring astrocytic 
tumors.

Molecular Biology of the Most Common 
Primary Central Nervous System Tumors

Brain tumors are thought to arise as the result of genetic and 
epigenetic alterations that activate oncogenes and inactivate 
tumor suppressor genes (Figure 40-1, and see Table 40-1). 
The precise cell of origin in which the most common brain 
tumors arise is unknown, but emerging evidence suggests 
that the malignant transformation of different cell types can 
give rise to high-grade glioma. There is convincing evidence 
in animal models of glioma that tumors can arise from the 
malignant transformation of neural stem cells,7 very early 
lineage-specific precursor cells,8 and more differentiated cells 
that dedifferentiate9 and take on key characteristics of pre-
cursor cells such as proliferative potential, migratory capac-
ity, and multipotentiality. Identifying the cell type in which 
tumors arise may provide insight into critical pathologic 

pathways used by tumor cells. Mouse models of glioma pro-
vide strong evidence for the possibility of multiple different 
cells being targets for malignant transformation, resulting in 
high-grade glioma.

Significant recent progress has also been made in 
understanding the cell biology of high-grade glial tumors. 
An emerging body of data indicates that there is a cellular 
subpopulation in human glioma, typically consisting of very 
rare cells, that is distinguished from other tumor cells by the 
ability to grow in  vitro in suspension as neurospheres and 
to recapitulate the tumor of origin when inoculated ortho-
topically into immunosuppressed mice.10 This capacity for 
tumor initiation is typically not shared with the overwhelm-
ing majority of tumor cells, and in contrast to other strategies 
for immortalizing human glioma, tumor cells grown as neu-
rospheres tend to retain a larger number of the genetic alter-
ations present in the tumors from which they are derived. 
Study of these tumor-initiating cells, sometimes referred 
to as tumor stem cells, indicates that they exhibit increased 
resistance to both radiation and chemotherapy, making them 
a compelling target for the development of future therapeu-
tic interventions.

Astrocytic Tumors

Diffusely infiltrating astrocytomas are so named because 
they display morphologic and some biochemical evidence 
of astroglial differentiation. These are the most common 
tumors of adults and children, occur throughout the CNS, 
and exhibit a wide range of histopathologic appearances and 
clinical behaviors. These tumors are organized by the World 
Health Organization (WHO) according to tumor grade.11 
Histologically, malignancy is manifested as hypercellular-
ity, cellular atypia, endothelial proliferation, necrosis, and 

Table 40-1 Hereditary Syndromes Associated with Brain Tumors

Syndrome Gene Chromosomal Location Associated Central Nervous System Tumors

Neurofibromatosis type 1 NF1 17q Optic glioma

Neurofibromatosis type 2 NF2 22q12 Acoustic schwannomas, meningioma, ependy-
moma, glial tumors

Retinoblastoma RB 13q14 Retinoblastoma, pinealoblastoma

Li-Fraumeni syndrome P53 17p13 Glioma, medulloblastoma

von Hippel-Lindau syndrome VHL 3p Retinal angioma, cerebellar hemangioblastoma

Tuberous sclerosis TSC1
TSC2

9q
16p13

Giant cell subependymal astrocytoma, astrocy-
toma, ependymoma

Turcot syndrome APC, hMSH1, hMSH2, hPMS2 5q21 Astrocytoma, medulloblastoma

Gorlin syndrome PTCH1 9q22.1-q31 Medulloblastoma, astrocytoma

Ollier disease IDH1, IDH2 2q33.3, 15q26.1 Endochondroma, rarely glioma
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invasion of normal adjacent tissue. WHO grade I tumors 
are variants of astrocytoma that are generally benign, and 
WHO grade IV, also known as glioblastoma multiforme 
(GBM), is the most aggressively malignant. Prognosis is 
closely associated with pathologic grade. WHO grades II 
and III exhibit intermediate grades of malignancy, but the 
evidence of increased mitotic activity in grade III tumors is 
likely to be a key contributor to poor prognosis. Although 
low-grade tumors can exhibit a circumscribed growth pat-
tern, all pathologic grades of glioma can exhibit invasiveness, 
and this characteristic compromises the possibility of treat-
ing these tumors with surgery alone. The known propensity 
of some astrocytic tumors that present as low-grade tumors 
to progress over time to higher grade tumors has provided 
insight into the pathogenesis of these tumors, suggesting 
that they are closely related and that progression is associ-
ated with the acquisition of sequential genetic alterations 
(see Figure 40-1; Table 40-2). High-grade astrocytic tumors, 
GBMs that arise in this manner, are called secondary GBMs. 
The finding of selected genetic changes (e.g., TP53 muta-
tion) in lower grade tumors that are also present in higher 
grade tumors along with additional mutations typically 
found only in higher grade tumors (e.g., epidermal growth 
factor receptor [EGFR] amplification) suggests that specific 
genetic alterations are associated with particular pathologic 
features characteristic of the corresponding grade. Genetic 
changes currently thought to be important in this regard are 
shown in Figure 40-1 and Table 40-2, an adaptation of the 
pathogenesis model first proposed for colon cancer.12

Mutation of the TP53 gene is likely to be an early 
event associated with the change of normal cells to low-
grade neoplasia. Commonly mutated residues are codons 
248 and 273.13 TP53 has an important role in stabilizing 
the genome, and the genetic instability resulting from its loss 
may contribute to the accumulation of multiple mutations in 
a single cell that are required for the development of highly 

malignant tumors. Inactivation of TP53 by mutation or epi-
genetic mechanisms may occur in up to 75% of astrocytomas. 
MDM2, encoding MDM2, a protein that inhibits the ability 
of p53 to promote transcription by targeting the protein for 
degradation, is amplified in approximately 10% of gliomas, 
and these invariably have a wild-type TP53 gene. A second 
gene that is also likely to be mutated early in gliomagenesis 
is IDH1. Mutations of IDH1 were first identified in stud-
ies sequencing glioma cell genomes.14 Mutations of IDH1 
are found both in lower grade glioma and in GBM. IDH1 
encodes isocitrate dehydrogenase, a Krebs cycle enzyme, and 
its role in tumorigenesis is an area of intense investigation.

Loss of heterozygosity (LOH) of Ch9p21 at the site 
of the CDKN2A and CDKN2B loci leads to homozygous 

Figure 40-1 Glioblastoma arises in association 
with the accumulation of multiple genetic altera-
tions. Primary glioblastoma manifests without the 
presentation of any precursor lesion. Secondary 
glioblastoma results from the accumulation of 
additional oncogenic mutations by lower grade 
astrocytic tumors resulting in increased malig-
nancy. GBM, Glioblastoma multiforme; WHO, 
World Health Organization.
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Table 40-2 Tumor Suppressor Genes and Proto-oncogenes Implicated in 
Brain Tumor Development

Tumor Suppressor Gene Proto-oncogene

Gene or Locus Chromosomal 
Location

Gene or Locus Chromosomal 
Location

VHL 3p25.3 EGFR 7p12

TSC1, TSC2 9q34, 16p13.3 PDGFRA 5q31-q32

PTCH1 9q22.3 MDM2 12q14

REST Chr. 4 HRAS, NRAS 11p15, 1p13

CDKN2A, CDKN2B 9p21 CMYC, NMYC 8q24, 2p23-24

P53 17p13.1

NF2 22q12

NF1 17q11.2

RB1 13q14

APC 9q31

PTEN 10q23

IDH1, IDH2 2q33.3, 15q26
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deletion of these adjacent genes in approximately 60% of 
GBM. This deletion results in the loss of the p15 (INK4B), 
p16 (INK4A), and p14 (ARF) tumor suppressor proteins.  
CDKN2A and CDKN2B encode cyclin-dependent kinase 
inhibitors, p16 (INK4A) and p15 (INK4B), respectively,  
which bind to the cyclin-dependent protein kinases CDK4  
and CDK6 inhibiting the catalytic activity of the cyclin 
D–CDK complex. p1 (ARF) is expressed from a dis-
tinct transcript as the result of alternative splicing of the 
CDKN2A gene and functions to keep MDM2 in the 
nucleolus so that it cannot degrade p53. Loss of p14 (ARF) 
results in the enhanced degradation of p53. Other cyto-
genetic changes including +7p/q, +19q, and –1p/q are 
widely recognized in high-grade brain tumors, but the best 
understood is clearly the deletion of chromosome 10, where 
PTEN is located. The PTEN protein product, PTEN, is 
a lipid phosphatase that antagonizes the function of the 
 phosphatidylinositol-3-kinase (PI3K) family of lipid mes-
sengers and consequently inhibits downstream signaling 
through AKT1, a serine/threonine kinase that is a key regu-
lator of critical cell functions including cell proliferation and 
survival.

Several different receptor tyrosine kinases (RTKs) 
and their cognate ligands have been implicated in the malig-
nant behavior of astrocytic tumors, and especially GBM. 
These include PDGF/PDGFR, EGF and TGF-α/EGFR, 
IGF/IGFR, and others. Although amplification of EGFR is 
found in approximately 50% of GBMs, this change is rarely 
found in WHO grade III and never in grade I or II tumors. 
Also, small deletions and rearrangements of the EGFR gene 
are commonly found in GBM.15 As many as 50% of tumors 
in which amplification of EGFR is detectable also have a 
rearrangement of EGFR in which exons 2 to 7 are deleted.16 
This results in an in-frame deletion that encodes a consti-
tutively active EGFR (EGFRvlll), which, along with EGFR 
amplification in tumor cells, predicts a poor outcome. Both 
antibodies and small-molecule therapeutics have been used 
to target EGFR in glioma, but resistance to such therapies 
is rapidly manifested when these treatments are used alone. 
Although members of the PDGF pathway tend to be over-
expressed in all grades of astrocytic tumors, amplification 
and mutation are rare. Activation of RTKs in glioma leads 
to autophosphorylation of these receptors, which in turn 
leads to the docking of a series of proteins on phosphory-
lated sites of the receptors and downstream activation of 
various effectors. Activation of RAS by the docking pro-
tein SOS1 leads to initiation of the RAF/MEK/MAPK 
(ERK) pathway that leads to the transcriptional activation 
of genes important for proliferation. Docking of GAB1 to 
another phosphorylated site on autophosphorylated RTKs 
leads to activation of PI3K, which in turn initiates a cas-
cade of phosphorylation leading to PDK1 phosphorylation 

of AKT1. Activated AKT1 in turn phosphorylates both a 
number of pro-apoptotic proteins, inactivating them, and 
a series of transcription factors, activating and leading to 
transcription of other genes important for cellular prolif-
eration. About 80% of GBMs exhibit activation of AKT1, 
primarily as a result of RTK activation or deletional inacti-
vation of PTEN.17

It is now widely recognized that not all GBMs exhibit 
the same constellation of genetic alterations, and, interest-
ingly, a second clinical presentation of GBM seems to be 
associated with a distinctive genetic profile (see Figure 40-1; 
Table 40-3). Approximately 90% of patients with GBMs 
present without evidence of a precursor lesion (de novo, pri-
mary GBM). Although high levels of EGFR expression are 
frequently found in primary GBM, these are rarely detect-
able in secondary GBM, which is associated with lower 
grade precursor lesions. In primary GBM, amplification of 
MDM2 is a more common mechanism for inactivation of 
TP53 than it is in secondary GBM. The CDKN2A and 
PTEN loci are also frequently inactivated by mutation in 
primary GBM, whereas IDH1 is more commonly mutated 
in secondary GBM.

It has not yet been possible to recognize a charac-
teristic pathology or clinical presentation associated with 
the genetic heterogeneity that is now well documented to 
accompany the histologic and cytologic variation characteris-
tic of GBM. Current interpretation of the extensive genomic 
evaluation of glioma gene structure and gene expression sug-
gests that among histologically indistinguishable tumors, 
there are definable subtypes of glioma characterized by dis-
tinctive molecular alterations (see Table 40-3).18,19 These 
classifications may be of prognostic significance,20 although 
proven targets for therapeutic intervention have not yet been 
identified.

Table 40-3 Glioblastoma Multiforme Subtypes as Suggested by  
Verhaak et al.

Glioblastoma Multiforme Subtypes  
(Frequency of Mutation)

Genes Mutated  
in Glioblastoma

Proneural Neural Classical Mesenchymal

TP53 54% 21% 0% 12%

NF1 5% 16% 5% 37%

EGFR 16% 5% 0% 0%

EGFRvIII 3% 0% 23% 3%

IDH1 30% 5% 0% 0%

PDGFRA 11% 0% 0% 0%

Data from Verhaak RG et al. Integrated genomic analysis identifies clinically relevant subtypes 
of glioblastoma characterized by abnormalities in PDGFRA, IDH1, EGFR, and NF1. Cancer Cell 
2010;17:98-110.
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Oligodendroglioma

Oligodendrogliomas account for about 20% of primary 
intracranial tumors and are the second most common glial 
neoplasm.1 Most frequently these tumors occur in the cere-
bral hemispheres, typically within the white matter. They 
are characterized by various histologic criteria of malig-
nancy, which determine their grade. These tumors can have 
a highly variable spectrum of differentiation, and their cel-
lular origins are not understood, although it is likely that 
some high-grade gliomas arise from oligodendrocytic pre-
cursor cells (OPCs) that are present in the adult nervous 
system.21 There is frequent confusion over the proper diag-
nostic classification for tumors that do not display proto-
typical characteristics of cells arising in the oligodendroglial 
lineage or contain multiple populations of cells, one of which 
will correspond to the oligodendroglial lineage and the other 
to the astrocytic lineage. Histopathologically, tumors of the 
oligodendroglial lineage exhibit round, homogeneous, com-
pact cells with a dense central nucleus and clear cytoplasm, 
sometimes referred to as a “fried egg” appearance. There is 
rarely identifiable evidence of mitosis. When tumors are 
highly anaplastic with obvious necrosis and mitotic figures, 
they are indistinguishable from GBM and are designated as 
such. Different histologic grades of oligodendroglioma have 
been associated with specific patterns of gene expression22 
and genetic alterations.23

The cytogenetic and molecular biologic profiles of oligo-
dendroglioma are not well characterized but are quite distinct 
from those of astrocytoma.23,24 Cytogenetic studies of oligo-
dendroglioma may reveal loss of chromosomes 9p and 22 or 
gain of chromosome 7, but the most characteristic cytogenetic 
findings in oligodendroglioma are loss of chromosomes 1p36 
and 19q13.3. The presence of these alterations is associated 
with an enhanced responsiveness to cytotoxic therapies and 
an improved prognosis.25 LOH for chromosome 9p, observed 
in some oligodendrogliomas, corresponds to deletions at the 
CDKN2A locus, and these have been associated with a poor 
prognosis for patients with this tumor type. Studies looking 
for mutations that are frequently found in astrocytic tumors 
have not detected commonly occurring changes in the TP53 
locus. Similarly, Ch10 losses and EGFR amplification have 
been detected only rarely in these tumors. These distinguish-
ing molecular genetic differences are consistent with more 
recent genomic scale expression analyses that reveal clear dif-
ferences between astrocytoma and oligodendroglioma.

Meningioma

Meningiomas account for approximately 20% of primary 
intracranial malignancies1 and are derived from mesoderm, 

probably from cells giving rise to the arachnoid granula-
tions. These tumors are usually benign and attached to the 
dura mater. They infrequently invade the brain parenchyma. 
Meningiomas may be found incidentally on a computed 
tomography (CT) or magnetic resonance imaging (MRI) 
scan, or they may present with a focal seizure, a slowly pro-
gressive neurologic deficit, or symptoms of raised intracra-
nial pressure. Total surgical resection of benign meningioma 
is curative, and when tumor persists, external beam radio-
therapy or stereotaxic radiosurgery reduces the recurrence 
rate to less than 10%. No effective chemotherapy for the 
treatment of benign meningioma is known, and there is no 
curative therapy for anaplastic, highly invasive meningioma 
that cannot be treated locally.

Meningiomas are an important manifestation of 
neurofibromatosis type 2 (NF2), which occurs as the 
result of inactivating mutations of the NF2 gene at 22q12. 
NF2 functions as part of a molecular complex linking the 
cellular plasma membrane to the cytoskeleton, where it 
has been implicated in the regulation of cellular prolif-
eration. About half of NF2 patients develop meningioma, 
and portions of the NF2 gene are lost in approximately 
half of sporadic meningioma. The frequency of NF2 
mutation does vary somewhat in different histologic types 
of meningioma.26,27 NF2 mutations occur in only about 
25% of meningothelial meningiomas, whereas more than 
75% of fibroblastic and transitional meningiomas have 
been found to have evidence of NF2 inactivation. Other 
karyotypic abnormalities are also seen in grade II (atypi-
cal meningioma) and grade III (anaplastic meningioma). 
In anaplastic meningioma, the most frequent cytogenetic 
abnormalities are deletion of Ch1p, partial or complete 
loss of Ch10q, and loss of Ch14. Unstable chromosome 
alterations including rings, dicentrics, and telomeric asso-
ciations also have been observed.

Medulloblastoma

Among children with cancer, only leukemia is more com-
mon than primary brain tumors. Medulloblastoma accounts 
for approximately 15% to 20% of all pediatric brain tumors 
and for about 80% of childhood primitive neuroectodermal 
tumors (PNETs) of the CNS. Only gliomas are more com-
mon in children. In contrast to other PNET, these tumors 
are found in the cerebellum, where they are thought to arise 
from neural progenitor cells (NPCs) of the fetal external 
granular layer.28 The 2007 WHO classification of CNS 
tumors recognized several histologic subtypes of medullo-
blastoma,11 and preliminary studies suggest that these are of 
prognostic significance. Atypical teratoid/rhabdoid tumors 
of the CNS identified by somatic mutations of the INI1 
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gene often occur in the posterior fossa and can be difficult 
to distinguish from medulloblastoma. In contrast, medullo-
blastoma is readily distinguishable from childhood glioma in 
that it appears as a highly cellular, small, round-cell tumor 
with frequent mitoses and pseudorosettes. Also, medullo-
blastoma is more responsive to treatment than glioma, as 
evidenced by the importance of therapeutic response as a 
prognostic factor in this disease.29 The 5-year disease-free 
survival rate approximates 50% to 70%.30

As noted in Table 40-1, the occurrence of medullo-
blastoma in three inherited cancer syndromes—Turcot syn-
drome, Li-Fraumeni syndrome, and Gorlin syndrome—has 
called attention to the possibility that the genes responsible 
for these syndromes, APC, TP53, and PTCH1, respectively, 
or the pathways in which they are active might play a role 
in sporadic medulloblastoma. Although evidence for APC 
inactivation in sporadic medulloblastoma has not been iden-
tified, TP53 mutations and mutations of PTCH1 and genes 
in the PTCH1-mediated sonic hedgehog (SHH) pathway 
are found in sporadically occurring medulloblastoma.31 
Deletions of Ch6q and Ch16q have also been noted in 
medulloblastoma tumor tissues, and infrequent amplifica-
tion of MYC and MYCN has been detected. NTRK3 neu-
rotrophin receptor expression in medulloblastoma has been 
reported to be associated with a favorable outcome,32 a find-
ing consistent with emerging evidence that medulloblastoma 
tumor tissue expresses a number of genes associated with 
the neuronal lineage and that expression profiling of these 
genes may provide a particularly effective approach to devis-
ing clinically useful prognostic biomarkers.33,34

Molecular Pathophysiology of Primary 
Brain Tumors

Brain tumors present therapeutic challenges that reflect their 
occurrence within the closed space of the skull and within a 
tissue that is particularly sensitive to disruption of its normal 
function. As a result, simple growth as a space-occupying 
lesion is particularly problematic in the development of brain 
tumors as is the invasion of normal tissue, which can occur 
early in the pathogenesis of some tumor types such as primary 
GBM and much later in others. The proliferation of brain 
tumors is thought to be the result of the deregulation of onco-
genes and tumor suppressor genes as described previously, and 
many of the growth-stimulatory pathways that contribute to 
tumorigenesis in the CNS have been extensively examined. 
In addition to the oncogenetic alterations described for indi-
vidual tumors, important regulatory roles in the proliferation 
of brain tumors include those mediated by EGF and PDGF, 
which are widely expressed in the normal brain as well.

Glioma and medulloblastoma are typically highly inva-
sive. This characteristic is thought to play an important role 
in their recurrence after treatment, which tends to occur 
locally at their original site of presentation. The mechanisms 
that underlie glial tumor cell invasion are an active area of 
research.35-37 Clinicians observed long ago that such malig-
nant tumors have preferred routes of invasion along white 
matter tracts—although little is known of the manner in 
which tumor cells recognize white matter tracts and migrate 
along them. Integrins, especially AvB3 and AvB5, seem to 
play an important role in this process.38 Degradation of the 
extracellular matrix by proteinases produced by tumor cells 
is now recognized as an important early step in the invasion 
of normal tissue. Glial tumor cells express urokinase-type 
plasminogen receptor (UPAR) on their surface,39 which 
binds to urokinase plasminogen activators (UPAs) that 
are also highly expressed in the most malignant gliomas.39 
UPAR presents activated UPA to the extracellular matrix 
(ECM), where plasminogen is cleaved to active plasmin. 
This degrades ECM constituents including fibronectin, lam-
inin, and proteoglycans that are especially prominent in the 
ECM surrounding blood vessels. Matrix metallopeptidases, 
especially MMP2 and MMP9, also seem to play impor-
tant roles in ECM degradation.40 Interestingly, some brain 
tumors produce inhibitors of various plasminogen activa-
tors, thereby inhibiting ECM degradation. The extracellular 
milieu of the CNS also contains high concentrations of gly-
cosaminoglycan, hyaluronan, and chondroitin sulfate, which 
are detected in only low amounts in other tissues. How brain 
tumor cells move through a matrix of such molecules is not 
known.

The development of a tumor vasculature is a central 
aspect of tumorigenesis and tumor progression.41 Although 
low-grade brain tumors tend to have a vasculature similar to 
that observed in normal brain, high-grade tumors are heav-
ily vascularized and disrupt the established blood-brain bar-
rier. Such a barrier is not present in the new tumor vessels 
that are formed.42 Glial tumor vessel formation is regulated 
by the endothelial cell RTKs for VEGF, including FLT-1 
(VEGFR1) and KDR (VEGFR2).43 VEGF is a critical 
mediator of tumor angiogenesis in several different types of 
brain tumors, and its expression is inducible by hypoxia, a 
finding consistent with cellular hypoxia being a key stimu-
lant for angiogenesis during glioma formation. VEGF is 
expressed at very high levels in high-grade gliomas.44 FLT-1 
is not expressed in normal brain tissue but is expressed in a 
tumor-stage–dependent manner in the vasculature of astro-
cytoma, and KDR is expressed only in high-grade glioma.43 
VEGF is also known to enhance the vascular permeability 
of normal brain vasculature and may be responsible for the 
peritumoral edema found frequently in malignant gliomas. 
Blood vessel formation during tumorigenesis and tumor 
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progression requires both proliferation and recruitment of 
smooth muscle pericytes, which is regulated by TGFB1, 
PDGFRB, and TEK (TIE-2). The TEK receptor and its 
agonist, ANGPT1, are constitutively expressed in gliomas, 
suggesting an important role in the development of tumor 
vasculature for this pathway as well. Bevacizumab, an anti-
body against VEGF, is widely used in the management of 
brain tumor patients, though the degree of impact on sur-
vival and quality of life remains unclear.45

Therapeutic Resistance of Primary 
Central Nervous System Tumors

Primary brain tumors are widely regarded as being particu-
larly resistant to the most commonly used antineoplastic 
strategies. Although surgery plays a major role in removing 
some brain tumors and debulking others, the challenges of 
working within the skull in a tissue so exquisitely sensi-
tive to anatomic disruption means that tumors that either 
arise in or invade regions of the brain that are required for 
vital functions cannot be effectively removed. Also, aggres-
sive brain tumors, especially high-grade astrocytomas, tend 
to invade as numerous projections from the surface of the 
tumor and as rare cells that move to very distant regions of 
the brain, making complete removal impossible. Similarly, 
the use of radiation therapy is challenged by the compact-
ness of normal tissues in the vicinity of the tumor and by 
the invasion of tumor into normal tissue. These character-
istics of brain tumors mean that delivering effective doses 
of radiation to the tumor without damaging critical normal 
tissue is particularly difficult. This is especially important in 
the developing brains of pediatric patients and compromises 
our ability to use the highest doses of radiation therapy in 
children.

Both radiation therapy and chemotherapy are com-
promised because many glial-derived tumors seem to be 
particularly resistant to apoptosis following DNA damage.46 
Although the precise contribution of apoptosis to curative 
therapy in solid tumors is not yet known, it is clear that 
tumors that are highly resistant to apoptosis do not respond 
well to cytotoxic therapies. Also, the blood-brain barrier 
presents a unique challenge for the administration of che-
motherapy. Although the barrier is largely destroyed at sites 
of primary tumor growth, migrating, invasive tumor cells are 
thought to remain behind the blood-brain barrier until they 

begin to establish millimeter-size masses, and this finding 
may account for the apparent resistance to therapy of some 
tumor types. The use of combination therapy consisting of 
procarbazine, lomustine (CCNU), and vincristine (PCV) 
has been found to be quite active in a subgroup of patients 
with oligodendroglioma, which is characterized by the loss of 
Ch1p and Ch19q.47 Also, the combination of temozolomide 
with radiation has resulted in a slight increase in median sur-
vival of patients with GBM, a disease in which surgery and 
radiation alone result in survival of approximately 1 year.48 
These results indicate that cytotoxic approaches can contrib-
ute to the treatment of brain tumors and, it is hoped, will 
provide insights into how multimodality therapy might be 
more effective in the future.

Future Directions/Perspective

Recent advances in understanding the genetic underpin-
nings of primary brain tumors have provided evidence for 
the involvement of genes and pathways not previously 
known to be important for the pathobiology of glioma, and 
in some cases for any cancer. These studies have provided a 
remarkable picture of the molecular heterogeneity that pre-
vious work suggested, and many expected, but is now irrefut-
able and clearly of great importance in thinking about the 
development of future therapies. Beyond the mutational het-
erogeneity important for tumor progression and recurrence, 
the documentation of epigenetic, biological, and molecular 
heterogeneity in different parts of high-grade glioma3—an 
observation consistent with the histologic appearance of 
GBM—raises important questions regarding the design and 
evaluation of current therapeutic strategies. Characteriza-
tions of these genetic and epigenetic changes associated with 
malignancy have highlighted pathways likely to be the “driv-
ers” of tumor pathology and tumor progression. Although 
the failure of targeted therapies has to date been focused on 
target-specific mutations contributing to therapeutic resis-
tance,49 we will now have to contend with large populations 
of cells within tumors at presentation and relapse that may 
require quite different therapeutic approaches3 and tumor 
stem cell populations that are intrinsically chemoresistant.50 
Importantly, the need for combinations of targeted therapy 
is further highlighted by these observations, and that clearly 
should be an important line of clinical investigation for the 
immediate future.
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Skin Cancer Research Has Helped Define 
the Biology of Cancer Pathogenesis

Epithelial nonmelanoma skin cancer (NMSC, primarily 
basal cell and squamous cell carcinoma) is the most fre-
quent cancer among white populations, with incidence 
rates matching all other cancers combined in these groups. 
Although not frequently lethal, epithelial skin cancers are 
the cause of considerable morbidity, cosmetic defects, and 
extreme medical expense. Exposure to mutagenic ultraviolet 
(UV) light is the major skin carcinogenetic stimulus, but sun 
avoidance has often been superseded by lifestyle choices, and 
changing atmospheric conditions favor increased intensity 
of exposure. Thus, considerable attention has been directed 
to understanding the molecular pathogenesis of epithelial 
cutaneous cancer, and much progress has been achieved. 
Consequently, effective therapeutic approaches are evolving 
that have the potential to sharply reduce the morbidity and 
expense associated with these lesions. Skin cancer research 
has also provided significant insight into the mechanisms 
of understanding cancer pathogenesis in general. Centuries 
ago, astute clinicians and basic scientists first observed that 
chemical and physical exposures could cause skin cancer in 
humans and animals. Modern analysis of skin cancer induc-
tion demonstrated that cancers evolve from multiple, clonal, 
precancerous stages (initiation, promotion, premalignant 
progression, malignant conversion), and that genetic (e.g., 
mutation), epigenetic (e.g., gene expression or protein modi-
fication), and microenvironmental changes (e.g., inflamma-
tion, wounding) contribute to tumor formation. Skin studies 
first revealed that chemical carcinogens bind covalently to 
DNA, causing specific mutations in oncogenes and suppres-
sor genes, and that DNA repair protects against cancer risk. 
In addition, cutaneous cancer research has indicated that 
viruses can cause human tumors; that immunosuppressed 
patients are susceptible to cancer; that genetic background 
can modify cancer rates; that diet, UV exposure, and cigarette 
smoke are cancer risk factors; and that signaling pathways 

initially associated with familial basal cell carcinoma (BCC) 
contribute to the pathogenesis of a variety of epithelial can-
cers of internal organs.1 Thus, epithelial skin cancer research 
has been a major contributor to defining cancer biology and 
biochemistry in general.

The Molecular Origin of Skin Tumors Is 
Revealed by Hereditary Syndromes

Cutaneous cancers are the manifestation of germline muta-
tions in a number of hereditary syndromes (Table 41-1). 
Identifying the mutant genes has revealed pathways relevant 
to the pathogenesis of cancers in skin and internal organs 
as well as revealing targets for somatic mutations in spon-
taneous versions of the same tumor type. The most broadly 
relevant are the DNA repair genes that comprise the com-
plementation groups of skin cancer–prone xeroderma pig-
mentosum families.2 Germline mutations in individual 
genes at distinct chromosomal loci define proteins that 
collectively ensure proper global and transcription-coupled 
nucleotide excision repair. Among these are proteins that 
recognize and bind to sites of DNA damage (XPA, XPC, 
XPE),1 helicases (XPB, XPD), and endonuclease compo-
nents (XPG, XPF)—defects in any of which can give a skin 
cancer—prone or defective neurological phenotype.2 The 
discovery of germline mutations in the PTCH1 gene among 
patients with the basal cell nevus syndrome first revealed 
the involvement of the Sonic hedgehog pathway in human 
cancer.3 Subsequent studies confirmed that most sporadic 
basal cell cancers had somatic mutations in PTCH1 or its 
downstream effector SMO. The mapping of the dysplastic 
nevus syndrome to the INK4a locus and identification of 
mutations in the p16(INK4a) gene revealed an important 
pathway in the etiology of heredity-prone and sporadic mel-
anoma. As important, this discovery pointed to defects in 
structure or expression of p16 (INK4a) and other compo-
nents of the cyclin-CDK signaling pathway in melanoma and 
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nonmelanoma skin cancer. Ferguson-Smith disease (FSD), 
characterized by multiple squamous-carcinoma–like locally 
invasive skin tumors that grow rapidly for a few weeks and 
then spontaneously regress, is due to inactivating mutations 
in TGFβR1. Recessive dystrophic epidermolysis bullosa is a 
blistering skin disorder caused by mutations in COL7A1, a 
critical component of the basement membrane secreted by 
keratinocytes. DEBS patients suffer from early-onset, highly 
invasive and metastatic squamous cell carcinoma (SCC), 
often leading to death. Tumorigenesis is linked to a specific 
fragment of type VII collagen that promotes tumor cell inva-
sion and constitutively active dermal fibroblasts that enhance 
tumor aggressiveness. Specific mutations in Cowden syn-
drome (PTEN), Muir-Torre syndrome (MSH2, MLH1), 
pilomatricoma (CTNNB [β-catenin]), Birt-Hogg-Dube 
syndrome (FLCN), cylindromatosis (CYLD1), and tricho-
epithelioma (PTCH1, p16 (INK4aA)) that cause adnexal 
tumors have revealed much about the pathways important 
in the development of cutaneous adnexal tissues. In addition 
to skin tumors, folliculin defects are strongly linked to renal 
cancer, Pten to breast cancer, and Msh2 to colon cancer. Dys-
keratosis congenita is a complex genetic syndrome resulting 

from defects in any one of related genes involved in the main-
tenance of telomeres. The association with both cutaneous 
and head and neck SCC recapitulates mouse models of 
telomerase deficiency.

In addition to these highly penetrant hereditary syn-
dromes, genome-wide association studies are identifying new 
loci that confer increased risk for either BCC or SCC, although 
the mechanistic details remain. Single-nucleotide polymor-
phisms (SNPs) within several well-characterized pigmentation 
loci—including MC1R (melanocortin 1 receptor) and OCA2 
(oculocutaneous albinism II)—and a potential pigmentation 
locus IRF4 (interferon regulatory factor 4) show linkage to 
increased risk for both BCC and SCC NMSC.4-6 Other SNPs  
on 6p25 and 13q32 near the EXOC2 and UBAC2 genes also 
show linkage with increased risk of SCC,6 whereas two func-
tional SNPs in the nucleotide excision repair gene ERCC6 are 
significantly associated with increased risk of BCC. A history 
of NMSC is also associated with increased risk for subsequent 
noncutaneous malignancies, and a previous SCC is associated 
with poor prognosis for cancers of the lung, colon, rectum, and 
breast and for non-Hodgkin lymphoma. Although the genetic 
basis of this is currently unknown, GWAS studies of patients 

Table 41-1 Gene Targets for Mutations in Hereditary and Sporadic Cutaneous Cancers

Gene Function Locus Tumor Type Syndrome Spontaneous

p53 DNA repair, apoptosis,  
cell cycle regulation

17 p13.1 BCC, SCC Li-Fraumeni (but no increase  
in skin cancers)

Yes

XPA, XPB
XPC, XPD, XPE
XPF, XPG

DNA repair 9p34.1, 2q21
3p25.1, 19q13.3, 11p11.12
16p13.3, 13q32

BCC, SCC, melanoma Xeroderma pigmentosum Possible

PTCH1 Sonic hedgehog receptor 9q22.3 BCC, trichoepithelioma Nevoid basal cell carcinoma Yes

SMO Sonic hedgehog effector 7q31-32 BCC Not identified Yes

p16INK4a Cyclin inhibitor 9p21 Melanoma, SCC, 
trichoepithelioma

Dysplastic nevus Yes

CTNNB
(β-catenin)

Cell-cell adhesion, 
 transcription factor

3p22-p21.3 Pilomatricoma Not identified Yes

CYLD1 NFκB inhibitor 16q12-13 Cylindroma
Trichoepithelioma

Multiple cylindroma Yes

PTEN Phosphatase 10q23.3 Trichilemmoma Cowden’s Unknown

MSH2
MLH1

Mismatch repair 2p22-p21
3p21.3

Sebaceous gland 
carcinoma

Muir-Torre Unknown

Folliculin Regulates mTor 17p11.2 Fibrofolliculoma Birt-Hogg-Dube Unknown

CYLD1 NFκB inhibitor 16q12-13 Trichoepithelioma Multiple trichoepithelioma Unknown

? ? Xq24-q27 BCC Bazex Unknown

TGFβR1 Growth inhibitor 9q22.3 Keratoacanthoma Ferguson-Smith Iatrogenic

DKC1, TERC, 
others

Telomere maintenance X, 3q, others SCC Dyskeratosis congenita No

COL7A1 Anchoring fibrils 3p21.1 SCC Recessive dystrophic 
 epidermolysis bullosa

No
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with NMSC and a noncutaneous malignancy will likely reveal 
additional loci conferring risk for cancer for which the appear-
ance of NMSC may be a signal.

Basal Cell Carcinoma

BCC is a very common, slow-growing, locally invasive tumor 
that typically presents as a pink or pearly papule with super-
ficial telangiectasia and occasional ulceration. BCC precur-
sor lesions have not been identified, there is no evidence of 
neoplastic progression, phenotypic diversity even within the 
same tumor is common, and metastases are exceedingly rare. 
Chromosomal losses involving 9q mark both sporadic and 
inherited BCCs, leading to the discovery of mutations in 
PTCH1,3 a homologue of the Drosophila ptc gene involved 
in embryonic development.

Ptch1 is a 12-pass transmembrane receptor for Sonic 
hedgehog (Shh), a secreted ligand involved in the prolifera-
tion and patterning of multiple tissues and organs during 
embryogenesis. Shh binds to Ptch and alleviates Ptch-medi-
ated repression of Smo on responding cells (reviewed in 
Reference 1). Active Smo enters the primary cilium, where 
it functions to modify the expression and structure of a fam-
ily of Gli transcription factors to alter the expression of Shh 
target genes. The complexity of the pathway is enhanced 
by the presence of additional vertebrate homologues of 
Drosophila proteins, fused (a serine-threonine kinase), sup-
pressor of fused (SuFu) that binds to Gli proteins, Cos 2 
(Kif 7), and Iguana (Dzip1), with SuFu, Cos2, and Iguana 
serving as inhibitors of Gli signaling.1 Activation of the 
Shh pathway upregulates Gli1 and Ptch1, and these serve 
as markers for physiologic and pathologic Shh signaling. In 
human BCCs, inactivating mutation or deletion of PTCH1 
results in constitutive signaling independent of SHH. In 
addition to loss-of-function PTCH1 mutations, gain-of-
function (oncogenic) SMO mutations have been found in 
some BCCs where PTCH1 appears to be normal. PTCH1 
or SMO mutations are implicated in about 80% of BCCs, 
whereas hedgehog signaling is active in all BCCs. Thus, addi-
tional mechanisms must exist for uncontrolled activation of 
this pathway. Rare mutations in SuFu have been reported 
in BCCs, and other syndromes are known to predispose to 
BCC, but the genetic bases for these have not been delin-
eated. Although mutations in p53 have been found in up 
to 50% of BCCs , most lesions fail to exhibit the genomic 
instability associated with other cancers where p53 function 
is compromised,7 and the presence or absence of p53 muta-
tions does not alter the histological phenotype, although loss 
of p53 function facilitates the eruption of BCC in animal 
models.

Gli activation is the driving force for tumor develop-
ment in the setting of constitutive Hedgehog signaling. The 
three mammalian Gli proteins are zinc finger proteins that 
bind to a 9bp canonical binding site in the promoters of target 
genes following activation of hedgehog signaling (reviewed 
in Reference 1). The regulation of Gli activity by hedgehog 
signaling is complex; Gli2 and Gli3 proteins have both tran-
scriptional repressor and activating domains, whereas Gli1 
is strictly a transcriptional activator. Much of the regulation 
of Gli proteins is post-translational. Gli3 processing primar-
ily generates a transcriptional repressor, whereas processed 
(phosphorylated) Gli2 is ubiquitinated and degraded. Shh 
signaling suppresses processing and degradation of Gli2 and 
stabilizes its transcriptional activation function. Genetic 
ablation studies in mice have displayed the consequences of 
Gli activity in vivo. Gli1-null mice are without a phenotype, 
whereas the developmental defects and impaired hair fol-
licle growth caused by ablation of Gli2 indicate that Gli2 is 
the downstream effector of the Hh pathway.8 Disruption of 
Gli3 produces a phenotype consistent with hedgehog activa-
tion, validating its action as a repressor of the pathway.

Genetically altered mouse models provide experimental 
evidence linking the hedgehog pathway to human BCC.9 Tar-
geting SHH or an activated SMO mutant to the epidermis 
and hair follicles upregulates Shh target genes and produces 
basal cell–like proliferations in newborn mouse skin. Overex-
pression of SHH in human keratinocytes followed by grafting 
onto severe combined immunodeficiency (SCID) mice pro-
duced BCC-like changes as well. Mouse models in which Ptch 
gene function has been disrupted develop microscopic hair 
follicle–derived proliferations, with the appearance of a vari-
ety of macroscopic skin tumors, including BCCs, following 
exposure to ionizing or UV radiation.10 Mice with skin tar-
geted overexpression of human GLI1 or mouse Gli2 develop 
multiple BCCs or other tumors arising from hair follicles. 
The Hh pathway is regulated through primary cilia, present 
on most mammalian cells, which acts as an organizing struc-
ture for signaling and is essential for proteolytic processing of 
Gli proteins to activator and repressor forms. Inactivation of 
Kif3a, an essential component of the anterograde intraflagellar 
transport motor, blocks formation of BCC in mice expressing 
the activated form of SMO, but accelerates tumor formation 
driven by activated Gli2. Thus cilia play a dual role in both 
activating and inhibiting Shh signaling and tumorigenesis.

Taken together, these findings strongly support the 
concept that deregulated Shh signaling is central for BCC 
development. When Gli2 is targeted to mouse epidermis 
and hair follicles conditionally, BCCs develop from overex-
pression and regress when expression is discontinued. On 
reexpression of Gli2 in this model, tumors reemerge from a 
small residual population of precursor cells. What remains 
unclear is the identification of the hedgehog target genes 
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downstream from Gli that are essential for BCC formation. 
A number of candidates have been reported, including sev-
eral cyclins, E2f1, N-Myc, Pdgfr, Bcl2, BEG4, FOXM1, and 
FOXE1, Mim, Hhip, Snail, Ptch1, and Gli1 (Figure 41-1), 
but definitive studies on these genes are lacking. In both 
human and mouse BCC the Wnt pathway appears dysregu-
lated due to elevated expression of β-catenin, and blockade 
of Wnt signaling in mice blocks hedgehog-driven tumor 
growth. Crosstalk between hedgehog and EGFR signaling 
is synergistic for BCC induction in animal models, suggest-
ing that EGFR inhibitors could have a therapeutic role in 
the clinic. Small-molecule inhibitors of SMO have been 
developed based on the natural product cyclopamine, which 
causes BCC regression in animal models. In recent Phase III 
clinical trials, the SMO inhibitor vismodegib has caused sig-
nificant tumor regression in patients with advanced sporadic 
BCC11 and regression of preexisting lesions and prevention 
of new lesions in Gorlin syndrome patients.12 Vismodegib 
was approved by the U.S. Food and Drug Administration 
(FDA) in January 2012 for adult patients with recurrent 
locally advanced or metastatic BCCs or who are not candi-
dates for surgery or radiation. Other inhibitors are likely to 
follow, although target-based side effects may be an inherent 
limitation for long-term treatment. Because the Hedgehog 
pathway is aberrantly activated in malignancies arising in 
several internal organs,1 these inhibitors are likely to have 
a significant impact on the treatment of a broad range of 
human neoplasms.

Cutaneous Squamous Cell Carcinoma

Cutaneous SCC frequently presents as a firm, pink pap-
ule or nodule, with a conspicuous hyperkeratotic surface. 
Although SCCs represent only about 20% of nonmelanoma 
skin cancers, they are invasive and occasionally metastasize 
(1% to 2%). SCC is more frequent with higher cumulative 
sunlight exposure and as cancers associated with specific 
occupational exposures (coke oven and petroleum oil work-
ers). There is roughly a 25- to 200-fold increase in SCC 
incidence in immunosuppressed organ transplant recipi-
ents, with a reversal of the BCC-to-SCC ratio; these tumors 
are more aggressive, occur in multiple locations within one 
patient, and are associated with increased morbidity and 
mortality. Conversely, a drug that activates local innate and 
adaptive immune responses through TLR-7 (imiquimod 
(1-(2-methylpropyl)-1H-imidazo[4,5-C]quinolin-4-amine) 
is highly effective in treating BCC, SCC, and its precursor 
lesion, actinic keratosis (AK).13 Cutaneous SCC is usually 
preceded by a benign hyperproliferative-hyperkeratotic AK 
(Figure 41-2, A). These are sunlight-induced clonal lesions 
that frequently harbor p53 mutations, particularly at codon 
278 or other codons of the DNA binding domain of p53 
that contain dipyrimidine sites. AKs often exhibit chromo-
somal changes, particularly loss of heterozygosity (LOH) 
at 3p, 13q, 17p, 17q, 9p, and 9q. Such changes are less fre-
quent in SCC, clouding the direct relation of AK to SCC. 

Pathological activation in
BCC (irreversible)

Physiological activation in
anagen HF (reversible)Pathway off

Ptch1 Smo
(repressed)

Smo
(active)

Smo*
(oncogenic)

*

Smo

Accumulation of Gli-ActivatorAccumulation of Gli-ActivatorGli phosphorylation & degradation
Processing Gli2/3 to Gli-repressor

Ptch1
(inactive)

Ptch1
(lost)

Target genes: PTCH1, GLI1,
MYCN, BCL2, SFRP1, MIM, HHIP,
CCND1, SNAIL, FOXE1, FOXM1

Gli target genes OFF Gli target genes ON Gli target genes ON

Shh

Figure 41-1 Simplified model depicting hedgehog signaling in skin physiology and BCC pathogenesis. The major site of action for sonic 
hedgehog (SHH) is the hair follicle (HF). In resting hair follicles, SHH is not expressed, and PTCH1 dampens SMO activity. Under these conditions, Gli 
transcription factors are unstable and degraded. In addition, posttranslational processing of GLI2 and GLI3 processing yields a transcriptional repressor 
that suppresses SHH target gene expression. When SHH expression increases during HF growth (anagen), PTCH1 is inactivated, SMO is phosphorylated 
by casein kinase 1 and protein kinase A, and active SMO upregulates Gli proteins by posttranslational mechanisms, leading to accumulation of Gli trans
criptional activators. One target of Gli transcription is PTCH1, which serves as a negative feedback on this reversible pathway. In BCC initiation, PTCH1 is 
genetically deleted (or SMO is mutationally activated to SMO*), and the pathway is irreversibly activated. Gli2 appears to be the major driving factor to 
upregulate a number of effectors responsible for the neoplastic phenotype, including GLI1, MYCN, BCL2, SFRP1, MIM, HHIP, CCND1, SNAIL, FOXE1, and 
FOXM1.
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However, the frequency of evolution of AK to SCC is very 
low (0.1% to 10%), suggesting there may be a high-risk AK 
group with relevant genetic changes not yet documented. 
Activating mutations in the K-RAS or Ha-RAS gene are 
detected in approximately 10% of AK and SCC, and the 
RAS pathway is activated by non-mutational mechanisms 
in a much larger fraction of SCCs. Inactivating mutations or 
epigenetic silencing of p16(INK4a) and activation of telom-
erase are other pathways associated with SCC development. 
Constitutive activation of the EGF receptor (EGFR) by 
amplification or increased expression of ligands with the for-
mation of an autocrine loop is a frequent finding in SCC. 
Gene expression arrays have revealed several other genes 
whose expression is characteristic of SCC, but experimental 
validation of a causal relation remains to be determined.

Constitutive activation of NFκB signaling is com-
mon in SCC,14,15 and this is associated with upregulation 

of specific NFκB target genes associated with altered pro-
liferation, invasion, angiogenesis, and inflammation. NFκB 
hyperactivation is a known inducer of cylindromatous 
skin tumors, because homozygous deletions of the CYLD 
gene, encoding a deubiquitinase that negatively regulates 
the NFκB pathway through targets such as TRAF2 and 
BCL-3, has been identified as the basis for familial cylindro-
matosis (see Table 41-1). Homozygous deletion of CYLD 
in mice increases susceptibility to squamous skin tumors. 
However, studies with genetically modified human keratino-
cytes grafted to nude mice suggest that inhibition of NFκB 
together with activation of the RAS oncogene is sufficient to 
convert normal keratinocytes into SCC, and a similar result 
has been obtained in the skin of transgenic mice. This con-
troversy is unsettled at this time.

To prove causal relations among the various associa-
tions made by studying human SCC, model systems using 

Invasive
squamous cell

carcinoma

Squamous cell
carcinoma

in situ

Proliferative/
recurrent

actinic keratosis

GENETIC CHANGES ASSOCIATED WITH HUMAN CUTANEOUS SQUAMOUS CARCINOMA

mut p53
mut K-ras
mut H-ras

(-) INK4A-ARF
(+) Telomerase

(-) Notch
(+) EGFR

A

Aneuploidy

LOH
17p
17q
9p
9q
3p

13q

Actinic
keratosis

Normal
keratinocyte

GENETIC CHANGES ASSOCIATED WITH CHEMICALLY INDUCED MOUSE CUTANEOUS SQUAMOUS CARCINOMA

mut H-ras
mut K-ras
(+) cyclin D1

mut p53
homozy mut H-ras
(+) AP-1 activity
(+) telomerase

del p16; del p15
(+) TGF�1
(-) cadherin
LOH 4
del Notch
del �-catenin

B

Tri 6,7
LOH 11

Aneuploidy

Normal
keratinocyte

Squamous cell
carcinoma

Squamous
papilloma

Dysplastic
papilloma

Spindle cell
carcinoma

Figure 41-2 Genetic changes associated with (A) human cutaneous squamous carcinoma and (B) experimental mouse skin squamous 
carcinoma. The multistage evolution of invasive squamous cell cancer is depicted schematically with frequently associated genetic changes detailed 
here. Although many common pathways exist in the two species, current understanding places p53 mutations early in human SCC development and 
ultraviolet light–induced mouse skin SCC (not shown), but p53 mutations occur late in chemically induced mouse skin SCC associated with malignant 
conversion. Increased activity of telomerase (deletion of inhibitor) or EGFR tyrosine kinase (gene amplification) and decreased signaling in the Notch 
pathway (mutation) may also result from epigenetic changes, as in the case of upregulation of EGFR ligand expression in mouse SCC development. This 
figure is modified from Dlugosz A, Merlino G, Yuspa SH. Progress in cutaneous cancer research. J Invest Dermatol Symp Proc 7:17-26, 2002, with permission of the Journal of 
Investigative Dermatology.

https://CafePezeshki.IR



IV. Molecular Pathogenesis and Therapeutic Targets for Specific Cancers586

human and mouse keratinocytes in culture and animal mod-
els in vivo have been developed. The classical carcinogene-
sis model to induce SCC on mouse skin involves a limited 
application of a mutagenic agent such as a chemical carcino-
gen or UV light that “initiates” the cancer process in a subset 
of cells, followed by repeated applications of a nonmutagenic 
agent such as a phorbol ester that provides a microenviron-
ment favorable for the clonal outgrowth of the initiated pop-
ulation. Tumor development proceeds through predictable 
stages, with the early emergence of benign squamous pap-
illomas, the murine equivalent of AK, some of which pro-
gress to invasive SCC, mimicking human SCC with a low 
metastatic rate (see Figure 41-2, B). In some cases SCC will 
evolve into a more aggressive spindle cell cancer. This model 
has illuminated the genetic and biochemical changes that are 
permissive for SCC development under controlled experi-
mental conditions. Heterozygous activating Ras gene muta-
tions are sufficient to “initiate” the target cells and produce 
squamous papillomas, and this is coupled to constitutive 
activation of the EGFR through overexpression of EGFR 
ligands (see Figure 41-2, B). Papillomas form spontaneously 
in transgenic mice overexpressing ErbB2 and TGFα in epi-
dermis, and papilloma formation is reduced in mice where 
EGFR or SOS is ablated. Furthermore, tumor formation is 
completely inhibited in mice lacking the Stat3 gene, a down-
stream target of the EGFR. The clinical relevance of this 
pathway is highlighted by the effectiveness of anti-EGFR 
drugs in head and neck SCC patients. The relevance of the 
RAS pathway in human skin cancer is emphasized by the 
development of multiple cutaneous SCC and keratoacan-
thoma expressing Ha-RAS mutations in melanoma patients 
treated with the BRAF V600E inhibitor vemurafenib.16 
This drug also enhanced chemical carcinogenesis on mouse 
skin through stimulation of MAPK activity. Inactivation of 
PKCδ is also essential for papilloma development in mouse 
skin. PKCδ is inactivated by c-Src–mediated tyrosine phos-
phorylation in initiated mouse keratinocytes, whereas in 
human skin tumors the expression of PKCδ transcripts is 
greatly reduced. Transgenic mice overexpressing PKCδ in 
the skin do not form skin tumors. TGFβ plays a dual role in 
experimental SCC development, suppressing premalignant 
progression to SCC while enhancing phenotypic progression 
from SCC to a spindle cell phenotype.17 However, topical 
inhibitors of the TGFβ type I receptor suppress papilloma 
formation, suggesting that TGFβ signaling is important in 
tumor outgrowth. Inactivation of p53 enhances malignant 
conversion of papillomas to SCC in chemical carcinogenesis 
but is an earlier event in UV light–induced skin carcinogen-
esis in both mice and humans. Members of the AP-1 tran-
scription factor family also play a dual role in experimental 
skin tumor development, where c-Jun is essential for papil-
loma and c-Fos is essential for SCC development. Inhibition 

of AP-1 activity after the formation of benign papillomas 
prevents malignant conversion.

In contrast to murine models for BCC, the develop-
ment of techniques to genetically alter mice greatly expanded 
the array of genes and pathways that influence SCC devel-
opment on the skin (Table 41-2), indicating a much more 
complex pathogenesis. Pathways and genes that can influ-
ence SCC development and progression to spindle cell 
tumors in mice include cyclin D1, ornithine decarboxylase, 
p16(ink4A), p15(ink4A), p63, E-cadherin, and TGFβ1, and 
these are frequently altered in human SCC. In several model 
systems, genetic alterations have resulted in the spontaneous 
development of SCC in the absence of a precursor lesion. 
For example, mice ablated for Notch or β-Catenin rapidly 
form SCCs even in the absence of carcinogenic exposure, and 
ablation of Notch in epidermis promotes tumor formation by 
creating a barrier defect and promoting inflammation.18 In 
fact, loss of function Notch mutations is frequently found in 
cutaneous SCC.19 Furthermore, clinical trials of γ-secretase 
inhibitors for the treatment of Alzheimer’s disease have been 
discontinued because of emergence of NMSC.20 γ-Secretase 
is required for the activation of intracellular Notch action.

Defining the Cell of Origin for  
Cutaneous Cancers

Genetic profiling of both SCC and BCC indicate a mono-
clonal origin. However, the multiplicity of epithelial tumor 
phenotypes in skin (see Table 41-1) and the divergent phe-
notypes within each suggest that either multiple target cells 
exist within the complex compartmentalization of the integ-
ument or that specific genetic lesions or tumor microenvi-
ronments acting on a multipotential target cell determine 
tumor phenotype and malignant potential.21,22 Both human 
and murine skin contains several types of stem cells within 
different locations in the epidermis and hair follicle that 
maintain discrete epidermal compartments, with stem cells 
within the bulge region of the hair follicle the best charac-
terized.22 Gene expression analysis of isolated murine hair 
follicle stem cells and analysis of genetically altered mice has 
revealed specific gene expression patterns and signaling path-
ways that define stemness, and Lgr6+ cells residing above 
the follicle bulge may mark stem cells capable of generating 
all three self-renewing compartments of the epidermis.23

Lineage tracing studies in mice and targeted activa-
tion of Hh signaling in different cells of the hair follicle have 
revealed that only cells originating in the interfollicular epi-
dermis and upper infundibulum are capable of generating 
BCC in the absence of other factors, such as wounding hair 
growth cycle, irradiation, or supraphysiological expression of 
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pathway components. Targeting high levels of oncogenic Ras 
to basal and stem cell keratinocytes gives rise to squamous 
tumors with a high risk for malignant conversion, whereas 
targeting suprabasal keratinocytes produces only benign 
tumors. Lineage tracing with genetically altered mice shows 
that keratin 15 expressing cells of the hair follicle bulge 
region contribute to chemically induced squamous papillo-
mas.24 However, expression of physiological levels of onco-
genic Ras in hair follicle bulge stem cells, hair germ, and outer 
root sheath or interfollicular keratinocytes only gives rise to 
benign papilloma, but SCC can develop in all cells when 
combined with p53 deletion. More committed hair matrix 
keratinocytes were unable to form tumors with Ras or Ras + 
p53 loss.25,26 Although the cell of origin has not been identi-
fied for human cutaneous SCC, tumor-initiating or cancer 

stem cells (CSCs) have been isolated from cutaneous SCC 
based on expression of CD133 (prominin), which can regen-
erate tumors with similar histology and grade as the original 
in serial xenotransplants on immunocompromised mice.27 
In murine cutaneous SCC, 2 CSC populations have been 
identified differing in the expression of the hair follicle bulge 
marker CD34, and responsiveness to TGFβ1 signaling and 
FAK-mediated integrin signaling. Other studies have dem-
onstrated dependence of CSC on β-catenin signaling and 
autocrine VEGF responses requiring the neuropilin recep-
tor. Together these mouse models show that SCC can arise 
from multiple cells within the hair follicle and interfollicular 
epidermis, that distinct CSC populations exist within the 
same tumor, and that they have gene expression patterns dis-
tinct from normal hair follicle stem cells and require specific 

Table 41-2 Genetically Modified Mouse Models for Cutaneous Squamous Cell Cancer

Modification Enhancers Comments

Tg.AC (ζ globin-v-rasHa) Promoters, drugs Enhancers upregulate transgene

Tg.AC UVB p53 mutations are absent

K1-ras, K10-ras Promoters Predominantly papillomas

ΔK5-ras None Papillomas, KA, SCC

K6-ras Promoters SCC

K1-TGFα, K14-TGFα, MT-TGFα Promoters Predominantly papillomas that regress

Inv-c-MycER None Papilloma

K1-v-fos Promoters Papilloma

K5-E2F1 p53 deficiency Papilloma, SCC, BCC

K5-Igf1 Promoters Papilloma, SCC

K5-ErbB2 Promoters Papilloma, SCC

K5-SOS-F None Tumors inhibited by Egfr deficiency

K14-HPV16 FVB/N mouse strain Tumors inhibited by difluoromethylornithine

K6-ODC DMBA SCC, K-ras mutations

XP mutant models (A, C, D) Initiation/promotion/UVR Enhanced sensitivity

Egfr null mutant v-rasHa Reduced tumor size

p53 null mutant DMBA/TPA Enhanced malignant conversion

p21waf1 null mutant DMBA/TPA Enhanced papilloma formation

c-fos null mutant Cross with Tg.AC Papilloma but no SCC

K14-PKCε DMBA/TPA Enhanced SCC, metastases

K14-PKCδ DMBA/TPA Reduced papilloma development

K5-src None or DMBA/TPA Enhanced spontaneous or induced SCC

K5-IκB mutant None Spontaneous SCC/NFκB inhibition

Notch null None Spontaneous SCC/nuclear β-catenin

α-catenin null None Spontaneous SCC/NFκB activation

Cyld null None or DMBA/TPA Enhanced papilloma/NFκB activation
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microenvironmental stimuli and gene expression pathways 
to maintain the CSC phenotype.

Importance of the Microenvironment in 
Cutaneous Cancer

Although much cutaneous cancer research has focused on 
cell-autonomous alterations in keratinocytes that contribute 
to cancer development, it is now clear that alterations in the 
cutaneous tissue environment are also critical. Changes in 
integrin distribution and expression occur during progres-
sion of human and chemically induced mouse SCC, and 
targeted changes in specific integrin complex expression can 
enhance or suppress malignant conversion. Similarly, muta-
tions in the anchoring molecule collagen VII that block the 
interaction of collagen VII with laminin 5 predispose dys-
trophic epidermolysis bullosa to SCC.

Changes in the cutaneous immune microenvironment 
are also critical for tumor development. Inflammation and 
immunosuppression caused by UV irradiation are intimately 
linked to UV-induced skin cancer. Similarly, inflammation 
within the tumor microenvironment is associated with the 
progression of AK to SCC. Genetically altered mice lacking 
skin-resident γδ T cells have increased frequency of chemi-
cally induced papillomas and malignant conversion, sug-
gesting that this resident T cell population is important in 
antitumor immunosurveillance. Surprisingly, Langerhans 
cells, the other epidermal resident immune cell, mediate chem-
ical carcinogenesis through effects on carcinogen metabolism 
allowing DNA damage and mutation in keratinocytes. In 
contrast, mice with a TCRβ deletion (lacking all αβ T cells) 
have a significantly reduced carcinoma yield, and this may 
be due to a subset of tumor-promoting CD8+ T cells.28,29 
Humoral immunity and B cells also play a tumor-promoting 
role in skin carcinogenesis through cutaneous deposition of 
IgG that enhances recruitment of proinflammatory myeloid 
cells. Factors that mediate inflammation such as prostaglan-
dins, TNFα, and IFNγ enhance experimental cutaneous car-
cinogenesis. Likewise, chronic inflammatory skin conditions 
such as discoid lupus erythematosus, dystrophic epidermoly-
sis bullosa, and chronic wounds are associated with increased 
susceptibility to human skin cancer.

Perspective

Advances in understanding the molecular basis of cutaneous 
cancer have reinforced the paradigm that particular genetic 
and epigenetic changes and the pathways they regulate 

contribute to skin cancer formation in a stage-specific man-
ner. What benefit may come from these current insights? 
This is most clear in the case of BCC, where the molecu-
lar mechanism of pathogenesis is so precisely defined (per-
haps better than in any other human cancer) that curative 
therapeutic targets are identified, and precise animal models 
have been developed for testing new therapeutics. Currently 
cyclopamine and derivatives with better therapeutic index 
are in clinical trials to block SMO, with remarkable results 
in advanced patients,11 and tazarotene, a retinoid used suc-
cessfully to treat BCC lesions in mouse models, is an inhibi-
tor of GLI function.30 Although BCC is generally not life 
threatening, the high frequency of these lesions on exposed 
skin favors a medical rather than the traditional surgical 
approach, an advance that is being achieved by translation 
of basic research. Recent advances in tools for large-scale 
expression and genomic analysis have been applied to SCC 
lesions and their precursor AK. Animal models and human 
tissue analyses have suggested that premalignant precursor 
lesions vary in risk for progression, and it is anticipated that 
molecular profiling will reveal markers to identify high-risk 
lesions for closer clinical scrutiny. Similarly, profiling of SCC 
will undoubtedly reveal signature markers associated with 
lesions at risk for metastatic spread. Currently two molecu-
lar therapeutic targets derived from basic research on SCC 
pathogenesis show promise for medical therapy of SCC. 
Inhibitors of the EGFR, in clinical use for several internal 
malignancies, show promise in animal models for the pre-
vention of UV-induced mouse skin SCC. Ingenol-3-angelate 
(Picato), recently approved for treatment of AK, BCC, and 
SCC in situ, targets protein kinase C to induce an innate 
immune response and damage tumor vasculature.31 Stimu-
lation of innate immunity to destroy skin tumors is another 
paradigm for cancer therapy, first introduced into the clinic 
with the drug imiquimod (Aldara) that targets Toll-like 
receptor-7. Other targets identified from experimental stud-
ies that offer therapeutic potential are telomerase, TGFβ, 
Notch, and p53, because drugs targeting these molecules are 
in clinical trials for treating a number of epithelial cancers.

A developing concept anticipated from molecular 
analyses is that common gene or protein expression profiles 
would reveal similar pathogenic mechanisms for skin SCC 
and squamous tumors of the lung, head, and neck and other 
sites that pose a threat to life. Similarly, data already exist 
indicating that the hedgehog pathway is involved in internal 
malignancies such as pancreatic cancer. If such mechanisms 
are shared, then new drugs could be tested on skin tumors 
for therapeutic efficacy. The high frequency of skin cancers, 
their superficial location, and the capacity for topical testing 
suggest that the skin provides an excellent surrogate site for 
evaluating drug development for a variety of internal tumor 
sites. The skin is also a site that often predicts the presence of 
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internal tumors with such lesions as acanthosis nigricans, der-
matomyositis, paraneoplastic pemphigus, and other dermato-
ses. Little is known of the pathogenesis of these premonitory 
lesions, but undoubtedly such knowledge would reveal impor-
tant aspects of the host response to cancer. Thus, progress in 
skin cancer research will continue to provide important trans-
lational opportunities not just for these very prevalent lesions, 
but for the advancement of cancer treatment in general.
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Introduction

The mapping of the human genome, and more recently 
the unraveling of human cancer–specific genomes, has led 
to more detailed understanding of carcinogenesis, cancer 
growth, progression, and metastasis. With this understand-
ing, new treatment paradigms for cancer have been devel-
oped, generating novel agents that have been successfully 
introduced into the clinic.

Like normal tissues, tumor tissue exploits growth-
receptor signal pathways for its maintenance and progres-
sion. Disruption of critical pathways can lead to cancer 
cell death, translating into clinical response, palliation of 
cancer-related symptoms, and improvement of overall sur-
vival for cancer patients. On the other hand, mutations in 
the growth receptor signal transduction pathway can lead to 
“addiction” of the tumor to this pathway, resulting in uncon-
trolled growth. Effective blockade of the mutated protein or 
its downstream signaling events leads to inhibition of cancer 
growth and cancer cell death.

The story behind the development of the first targeted 
therapy, imatinib, illustrates the course of the paradigm shift 
now gripping the cancer therapeutic world. Since 1960 we 
have known about the Philadelphia chromosome’s asso-
ciation with chronic myelogenous leukemia (CML).1 Yet 
the translocation between chromosome 9 and 22 was not 
described until 1973, and over the subsequent years the 
translocation was linked to the Abelson oncogenic virus and 
its human counterpart.2-6 In the late 1990s Nicholas Lydon 
and Brian Druker developed imatinib, a compound that 
blocks BCR-Abl.7 Because BCR-Abl transcript is constitu-
tively expressed in CML, blocking this path led to remark-
able responses in patients with the disease. Imatinib received 
approval by the U.S. Food and Drug Administration (FDA) 
for the treatment of CML in 2001, and the paradigm shift in 
cancer therapeutics took hold.

The implications of this paradigm shift have subse-
quently led to the identification of many growth-receptor 
signal transcription kinase–mediated pathways that are 
either upregulated or mutated and thus targetable for drug 
development. As experience grows with these new targeted 
agents, we are discovering the importance of crosstalk with 
other pathways of cancer destruction, including host-medi-
ated factors attributable to the immune system or to stroma. 
In this chapter we review the areas of targetable therapy 
related to melanoma.

Melanoma Background

Melanoma incidence in the U.S. population continues to 
rise and is associated with a modest increase in mortality 
rates, primarily in men.8,9 Nearly 50% of skin melanomas 
are diagnosed before the age of 55, thus having a significant 
impact on a population of individuals in the prime of their 
working lives.9 Understanding carcinogenesis, predicting 
clinical course, and developing new treatments is a high 
priority as melanoma continues to exasperate biomedical 
scientists and clinicians, with devastating consequences 
for patients. When diagnosed in its earliest stages, surgi-
cal excision can cure many but not all.10,11 Our current 
knowledge about the risk for primary melanoma to metas-
tasize uses simple tumor characteristics that can be seen by 
microscopic evaluation and include the depth of invasion 
from the surface of the skin, whether the tumor is ulcer-
ated, and the number of mitoses in the vertical growth 
phase.11 Unfortunately, even shallow primary melanomas 
with a good prognosis metastasize and cause death, sug-
gesting that the process of invasion into tissue and spread 
through the blood or lymphatic systems is much more 
complex.
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Melanoma Pathology

Melanoma is a tumor that arises from melanocytes, the 
pigment-producing cells of the body (Figure 42-1). Mela-
nocytes arise from the neural crest and primarily populate 
the skin and eye, although they can be found in various 
other organs. The overwhelming majority of melanomas 
arise from the skin and more rarely the uveal tract of the eye. 
Cutaneous melanocytes are located at the junction between 
the epidermis and dermis, at the base of the rete ridges. 
Melanocytes are dendritic-type cells that communicate and 
provide pigmentation (melanin) to keratinocytes of the skin. 
They increase pigmentation production in response to UV 
exposure. Interestingly, melanin pigmentation migrates to 
the UV-exposed side of the nucleus, providing shielding to 
DNA-damaging UV light.12

Melanocytes will transform into nevus cells that are 
able to form theques or nests at the junction of the skin layers 
(see Figure 42-1). These pigmented lesions are called junc-
tional nevi and are flat, homogeneous, brown or tan macules 
that are well defined. Nevic cells have the ability to invade or 
migrate into the dermis, forming a macular-papular lesion 
or compound nevus or a dermal nevus if all the nests are 
in the dermis.13 Dermal nevi tend to lose their pigmenta-
tion, frequently presenting as a flesh-colored papule. Nevi 
are acquired lesions and slowly change over time. Newborn 
infants rarely have nevi, and older individuals, although they 
have numerous pigmented skin lesions, also have few true 
nevi. A variation of nevi termed atypical nevi or dysplastic 
nevi has been recognized and has a different growth pattern, 
variable amounts of cytological atypia, and a host response 

identified by lamellar fibroplasia, neovascularization, and 
lymphocytic infiltration.14 The number of nevi and atypical 
nevi are known to be individual risk factors for the develop-
ment of melanomas.15 Pathologic series can identify a pre-
existing nevus in up to 50% of melanomas, suggesting that a 
precursor lesion exists.16

Melanoma typically appears on the sun-exposed areas 
of the skin, and the amount of sunlight exposure over life is a 
risk factor. Melanomas arising in sun-damaged skin differ in 
their molecular pathway expression compared to melanomas 
from non–sun-damaged skin.17

Cutaneous melanomas appear in four major distinct 
clinical and histologic variants: nodular, superficial spreading, 
lentigo maligna, and acral lentiginous melanomas. Although 
molecular pathways may differ between these variants, the 
risk for metastasis remains linked to the depth of invasion 
into the skin. Superficial spreading melanoma (SSM) is the 
most common form of the disease and is typically present for 
years on the skin. It has the hallmark of the classic ABCDE 
characteristics popularly known as asymmetry, irregular  
borders, variegated color, larger diameter (greater than 6 mm),  
and evolving over time.18 SSM has radial growth and nodular 
or vertical growth. Nodular melanoma has a vertical growth 
phase without any evidence of horizontal growth. Nodular 
melanomas usually appear rapidly and invade the dermis 
quickly. Acral lentiginous melanoma is seen on the palms, 
soles, and nail beds and is the most frequent melanoma in 
dark-skinned people. Lentigo maligna melanoma is the inva-
sive form of lentigo maligna (LM), which is a melanoma in 
situ arising in sun-damaged skin. LMs are typically noted on 
the skin for many years.

Melanoma Therapy and  
Molecular Targets

Historically, melanoma has been one of the most unresponsive 
cancers to traditional chemotherapy approaches. Dacarbazine, 
an agent that methylates the 7-position of guanine on DNA, 
crosslinks DNA strands, leading to inhibition of DNA, RNA, 
and protein synthesis. Treatment with this agent demonstrates 
an 8% objective response rate in metastatic melanoma.19 Stud-
ies in the 1980s suggested that multiagent chemotherapy could 
enhance the activity of dacarbazine in patients with metastatic 
melanoma, but a subsequent randomized study failed to show 
improvement in overall survival with multiagent chemother-
apy compared to dacarbazine alone.19 The first modern-era 
immune therapies for melanoma, interferon alpha and inter-
leukin-2, introduced in the 1980s, showed tantalizing results 
and are still considered part of the therapeutic armamentar-
ium despite recent advances.20,21

Melanoma in situ Invasive melanoma

Compound nevus Dysplastic compound nevus

Figure 42-1 Development of melanoma Although melanomas can 
develop from melanocytes at the epidermal-dermal junction directly 
or in a preexisting nevus, an orderly progression from melanocyte to 
neoplasm (benign nevus) to dysplasia to noninvasive (in situ) cancer to 
overt invasive malignancy can also be seen in clinical material. This fig-
ure shows the histopathologic features of a compound nevus, dysplastic 
nevus, melanoma in situ, and invasive melanoma.
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As molecular pathways related to melanoma carcino-
genesis and progression have been discovered, novel targets 
and agents specific for these targets have also been identi-
fied. In addition, the molecular pathways mediating immune 
response to melanoma may also provide novel strategies for 
treatment. The most relevant new approaches for melanoma 
in 2012 target BRAF, c-Kit, and CTLA4.22-24 We review 
these approaches first and explore other pathways that will 
likely be relevant for the future discovery of additional thera-
peutic agents.

Mapk-Braf and Intersection of Other Pathways

The mitogen-activated protein kinase pathway (MAPK) is 
an oncogenic pathway that mediates growth and progres-
sion (Figure 42-2). Growth factor receptor tyrosine kinases 
(RTK) associated with RAS initiate this pathway, among 
others, leading to activation of BRAF, MEK, and ERK in 
the cytoplasm. Phosphorylated ERK migrates to the nucleus 
and causes cell proliferation. The three members of the RAS 
proto-oncogene family include HRAS, NRAS, and KRAS, 
all with GTPase activity. NRAS is the most frequently 
mutated gene of this family and is seen in 25% to 35% of 
melanomas.25,26 The most frequent mutation in NRAS is 
arginine (R) substituted for a glutamine (Q) at position 61 
(Q61R). Downstream from NRAS is RAF. There are three 
human isoforms of RAF (ARAF, BRAF, and CRAF), which 
have different cellular locations and different activation 
sequences. BRAF has constitutive phosphorylation of the N 
terminus, which is different than for ARAF and CRAF and 
thus can be activated directly by RAS.27 The most common 
RAF mutation is in BRAF, which has been identified in as 
many as 66% of melanomas.28 BRAF mutation is also seen in 
a high percentage of benign nevi, suggesting that mutation of 
BRAF is seen early in the transformation of melanocytes at 
the basal layer of the dermal-epidermal junction into tumor 
(benign and malignant).28,29 The highest frequency muta-
tion of BRAF occurs at the 600 position with a substitution 
of a glutamic acid (E) for valine (V) (BRAF[V600E]). This 
mutation constitutively maintains activation of a downstream 
event on MEK and ERK, a process referred to as addiction to 
an oncogenic pathway.

Cancers addicted to an oncogenic pathway are sus-
ceptible to inhibition by blockade of that pathway. RAS 
activation through a number of RTKs, including epidermal 
(EGFR), platelet-derived (PDGFR), and vascular endo-
thelial (VEGFR) growth factor receptors, mediate not 
only tumor growth but also tumor-associated angiogenesis. 
Sorafenib (Bay 43-9006) is a biaryl urea developed as a RAF 
inhibitor and was the first of its kind to enter clinical trials. 
It had demonstrable activity against RAF targets, including 

the mutant BRAF (BRAF[V600E], BRAF[V600K], and 
BRAF[V600M]).30 In a Phase II melanoma study, 19% of 
37 patients had stable disease, but there was no relationship 
of response to BRAF(V600E) status.31 Subsequent studies 
with combined chemotherapy and sorafenib failed to dem-
onstrate significant activity.32,33

Using a structure-guided approach to drug discov-
ery, PLX4720 (vemurafenib) was developed as a selective 
BRAF(V600E) inhibitor.34,35 PLX4720 binds to the ATP 
binding site on active BRAF but not BRAF in its inac-
tive conformation. Inhibitors that bind in and around the 
region occupied by the adenine ring of ATP are referred to 
as type I inhibitors, whereas sorafenib is a type II inhibitor 
that instead occupies a hydrophobic site directly adjacent to 
the ATP pocket.35 The first Phase I study of PLX4720 or 
vemurafenib demonstrated significant activity in metastatic 
melanoma patients, and subsequent randomized studies 
confirmed the activity, which led to FDA approval for its use 
in the treatment of metastatic melanoma.22,36

In the Phase III study, 675 eligible patients with meta-
static melanoma stage IIIC, M1a, M1b, and M1c were ran-
domized in a 1:1 ratio to receive oral vemurafenib (960 mg 
twice daily) or dacarbazine (1000 mg/m2 IV every 3 weeks). 
At the time of analysis, the hazard ratio for death was 0.37 
(95% confidence interval 0.26 to 0.55; P < .0001) and for 
progression-free survival 0.26 (95% confidence interval 0.20 
to 0.33; P < .0001) favoring the vemurafenib treatment. Two 
complete responses and 104 partial responses were reported 
in the 219 evaluable subjects who received vemurafenib. 
Although the toxicity profile for vemurafenib was mild, with 
cutaneous toxicity being most significant, dose interrup-
tion and modification were required in 38% of subjects. The 
paradoxical activation of CRAF leads to the development of 
squamous cell cancers and keratoacanthomas.37 Subsequent 
studies have demonstrated a median duration of response 
to BRAF blockade of approximately 7 months.38 Other 
BRAF-targeted molecules are under development.39

Although targeting mutant BRAF has had signifi-
cant impact on the therapeutic paradigm, development of 
resistance continues to be a barrier for prolonged responses 
in the majority of patients. Development of resistance to 
BRAF-targeted agents is complex and multifaceted but 
appears to be driven by reactivation of the MAPK path-
way. One mechanism that has been identified is a 61-kDa 
splice variant of BRAF(V600E) that lacks the RAS-
binding domain at exon 4-8 (p61BRAF[V600E]).40 p61-
BRAF(V600E) shows enhanced dimerization and is 
resistant to known RAF inhibitors. Increased expression of 
serine/threonine kinases on BRAF, CRAF, or COT1 may 
also be involved.40-42 The activating mutations Q61K/R on 
N-RAS and C212S on MEK1 have also been implicated in 
BRAF inhibitor resistance by phosphorylation of ERK.43,44 

https://CafePezeshki.IR



IV. Molecular Pathogenesis and Therapeutic Targets for Specific Cancers594

The development of multiple pathways of resistance to 
BRAF inhibition has also been demonstrated from clon-
ing melanoma BRAF mutated resistant cell lines, suggest-
ing that overcoming clinical resistance will be a formidable 
barrier going forward.45

Another mechanism of resistance is signaling through 
an alternative pathway, PI3K/AKT.46 PI3K/AKT can be 
activated through persistence of tyrosine kinase activity of 
platelet-derived growth factor receptor or insulin growth fac-
tor 1 receptor, RAS signaling, RAS independent signaling, or 
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2) and activate mTORC2 (mammalian target of rapamycin C2). The MAPK pathway is triggered through RAS activation, ultimately leading to phosphory-
lated ERK translocating to the nucleus, leading in turn to cellular proliferation through cyclin D1 complex. DNA damage activates TP53 (tumor protein 
53), which in turn activates CDKN1a (cyclin-dependent kinase inhibitor 1a), suppresses cyclin D1-CDK4/6 complex, and inhibits transcription via RB 
(retinoblastoma). MDM2 (mouse double minute-2) inhibits TP53 by binding it and making available for degradation through the ubiquitin pathway. 
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on transcription of MITF. (Adapted with permission from Ibrahim N, Haluska FG. Molecular pathogenesis of cutaneous melanocytic neoplasms. Annu Rev Pathol Mech Dis. 
2009;4:551-579.)
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loss of PTEN activity, as well as other mechanisms. PI3K/
AKT and MAPK pathways are co-activated in many mela-
nomas.47 Resistance to mutant BRAF(V600) inhibitors 
develops through co-option of the PI3K/AKT pathway 
and RAF isoform switching.48 These mechanisms provide 
the foundation for combining BRAF blockade with inhi-
bition downstream in the MAPK pathway at MEK and 
inhibition of the PI3K/AKT pathway at AKT or mTOR. 
Another interconnection between the MAPK pathway and 
mTOR pathway is through phosphor-ERK (pERK) activa-
tion of RSK and TORC1, and inhibition of AMPK. AMP- 
activated protein kinase is activated during metabolic stress 
and inhibits protein and fatty acid synthesis.

The AMPK-TORC pathway can be explored using 
metformin, a drug that activates AMPK and is used to treat 
type 2 diabetes. Metformin inhibits the growth of NRAS-
mutant melanoma but not BRAF-mutant melanoma cells 
in culture.49 BRAF-mutant melanoma drives activation 
of RSK and TORC1, thus overcoming the effects of met-
formin on AMPK and inhibition of TORC1. Metformin, 
through activation of AMPK, increases degradation of dual-
specificity protein phosphatase (DUSP6), thereby increas-
ing pERK, then VEGF-A, and stimulating BRAF-mutant 
melanoma growth in a mouse xenograft model. Blockade of 
VEGF-A with an antibody (bevacizumab) and combination 
with metformin inhibits tumor growth. These laboratory 
observations may have significant implications in the choice 
of agents to control type 2 diabetes in melanoma patients 
on BRAF targeted therapy and have further implications for 
multiagent targeted therapy.

Notch protein, so named because it controls notch for-
mation in the wings of fruit flies, has also been implicated 
in melanoma formation.50 Notch signaling has been shown 
to suppress both MAPK and PI3K/AKT pathways indi-
rectly.51 Inhibition of one of these two pathways reverses 
the effects of Notch on melanoma progression.52 A better 
understanding of the interaction between these pathways 
may also provide novel strategies for therapy.

Translocation of pERK to the nucleus leads to cell 
proliferation through CyclinD1. P16 or cyclin-dependent 
kinase inhibitor 2a (CDKN2A), located at chromosome 
9p21, has been associated with familial melanoma syn-
dromes.53 Alterations in p16 have been seen in benign and 
dysplastic nevi, suggesting a role in early melanoma devel-
opment and progression.54 Thus, independent activation 
of proliferative pathways in melanoma may also occur sig-
nificantly downstream of MAPK and theoretically lead to 
autonomous growth resistant to BRAF targeted therapy. 
Activating mutations in cyclin-dependent kinase 4 (CDK4) 
have also been shown to predispose to melanoma and repre-
sent yet another checkpoint that may be involved with devel-
oping resistance to BRAF targeted therapy.55

Melanocortin receptors are G-protein–coupled recep-
tors and comprise a family of five different receptors. When 
melanocyte-stimulating hormone (α-MSH) binds to MC1R, 
cyclic adenosine monophosphate is generated and leads to 
transcription of the microphthalmia transcription factor 
(MITF), leading to pigment production. Low levels of MITF 
in melanoma cells signal proliferation and survival.56 MC1R 
polymorphisms have been associated with increased risk for 
melanoma and nonmelanoma skin cancer. Phospho-ERK 
phosphorylates MITF, and pMITF is degraded through 
the ubiquitin pathway. Constitutive activation of pERK 
through mutated BRAF subsequently leads to low expres-
sion of MITF and enhances melanoma cell proliferation and 
survival, most likely through interaction with CDKN2a and 
BCL-2.57 This pathway as a role in development of BRAF 
targeted therapy is not yet well elucidated, but has at least 
theoretical implications. MITF is also controlled by c-Kit, 
which is discussed later.

Heat shock protein 90 (HSP90) cooperates with 
its co-chaperone Cdc37 in supporting a variety of protein 
kinases involved with cancer progression, including BRAF. 
HSP90 inhibitors have had little single-agent activity in clin-
ical trials. HSP activity across the spectrum of resistant path-
ways involved with BRAF inhibitors suggests a role for the 
combination of these agents. In cell culture experiments as 
well as in mouse xenograft models, HSP90 inhibitor XL888 
was demonstrated to reverse vemurafenib resistance and was 
associated with degradation of other secondary receptor 
tyrosine kinases and their downstream constituents.58

c-Kit

c-Kit mutations are rare in melanoma and are seen most 
commonly in tumors derived from mucosal and acral areas 
or in melanomas associated with sun-damaged skin. c-Kit is 
involved with the melanocyte pigmentary pathway through 
activation of MITF. As noted previously, imatinib is a pro-
tein tyrosine kinase inhibitor that blocks protein phosphory-
lation by the fusion protein BCR-abl in chronic myelogenous 
leukemia and blocks downstream c-KIT signaling in gastro-
intestinal stromal tumors. Thus, there is a rationale for using 
imatinib in the subset of patients whose melanoma over-
expresses or has mutations in c-Kit. In a Phase II study of 
imatinib in 43 patients with metastatic melanoma and aber-
rations in c-KIT, 23% had objective partial responses, and 
the median progression-free survival was 3.5 months.23 Of 
interest is the association of benefit with mutations in exon 
11 or exon 13 of c-Kit, with 9 of the 10 responding patients 
having these mutations. Sunitinib, another agent that inhib-
its mutant c-Kit, has shown similar results, with response 
seen in melanomas expressing mutant c-Kit and much less 
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so in tumors with overexpression of c-Kit.59 Resistance to 
c-Kit targeted therapy has been associated with the develop-
ment of NRAS mutations.59

Epigenetic Pathways: MicroRNA

MicroRNAs (miRNAs) are single-stranded noncoding nucle-
otide sequences about 22 bases long. MiRNAs are gener-
ated through a double-stranded precursor that undergoes 
cleavage by Drosha (RNase type III endonuclease) to an 
approximately 70-nucleotide unit.60 Drosha and the associ-
ated dsRNA binding protein DGCR8 complex are trans-
ported to the nucleus and cleaved by Dicer (RNase type III 
endonuclease) to the approximately 22-nucleotide double-
stranded miRNA. One strand of the miRNA binds to the 
3′-untranslated region of messenger (m) RNA, thereby 
blocking translation and causing cleavage and destruction of 
the mRNA.61,62

MiRNAs are involved with regulation of a number of 
melanoma-related growth and proliferation pathways and 
are thus potential targets for therapy. Although the gain or 
loss of many miRNAs is shared across tumor types, a num-
ber of miRNAs are more specifically associated with mela-
noma.63,64 MiR-137, located on chromosome region 1p22, 
and miR-182 (7q31-34) are putative negative regulators 
of MITF.65,66 MITF, in turn, regulates the transcription 
of miR-221 and miR-222.67 MiR-221/222 are located on 
chromosome X and function to inhibit expression of c-Kit 
receptor. Suppression of miR-221/222 with anti-mRNAs 
in melanoma cell lines resulted in decreasing melanoma cell 
proliferation and migration.67

MiRNAs can be obtained from archival tissues such 
as blood and serum, allowing them to be considered as bio-
markers and potential targets for new therapeutics.68,69 For 
example, high expression of miR-15b was found to correlate 
with poor survival in melanoma patients.70 The soybean 
isoflavone genistein inhibits human uveal melanoma cell 
growth in culture and in a murine model and is associated 
with alteration of miR-27a, again suggesting that targeting 
of miRs may have therapeutic importance.71 MiR-193b is 
downregulated in human melanoma cell lines.72 When miR-
193b was transfected back into these cells, proliferation was 
suppressed because of miR-193b directly downregulating 
cyclin D1.

Paratumoral Pathways

The tumor microenvironment is composed of vascular, 
stromal, and immune cells that have an intimate spatial 

relationship with the cancer cell and influence cancer devel-
opment and progression. As we gain more understanding  
of these interactions, these paratumoral pathways become 
targets for therapy.

It is well recognized that fibroblasts are associated 
with many tumors and that these cells can play a contribut-
ing role in cancer progression. Tumor-infiltrating fibroblasts 
(TIF) are typically spindle-like and express α-smooth mus-
cle actin, resembling myofibroblasts. These cells can express 
transforming growth factor-β (TGFβ), VEGF, and provide 
extracellular matrix, all of which support tumor growth. 
In a 3D coculture model, fibroblasts migrate to and infil-
trate human melanoma spheroids within 7 days through 
melanoma-derived motility factors.73 These fibroblasts are 
active and produce extracellular matrix. Following targeted 
therapy, for example, with an EGFR inhibitor for lung cancer, 
a flare phenomenon has been observed with rapid progres-
sion of cancer. Similar observations have also been noted in 
vemurafenib-treated melanoma patients. TIFs have been 
proposed as one component contributing to this phenom-
enon. The role of these TIFs in producing a niche for mela-
noma stem survival is unexplored to date, but may provide  
a mechanism for establishment of a resistant phenotype.

Neoangiogenesis is another paratumoral event required 
for the establishment and progression of cancer. The pio-
neering work in this area was led by the late Judah Folkman. 
Following anecdotal reports of alpha interferon causing 
regression of benign hemangiomas in infants, a study of  
20 subjects demonstrated the significant activity of inter-
feron as an anti-angiogenesis therapy.74 The role of anti-
angiogenesis therapy is now well established in a number 
of tumor types, although its role in melanoma is not yet 
definitively demonstrated. The BEAM trial in melanoma 
evaluated the role of adding bevacizumab (blocking anti-
VEGF antibody) to carboplatin and paclitaxel in a random-
ized Phase II study.75 Outcomes for the 214 treated patients 
demonstrate a trend toward improvement in response and 
median progression-free survival (PFS) (16.4% response 
and 4.2 months PFS for chemotherapy vs. 25.5% response 
and 5.6 months for chemotherapy + bevacizumab). A trial 
of sorafenib with either temsirolimus (an mTOR inhibitor) 
or tipifarnib (a farnesyl transferase inhibitor required for 
RAS activation) also failed to show a difference between the 
arms or improved response or PFS compared to historical 
controls.76 Although angiogenesis is an important compo-
nent of melanoma and VEGF has been implicated, studies 
to date have failed to show that modification of this pathway 
results in significant clinical benefit.

Regulation of the immune system is another area of 
great expectation in melanoma. IFN alfa-2b and peg-IFN 
alfa-2b are the only agents thus far that have shown clini-
cal benefit in the surgical adjuvant setting of melanoma 
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patients with high risk for recurrence.20,77 High-dose IL-2 
has an established role in patients with good performance 
status who have metastatic melanoma, with a small per-
centage of patients (approximately 5%) reaching complete 
and durable remissions.21,78 The understanding of immune 
regulatory checkpoints has provided a deeper understand-
ing of immune response in cancer and therapeutic targets. 
Cytotoxic T lymphocyte antigen 4 (CTLA-4), a member 
of the immunoglobulin superfamily, has been identified as a 
co-stimulatory molecule involved with negative control.79,80 
Anti-CTLA-4 blocking antibodies have been developed that 
led to clinical trials assessing their role in the treatment of 
melanoma.81,82

Preliminary data suggested benefit of CTLA-4 block-
ade, and subsequent randomized trials confirmed the activity 
of ipilimumab in the treatment of patients with metastatic 
melanoma.24,83,84 The first study randomized patients between  
ipilimumab at 3 mg/kg combined with gp100 vaccine, ipilim-
umab alone, or gp100 vaccine alone.24, Six hundred seventy-six 
previously treated patients with metastatic melanoma who 
expressed HLA-A*201 were assigned to ipilimumab and 
gp100 peptide vaccine, ipilimumab alone or gp100 vaccine 
alone in a 3:1:1 ratio.24 Ipilimumab was given at 3 mg/kg every 3 
weeks for up to four cycles. The ipilimumab arms had a median 
survival of 10 to 10.1 months compared to 6.4 months for the 
arm given gp100 vaccine alone. There was a 2.1% study-related 
mortality rate. Three patients (0.6%) on the ipilimumab arms 
entered a complete remission (CR). The second randomized 
study evaluated ipilimumab 10 mg/kg every 3 weeks with dacar-
bazine versus dacarbazine alone with placebo.84 Ipilimumab or 
placebo was continued every 12 weeks for stable or responding 
patients. Five hundred two previously untreated patients were 
randomized in a 1:1 ratio. Median overall survival showed an 
improvement in the ipilimumab-dacarbazine arm from 9.1 to  
11.2 months. Survival was improved in the combination arm 
at 1 year (47.3% vs. 36.3%), 2 years (28.5% vs. 17.9%), and 3 
years (20.8% vs. 12.2%). Four patients (0.4%) had a CR in the 
combination arm compared to two in the dacarbazine-placebo 
arm, and no treatment-related deaths were reported.

It has been generally believed that immune therapy is 
not effective for the treatment of brain metastasis. Never- 
theless, 72 patients with melanoma brain metastases were 
treated with ipilimumab at 10 mg/kg every 3 weeks for  
24 weeks with responding patients eligible for mainte-
nance in a Phase II study.85 In asymptomatic patients, 12 of  
51 patients obtained control of their brain metastases and 
8 had objective responses. In this cohort of patients, the 
median overall survival was 7 months with 26% of patients 
alive at 24 months. This study provides the first evidence of 
immune therapy benefit for melanoma brain metastasis.

Engagement by antigen of the T-cell receptor (TCR)-
CD3 complex provides the first signal to the T cell but is 

not sufficient for activation. The necessary second signal 
is provided by CD28 binding to its ligand B7 (1 and 2 or 
CD80 and CD86, respectively) on antigen-presenting cells 
such as dendritic cells.86 The formation of TCR-CD3 com-
plex and CD28 in combination with co-receptors CD4 or 
CD8 forms the immunological synapse.87 Once engaged, 
the co-receptors that are associated with the protein tyrosine 
kinase LCK, phosphorylates the immune receptor tyrosine-
based activation motifs (ITAMS) in the TCRζ chain ini-
tiating a cascade. This cascade includes ζ-chain–associated 
protein kinase (ZAP), SYK (spleen tyrosine kinase), LAT 
(linker for activation of T cells), and SLP76 (SRC homol-
ogy 2 (CH2)-domain-containing leukocyte protein of 76 
Da), which phosphorylates phospholipase Cγ1, activating 
the TEC family of kinases. This increases intracellular Ca2+, 
which leads to activation of transcription factors. CTLA-4 
is expressed on activated or memory T cells and has a 50- 
to 100-fold higher binding avidity to B7 than CD28, most 
likely because CTLA-4 dimer binds two bivalent B7 mol-
ecules, whereas CD28 binds to a single B7 domain.88,89 
Engagement of CTLA-4 leads to termination of the T-cell 
response. A number of different models have been proposed 
to explain the mechanism by which CTLA-4 controls regu-
lation. Both CD28 and CTLA-4 bind PI3K at a motif that 
closely resembles a similar motif on growth factor recep-
tors. CTLA-4 does not have binding domains for LCK or 
growth-factor receptor 2 (GRB2) whereas CD28 does. This 
may be one explanation of CTLA-4 activation.

It has long been the practice for oncologists to com-
bine multiple approaches to treat patients with cancer. Thus, 
the use of cytoreductive surgery followed by radiation and 
drug therapy has become commonplace. Combining drug 
therapy using non–cross-resistant multiagent combinations 
with different mechanisms of action has also become a stan-
dard approach for many cancers. This concept is supported 
by mathematical modeling and observations of clinical ben-
efit.90-93 There is good rationale for combining targeted and 
immune therapies in patients with melanoma, based on the 
recent success. The magnitude and speed of response seen 
with targeted therapy may affect immune pathways, includ-
ing reducing tumor-associated immune suppression and 
enhancing antigen availability to dendritic cells for process-
ing and activation.94

The expanding list of agents available for regulating 
immune and signaling pathways provides tools for exploring 
this complex cross talk. A mutant BRAF melanoma cell line 
treated with a BRAF target blocker upregulates melanoma 
differentiation antigens and can be better recognized and 
killed by melanoma-specific cytotoxic T cells.95 Although 
MEK inhibition also upregulates melanoma differentiation 
antigens in this model, blocking MEK also inhibits T-cell 
killing whereas BRAF blockade does not. An increase in 
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tumor-infiltrating T cells (TILs) has been observed in tumors 
from patients treated with vemurafenib.96 We have observed 
a similar TIL infiltration in a mouse model of BRAF mutant 
melanoma treated with BRAF blockade (Turk MJ, personal 
communication). Targeted agents can have both a negative 
and positive interaction with immune regulation.97 In addi-
tion to the BRAF(V600E) targeted agents, other melanoma-
relevant agents that can be considered for combination with 
immune therapy include imatinib, which blocks c-kit and 
can also decrease indoleamine dioxygenase (IDO), a nega-
tive regulator of immune function, as well as promote den-
dritic and natural killer cell communication; bevacizumab, a 
VEGF-neutralizing antibody, which increases DC matura-
tion; bortezomib, a proteasome inhibitor, which can sensitize 
tumor to immune-mediated killing; PI3K-AKT inhibitors 
that also enhance tumor cell sensitivity to immune-mediated 
killing; and HSP90 inhibitors, which can decrease immune 
suppression and increase NK cell targets on the tumor.97 As 
discussed earlier, understanding the molecular pathways of 
immune cells in the context of cancer will also lead to new 
strategies of targeted therapy directed at enhancing immune 
activation and inhibiting regulation.98,99

Conclusions

Recent updates of ongoing clinical trials provided with 
BRAF inhibitors and ipilimumab demonstrate the promise 
of these new therapeutic tools as well as their limitations. 
High response rates to vemurafenib and dabrafenib are 
met with the development of early clinical resistance.100,101 
Although both progression-free survival and overall survival 
are now extended in patients with metastatic melanoma with 
BRAF(V600E) mutation, the median overall survival in the 
BRIM3 trial of 13.2 months is short and demonstrates the 
need for strategies to convert the initial response to long-term 
survivorship in a higher percentage of patients.101,102 The 
challenge may be met with the identification of resistant path-
ways and the development of additional agents targeted to 
these pathways, such as the combination of MEK and BRAF 

inhibitors. The pipeline in the pharmaceutical industry is 
full of agents that target MEK, ERK, and others. MiRNA 
inhibitors are also being developed. Our knowledge of how 
these signals intersect with the molecular pathway and how 
miRNAs are regulated should provide additional therapeutic 
strategies that will need to be tested in the clinical setting.

Another approach is to use pathway inhibitors early 
in the setting of high-risk stage II and III disease. The ques-
tions of which pathway, which agent, and for what duration 
of therapy can only be answered through the experience 
gained in clinical trials. The early development of heteroge-
neity of molecular profiles within cancer103 may ultimately 
allow for aggressive and resistant clones to threaten patients’ 
lives and prove to be a barrier that will require combination 
of therapeutic strategies.

The low objective response rate noted with anti-
CTLA4 antibody is counterbalanced by the observation 
of long complete remissions seen in a small percentage of 
patients no longer needing additional therapy. This improve-
ment of the tail of the curve is an important concept and 
should not be underestimated as we seek to enhance the 
long-term goal of cure of metastatic melanoma.104 Our 
understanding of the complex inflammatory and regulatory 
networks of immune pathways has led to the development 
of new therapeutic tools that are being and will need to be 
explored through clinical trials with correlative biological 
studies. Our recognition of the molecular pathways activated 
in immune cells from patients with cancer98,99 will provide 
new strategies to regulate those pathways.

There is a long history of recognizing that the inflam-
matory responses in cancers treated with chemotherapy 
contribute to benefit. We have now identified inflammatory 
responses in tumors treated with the new targeted therapies, 
providing an additional rationale for combining these thera-
peutic strategies.

We have begun to unravel the molecular mysteries of 
melanoma carcinogenesis, progression, and metastasis, as well 
as the molecular pathways regulating the host response to this 
disease. Through judicious and thoughtful manipulation of 
these pathways, melanoma will likely be tamed to a chronic 
illness that does not cause death or can be cured outright.
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Cancer of the thyroid is the ninth most common malignancy 
diagnosed worldwide in women and 18th in both genders.1 
In the United States, the incidence has been rising faster 
than that of any other malignancy; in 2012, overall incidence 
is projected to be 56,460 persons, ranked fifth among all 
newly diagnosed malignancies in women.2 Although only 
1780 deaths from thyroid cancer are expected in the United 
States in 2012, the average age-adjusted mortality increased 
0.6% per year between 1998 and 2007, most notably among 
men, who experienced a striking 1.6% increase per year.3

Derived from follicular epithelial cells, differentiated 
thyroid carcinomas (DTC) include papillary thyroid carci-
noma (PTC) and follicular thyroid carcinoma (FTC). These 
cells generally retain many of the differentiated functions 
of normal follicular cells, including the ability to respond 
to stimulation from thyrotropin (TSH) and to concentrate 
and organify iodine. More aggressive follicular cell-derived 
histologies include poorly differentiated (PDTC) and ana-
plastic carcinomas (ATC), which are generally thought to 
derive from progressive dedifferentiation of DTC although 
they may also arise de novo. Medullary thyroid carcinoma 
(MTC), on the other hand, is derived from neuroendocrine 
C cells present typically in the upper two thirds of each thy-
roid lobe that lack any of the differentiated functions associ-
ated with thyroid follicular epithelial cells.

Characteristic oncogenic mutations have been iden-
tified that appear to give rise to the majority of DTC and 
MTC, affecting tyrosine kinase receptors and downstream 
signaling intermediates in the mitogen-activated protein 
kinase (MAPK) and phosphatidylinositol 3-kinase (PI3K)-
Akt pathways (Figures 43-1 and 43-2). Their importance 
is underscored by the virtual absence of overlap among the 
three most common mutations that all yield activation of 
MAPK signaling: BRAF, RAS, and RET/PTC. Less com-
mon mutations may be involved in the dedifferentiation 
steps, including loss of tumor suppressors. Further abnor-
malities that may contribute to tumor proliferation, inva-
sion, and dedifferentiation may include DNA epigenetic 

alterations, gene amplifications, and other mechanisms that 
contribute to select gene overexpression. With understand-
ing of these molecular abnormalities that underlie thyroid 
malignancies, appropriate targeted therapies have been 
introduced in the past several years and have become a new 
standard of therapy for advanced metastatic disease. This 
review focuses on those molecular abnormalities that have 
been most strongly associated with mechanisms of disease, 
clinical prognosis, and therapies.

Differentiated Thyroid Carcinoma

Receptor Tyrosine Kinases (RTKs)

Physiologically, RET is a transmembrane RTK with expres-
sion typically restricted to certain neuronal and neuro-
endocrine cells, the collecting duct of the kidneys, and 
spermatogonial stem cells, but is not normally expressed 
in thyroid follicular cells. In cooperation with co-receptors, 
RET binds ligands of the glial cell-derived neurotrophic 
growth factor (GDNF) family, which leads to receptor 
dimerization and autophosphorylation of key intracellular 
tyrosine residues that subsequently activate downstream sig-
naling in multiple pathways.

Somatic chromosomal rearrangements of the RET 
gene were identified in papillary thyroid carcinomas more 
than 20 years ago that cause constitutive expression and 
activation of a RET fusion protein denoted RET/PTC.6 To 
date, more than a dozen RET/PTC translocations have been 
reported, although RET/PTC1 and RET/PTC3 account 
for more than 90% of the tumors associated with the muta-
tion. In each case, the promoter and N-terminal domain of 
a heterologous gene fuse with a C-terminal domain of the 
RET gene containing the tyrosine kinase functions, permit-
ting inappropriate expression of RET kinase in thyroid fol-
licular cells under control of the heterologous promoter. The 
resultant fusion protein resides in the cytosol rather than the 
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cell membrane and is capable of ligand-independent homodi-
merization, thus triggering downstream signaling activation. 
A further mechanism to promote tumorigenesis is through 
cooperation between RET/PTC and another RTK, the 
epidermal growth factor receptor (EGFR), which is found 
to colocate with RET/PTC and jointly signal downstream 
through RAS.7 RET/PTC mutations are commonly seen in 
about 10% to 20% of PTC (particularly the classic, solid, and 
almost all oxyphilic variants but less commonly in follicu-
lar and tall cell variants), and rarely in PDTC or FTC. The 
oncogenic role of RET/PTC mutations is supported by a 
high rate of papillary carcinomas in transgenic mice express-
ing either RET/PTC1 or RET/PTC3, and the mutation is 
frequently found in occult microcarcinomas.8

A second group of chromosomal translocations asso-
ciated with PTC comprise mutations in the NTRK gene 
that lead to formation of various TRK oncogenes. Similar 

to RET/PTC, these fusion TRK proteins combine the N 
terminus of one of several genes normally expressed in thy-
roid follicular cells with the tyrosine kinase domain of the 
receptor for nerve growth factor.9 These mutations are seen 
in about 5% of PTC.

These chromosomal rearrangements involving tyro-
sine receptor genes are commonly seen following exposure 
to ionizing radiation and may be the leading mechanism 
of thyroid oncogenesis in this setting. This has been par-
ticularly true following the unfortunate experiences of the 
Chernobyl nuclear power plant accident as well as atomic 
bomb explosions in Japan.10,11 Spatial proximity of RET or 
NTRK genes to the heterologous donors of the N-terminal 
promoter regions specific to chromosomal folding in thy-
roid follicular cells may permit a single radiation event to 
cause double-strand breaks in each gene, thus permitting the 
recombination event.

Figure 43-1 Schematic illustration of the key intracellular 
signaling pathways involved in the pathogenesis of differen-
tiated thyroid carcinoma.
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Figure 43-2 Schematic illustration of the key intracellular 
signaling pathways involved in the pathogenesis of medul-
lary thyroid carcinoma.
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Other RTKs have been found to be overexpressed in 
DTC cells and may be relevant to disease biology. In addi-
tion to EGFR, these include platelet-derived growth factor 
receptor (PDGFR) α and β; vascular endothelial growth 
factor receptors (VEGFR) 1 and 2; fibroblast growth fac-
tor receptors (FGFR); and hepatocyte growth factor recep-
tor (MET). Genetic abnormalities are rarely observed, and 
epigenetic alterations may be contributory; however, the 
exact mechanisms leading to overexpression are generally 
not known.

BRAF

Mutations of the serine-threonine kinase BRAF are the 
most common oncogenic abnormality reported in PTC.13 
Activated frequently in other cancers as well, BRAF has high 
affinity for binding and phosphorylating MEK isoforms in 
the MAPK pathway. Although point mutations in multiple 
codons have been reported to cause constitutive activation 
of BRAF, the most studied and most frequent is a valine-to-
glutamine substitution at amino acid residue 600 (denoted 
V600E mutation). By destabilizing the inactive conforma-
tion of the kinase, the V600E BRAF mutation causes the 
protein to remain in a catalytically competent conforma-
tion that allows continuous phosphorylation of MEK. 
BRAF mutations are virtually never seen in benign thyroid 
lesions, and thus the presence of a BRAF mutation can be 
pathognomonic of a malignancy if detected in a cytologi-
cally suspicious biopsy specimen.15 Of note, a rare transloca-
tion mutation of BRAF (causing fusion of the AKAp9 gene 
with BRAF) has been reported to cause PTC after radiation 
exposure.

BRAF mutations occur in 40% to 50% of cases of 
PTC (especially the classical and tall-cell variants) and 
are also frequent in PDTC and ATC. Multiple studies 
describe a more aggressive phenotype associated with these 
mutations, including higher rates of lymph node metasta-
ses, extrathyroidal extension, poor radioiodine uptake and 
response to therapy, and advanced stage at presentation. 
Prognostically, BRAF mutations are associated with higher 
rates of recurrence and worse survival.13,16 In a model of 
conditional activation of the V600E BRAF mutant in thy-
roid follicular cells, mice develop rapidly growing poorly 
differentiated tumors with negligible expression of thyroid-
specific genes such as the sodium-iodide symporter as well 
as loss of iodine incorporation; these changes are reversible 
on inhibition of BRAF or MEK kinase functions.17 Other 
downstream effects of mutant BRAF include alterations in 
DNA methylation and increased expression of genes asso-
ciated with invasive and metastatic disease such as matrix 
metalloproteinases.18

RAS

Point mutations in RAS genes are among the most com-
mon oncogenic abnormalities in all cancers, and DTC is no 
different. Mutations in the RAS protein lead to constitu-
tive activation through alterations in the binding affinity of 
the kinase for GTP or through inactivation of its intrinsic 
GTPase activity. Thus, mutant RAS can signal downstream 
through both the MAPK and PI3K/Akt pathways with-
out upstream activation derived from ligand-bound RTK. 
All three RAS genes (H-RAS, K-RAS, and N-RAS) are 
implicated in thyroid tumor formation from follicular cells, 
including 20% to 40% of benign follicular adenomas, 40% to 
50% of FTC (including 15% to 20% of oxyphilic variants), 
10% to 20% of PTC (almost exclusively follicular variants 
of PTC), and 25% of PDTC.19-22 The presence of a RAS 
mutation may portend more aggressive disease with worse 
outcomes, but this has not been extensively examined.19,23 
Each of these histologies has also been observed in trans-
genic mice expressing RAS mutations, although the presence 
of mutant RAS proteins alone is likely insufficient to cause 
tumor formation.24,25

PI3K/Akt Pathway

Inactivating germline mutations of the tumor suppressor 
gene PTEN cause Cowden syndrome, which carries a 50- to 
70-fold increased risk for the development of DTC, espe-
cially FTC.26,27 Loss of this tumor suppressor function leads 
to activation of PI3K, Akt, and mTOR, thus contributing 
to enhanced cell cycle progression, decreased apoptosis, and 
increased tumor proliferation. However, mutations in indi-
vidual genes in this pathway are otherwise uncommonly 
reported as early oncogenic events. Instead, somatic muta-
tions and/or overexpression of PIK3CA (which encodes 
the class I p110α catalytic subunit of PI3K), AKT, and 
PTEN are observed as frequent later events, especially in 
FTC, PDTC, and ATC.20,28,29 Gene amplification as well 
as activating point mutations are observed in 10% to 20% of 
PDTC and 40% of ATC and can be found in tumors also 
bearing either BRAF or RAS mutations. AKT activation is 
also characteristic of the invasive fronts of aggressive DTC 
and has been reported to trigger increased cellular motility.30

PAX8/PPARγ

A chromosomal translocation, t(2:3) (q13;p25), results in  
the PAX8/PPARγ mutation, which couples the DNA 
binding domains of the thyroid transcription factor PAX8 
with the entire coding sequence of the nuclear peroxisome 
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proliferator-activated receptor subtype γ1.31 The actual 
mechanisms by which the encoded fusion protein contrib-
utes to thyroid tumorigenesis remain unclear. However, 
several critical pathways may be affected, including reduced 
expression of PTEN leading to increased activation of 
Akt, and a dominant-negative effect on the normal PPARγ 
transcription factor permitting enhanced cellular prolifera-
tion and reduction of apoptosis.30,32 This mutation may be 
preferentially seen in younger patients with smaller tumors, 
which are generally better prognostic signs, but conversely 
are also seen in tumors with solid or nested histologies as 
well as with vascular invasion.33

Medullary Thyroid Carcinoma

RET

About 20% of MTC occurs in one of several familial syn-
dromes: multiple endocrine neoplasia (MEN) 2A (which 
also includes parathyroid tumors and pheochromocyto-
mas); MEN 2B (which also includes pheochromocytomas, 
intestinal ganglioneuromatosis, neuromas of the tongue 
and subconjunctiva, and Marfanoid habitus); and famil-
ial MTC (FMTC, which lacks the other clinical features 
of MEN 2A). Additional variants of MEN 2A have been 
reported that include cutaneous lichen amyloidosis and with 
Hirschsprung disease. Germline mutations in RET were 
identified as causative of these hereditary forms of MTC 
in two landmark 1993 studies.34,35 Today, more than 99% 
of all cases of hereditary MTC can be attributed to one of 
numerous point mutations in RET that cause activation of 
the tyrosine kinase function of the RTK (Table 43-1). Given 
the ubiquitous nature of the mutation, it is not surprising 
that the disease begins with diffuse hyperplasia of all of the 
C cells, with eventual development of one or more malignant 
foci.

The most common germline mutation, a cysteine-
to-arginine substitution at codon 634 (denoted C634R), 
accounts for at least half of all cases of MEN 2A and has 
also been extensively studied in vitro in the well-character-
ized TT cell line.36 This mutation is found in the cysteine-
rich extracellular domain of RET, a region responsible for 
ligand-dependent dimerization. However, in the setting of 
the C634R mutation, RET is capable of ligand-independent 
dimerization, leading to autophosphorylation of the intra-
cellular tyrosine residues that are responsible for interaction 
with downstream signaling pathways. In contrast, a methi-
onine-to-threonine substitution at codon 918 (denoted 
M918T) is associated with the more aggressive phenotype of 
MEN 2B. The M918T mutation occurs in the intracellular 
domain of RET, changing the conformation of the tyrosine 

kinase domain and allowing marked enhancement of auto-
phosphorylation in the absence of dimerization. In addition, 
allelic imbalance, due to either increased copy number of the 
mutant RET allele or deletion of part or all of the wild-type 
allele, has been reported in several cases of MEN 2A as well 
as the TT cell line itself.

Sporadic MTC, on the other hand, is not associated 
with germline changes in RET, but nonetheless, somatic 
RET mutations have been commonly reported in 25% to 
50% of sporadic MTC cases. In this instance, the most fre-
quent somatic mutation is the M918T alteration, but numer-
ous other codon changes have also been observed, including 
selected deletions as well as point mutations. Of note, about 
6% to 7% of patients with clinically sporadic MTC are found 
to carry germline mutations diagnostic of hereditary forms 
of the disease despite the absence of a positive family history, 
thus leading to the consensus recommendation to recom-
mend RET germline testing for all newly diagnosed cases of 
apparently sporadic MTC.37,38

Extensive genotype:phenotype correlations have been 
established in the two decades since RET was identified as 
causing MTC. In addition to identifying specific clinical 
syndromes associated with each mutation, these analyses 
have also demonstrated that disease penetrance, typical age 
of development of C-cell hyperplasia and malignancy, and 
the aggressiveness of the malignancy vary in a manner that is 
based to a large degree on the individual mutation. Thus, the 
intracellular domain mutations, which tend to be associated 

Table 43-1 Most Common Mutations of the RET Gene Causing Hereditary 
Medullary Thyroid Carcinoma

Exon Codon Clinical Syndrome Approximate Frequency

10 609 MEN 2A, FMTC, HD ≤1%

10 611 MEN 2A 2-3%

10 618 MEN 2A, FMTC, HD 3-5%

10 620 MEN 2A, FMTC, HD 6-8%

11 630 MEN 2A, FMTC ≤0.1%

11 634 MEN 2A (±CLA) 80%-90%

13 768 FMTC ≤1%

13 790 MEN 2A, FMTC ≤0.1%

13 791 FMTC ≤0.1%

14 804 FMTC ≤0.1%

15 891 MEN 2A, FMTC ≤1%

16 918 MEN 2B 10%-20%

From Hu MI, Jimenez C, Cote G, et al. Medullary thyroid carcinoma. In: Braverman LE, Cooper DS, 
eds. Werner & Ingbar’s The Thyroid: A Fundamental and Clinical Text. 10th ed. Philadelphia, Pa: 
Wolters Kluwer; 2013:744-764.
CLA, Cutaneous lichen amyloidosis; FMTC, familial medullary thyroid carcinoma; HD, Hirschsprung 
disease; MEN 2A, multiple endocrine neoplasia type 2A; MEN 2B, multiple endocrine neoplasia 
type 2B.
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with the aggressive MTC characteristic of MEN 2B, are also 
found to cause aggressive sporadic MTC when they occur 
as somatic mutations. Patients who present with sporadic 
MTC associated with a somatic M918T mutation of RET 
have worse outcomes, including overall survival.39 These 
genotype:phenotype correlations are also useful in determin-
ing the role and outcomes of genetic screening in hereditary 
disease. Recently published guidelines from the American 
Thyroid Association divide known RET germline muta-
tions into four risk categories that guide earliest age for RET 
testing of potential familial carriers, earliest age for recom-
mended first thyroid ultrasound and serum calcitonin test-
ing to detect early presymptomatic evidence of disease, and 
role for potentially curative prophylactic thyroidectomy.38 
Using this type of approach, most young patients identi-
fied by prospective genetic screening as carriers for FMTC 
or MEN 2A can be cured with prophylactic thyroidectomy, 
although a small percentage remain with biochemical evi-
dence of residual disease.40

RAS

Mutations of RAS have recently been recognized as com-
mon in sporadic MTC in the absence of documented RET 
mutations.41,42 A wide range of frequency has been reported, 
however, between 10% and 80% of all RET–wild-type spo-
radic cases, using differing techniques for identifying RAS 
mutations. In the largest study, tumor samples from 108 
sporadic disease patients without somatic RET mutations 
were subjected to RAS sequencing, yielding a frequency of 
17% in that setting.42 Of the three potential genotype com-
binations, patients who were (mutant)RAS (wt)RET were 
more likely to be disease free after a median follow-up of 5 
years than those who were (wt)RAS (wt)RET or (wt)RAS 
(mutant)RET.

Other Molecular Mechanisms Active in 
Thyroid Carcinoma

As described earlier, tumor cells in DTC often express or 
overexpress cell surface RTKs for a variety of circulat-
ing growth factors, including VEGFR, FGFR, EGFR, 
PDGFRβ, IGFR, and MET. In addition, MTC cells also 
can contain similar cell surface RTKs for growth factors, 
including EGFR, MET, and FGFR. Overall, their roles 
appear to enhance the proliferative effects of mutated RTKs 
and intracellular signaling kinases, but in certain settings 
they may have critical functions. For example, studies of 
cancer stem cells, such as those derived from the MTC cell 

line MZ-CRC-1 that contains the M918T RET mutation, 
demonstrate the dependence on FGFR in the presence of 
RET knockdown for continued sphere formation and stem-
cell proliferation.43

Of clear importance, however, is the role of growth fac-
tors secreted by thyroid tumor cells that interact with the 
neighboring stromal cells. This is particularly relevant for 
angiogenesis, by which tumor cells stimulate growth of vas-
cular structures for supply of nutrition and oxygen as well 
as a conduit for distant metastasis. Cells from both DTC 
and MTC actively secrete various VEGF isoforms under 
conditions of limited oxygen, particularly VEGF-A, which 
interacts with VEGFR on neighboring vascular endothelial 
cells.44-47 Similarly, cells from both DTC and MTC generate 
hepatocyte growth factor and FGF to stimulate MET and 
FGF receptors, respectively, on neighboring cells, an impor-
tant pathway for stimulating angiogenesis in the absence of 
VEGFR activity.48-50

The TSH receptor has an indispensable role to stimu-
late thyrocyte proliferation normally. In neoplastic cells, the 
receptor is generally expressed and functional in DTC and 
PDTC, but usually absent in ATC. Short-term increases in 
the level of TSH can stimulate malignant cells with a func-
tioning receptor, as evidenced by increases in differentiated 
functions such as thyroglobulin production and radioiodine 
incorporation, and tumor proliferation is similarly observed 
from chronic exposure to high levels of TSH.51 There has 
also been recent evidence to suggest that TSH is necessary 
for BRAF-induced thyroid carcinogenesis.52

The tumor suppressor gene TP53 is frequently mutated 
in advanced thyroid cancers. Point mutations that inactivate 
the suppressor protein are often seen in PDTC and ATC 
but are not seen in DTC.53,54 Reexpression of normal p53 
protein restores differentiated function in vivo.55 Combining 
TP53 mutation with other genetic lesions in animal models 
can reproduce the phenotype of ATC.56,57

The Wnt/β-catenin signaling pathway is often acti-
vated in advanced thyroid cancers, but recent data suggest 
a possible early role as well. Mutations in the scaffold pro-
teins APC and Axin, along with β-catenin itself, have been 
reported in a majority of PDTC and ATC tumors, associated 
with increased tumor proliferation and loss of tumor differ-
entiation.58 In RET/PTC-mutant PTC, increased β-catenin 
localized to the nucleus has been observed as a result of 
posttranslational modification and protein stabilization.59 
Patients with familial adenomatosis and Gardner’s syndrome, 
associated with mutations in the APC gene, have high risk for 
development of PTC, particularly an aggressive cribriform-
morular variant.60 In cases that have been examined, the pres-
ence of a germline APC mutation is associated with very high 
expression of β-catenin in the PTC cells along with frequent 
mutations in the gene as well as in RET/PTC.61
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Therapeutic Targeting

The development of tyrosine kinase inhibitors (TKIs) that 
target many of the key oncogenes and other molecular abnor-
malities in thyroid cancer has led to the investigation of many 
agents in treatment of patients with advanced and metastatic 
disease.62 Initial efforts focused on drugs that could inhibit 
activated RET kinase, such as vandetanib.63 In this early 
study, a tyrosine kinase inhibitor that primarily inhibited 
VEGFR and EGFR was shown to block autophosphoryla-
tion of M918T and RET/PTC3, to prevent growth of cell 
lines with RET/PTC1 mutations, and to inhibit growth of 
tumors after injection of fibroblasts transformed with the 
RET/PTC3 gene. Based on findings like these, numerous 
multitargeted TKIs that can inhibit both RET and VEGFR 
(as well as other kinases) have been studied in the laboratory 
and in clinical trials. For example, vandetanib and cabozantinib 
(which also inhibits MET) significantly improve progression-
free survival in patients with metastatic MTC.64,65 Both drugs 
appear to be slightly more effective in patients whose tumors 
have RET mutations, but remain beneficial even in the absence 
of the targeted mutation. It remains to be determined whether 
these agents primarily work by targeting mutant RET kinase, 
through inhibition of angiogenesis through VEGFR (and 
MET for cabozantinib), or other mechanisms such as inhibit-
ing the normal function of wild-type RET.

In DTC, initial interest in RET inhibitors waned when 
it was recognized that RET/PTC mutations are uncom-
mon in advanced and metastatic disease. Instead, focus has 
been placed on targeting VEGFR-mediated angiogenesis 
with multikinase inhibitors such as motesanib, sorafenib, 
and sunitinib.66-69 More recently, the availability of highly 
selective inhibitors of individual kinases in the MAPK 
pathway such as vemurafenib, dabrafenib, and selumetinib, 
has enabled trials evaluating oncogene targeting. Phase I 
experience with the two BRAF inhibitors, vemurafenib and 
dabrafenib, suggests that about one third of patients with 
BRAF-mutant PTC may respond to therapy70,71; phase II 
studies are under way. Selumetinib, an MEK inhibitor, has 
been studied in a fascinating pilot trial of 20 patients with 
progressive, radioiodine-refractory PTC, in which a 5-week 

course of selumetinib therapy followed immediately by 
radioiodine scanning induced restoration of enough radio-
iodine uptake and retention to permit high-dose radioiodine 
therapy to be subsequently administered to 7 of the patients; 
partial responses were observed in 5 patients who received 
the radioiodine therapy.72

Moving beyond inhibitors that target single pathways 
or kinases, studies are now under way to evaluate rational 
combinations of agents. For example, preclinical studies 
suggest that simultaneous inhibition of both MAPK and 
PI3K pathway signaling in DTC and MTC may be more 
effective than inhibiting either pathway individually, provid-
ing the rationale for combining drugs such as sorafenib and 
everolimus. Similarly, inhibition of both BRAF and MEK in 
melanoma yielded a potentially more effective regimen with 
fewer side effects than use of a BRAF inhibitor alone, and 
this approach is also being tested in BRAF-mutant PTC.73

Future Directions

The molecular abnormalities described here represent a broad 
effort during the past 20 years to understand the fundamental 
pathophysiology of thyroid cancer. Whereas early oncogenic 
events have been identified that probably account for the 
majority of these tumors, further study is needed to identify 
the incipient events in the remaining tumors. Just as critical is 
the need for a more comprehensive understanding of the steps 
that lead to progression, invasion, metastasis, and occasional 
dedifferentiation. An integrated framework will be required 
that merges knowledge of DNA mutations with understand-
ing of the role of epigenetic alterations, changes in miRNA 
regulation of gene expression, and other fundamental pro-
cesses that contribute to the malignant phenotype. Clinical 
trials of therapies to reverse genetic changes and alter complex 
signaling abnormalities will need to be informed by compre-
hensive, individualized tumor profiling that will facilitate the 
selection of the correct combination of therapies for each indi-
vidual patient, including the identification of patients with suf-
ficiently indolent tumors that no therapy will ever be required.
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Introduction

Soft tissue sarcomas are a heterogeneous group of neo-
plasms arising in mesenchymal tissue. There are more than 
35 histologic subtypes, often associated with distinctive 
clinicopathologic features. Based on advances in our knowl-
edge of the molecular pathogenesis of these tumors over the 
past decade, sarcomas can be subdivided into those with 
recurrent, usually quite simple genetic alterations (approxi-
mately one third of sarcomas; Table 44-1), and those with 
nonrecurrent genetic alterations.1,2 Examples of the latter 
group include leiomyosarcomas, malignant peripheral nerve 
sheath tumors, and unclassified high-grade pleomorphic and 
spindle-cell sarcomas (often formerly known as “malignant 
fibrous histiocytomas”), all of which lack specific recurrent 
genetic aberrations and instead exhibit complex karyotypes 
including multiple chromosomal deletions, losses, and 
gains. These last sarcomas frequently have alterations in the 
p53 tumor suppressor pathway and a clinically aggressive 
course.3 Recurrent translocations in the former group are 
typically the only cytogenetic alteration present and often 
involve transcription factors (e.g., FOXO1A, WT1, PAX3, 
TFE3, FLI1). This chapter focuses on three tumors with 
well-characterized genetic alterations—synovial sarcoma, 
well-differentiated liposarcoma, and gastrointestinal stromal 
tumor—as prototypical examples of translocation-associ-
ated, gene amplification–associated, and oncogenic muta-
tion–associated sarcomas, respectively. The identification of 
specific genomic alterations in these and other sarcomas is 
leading to both enhanced prognostication as well as identifi-
cation of potential therapeutic targets.

Synovial Sarcoma

Clinical Description and Pathology

Synovial sarcoma (SS) accounts for approximately 8% to 
10% of all sarcomas; it is the most common sarcoma of 

young adults.4 The peak incidence is between ages 15 and 40, 
and the majority occurs before age 50,5 with males slightly 
more affected than females. SS most commonly arises in 
the extremities (90%), although almost any other site can 
be affected. It typically presents as a slowly growing, painful 
mass, with calcifications often being present radiologically.6 It 
is an aggressive sarcoma, with a 5-year mortality rate ranging 
from 25% to 76%.7-9 Up to 50% of SS recur, usually within 
2 years of initial diagnosis. The most common location for 
metastases is the lungs, and the most important predictor of 
metastasis is tumor size, with size greater than 5 cm correlat-
ing with a significantly increased metastatic risk.8 Advanced 
age and advanced stage at presentation, as well as poorly dif-
ferentiated histology, also correlate with a worse outcome.

Histologically, SS is a mesenchymal neoplasm display-
ing varying degrees of epithelial differentiation and bearing 
no biologic relationship to synovial tissue. The tumor was 
originally designated SS because its tendency to occur near 
articular surfaces and the frequent presence of an epitheli-
oid component initially suggested origin from synovial tis-
sue. However, ultrastructural, immunohistochemical, and 
genetic analyses have demonstrated true epithelial and mes-
enchymal (but not synovial) differentiation.4,10 Moreover, 
a mouse model for SS implicates skeletal muscle (particu-
larly myoblasts) as a potential tumor source.10 In this mouse 
model, tumors occurred only within a background of myo-
blasts expressing myogenic regulatory factor myf5 and not in 
more differentiated myoid lineages.10

SS is divided into two principal morphologic subtypes, 
biphasic and monophasic, based on the presence or absence 
of glandular epithelial differentiation. The biphasic variant 
is characterized by spindle-cell areas intermingled with an 
epithelial component, often forming glands, tubules or nests 
(Figure 44-1, A). The epithelial cells are usually larger, with 
paler nuclei and more abundant cytoplasm than the spindle-
cell component. The epithelial component can be very focal, 
making it difficult to detect unless highlighted by keratin 
stains. The spindle-cell areas are composed of closely packed 
cells with hyperchromatic nuclei and scant cytoplasm, 
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imparting an overlapping appearance, growing in sheets 
and/or fascicles. Keratins and other epithelial immunohisto-
chemical markers are more abundant in the epithelial compo-
nent; however, they (especially epithelial membrane antigen) 
are also expressed, albeit to a lesser extent, in the spindle-
cell areas. The monophasic variant is composed entirely of 
the spindle-cell component and is the more common sub-
type (see Figure 44-1, B). Another characteristic hallmark 
of both biphasic and monophasic variants is the presence of  

branching vessels, termed hemangiopericytoma-like, as well 
as wiry stromal collagen. SS with areas of densely packed 
small round to spindled cells and a high mitotic rate (with or 
without necrosis) are designated poorly differentiated and, as 
mentioned earlier, have a worse prognosis.

Genetics and Molecular Pathogenesis

SS contain a specific translocation between chromosomes X 
and 18 [t(X;18);(p11.2;q11.2)].4 This translocation results 
in fusion of the SYT gene on chromosome 18 with either 
SSX1 or SSX2 (or rarely SSX4) on chromosome X. The 
resulting fusion gene contains SYT gene minus the final 8 
C-terminal amino acids and the C terminus of the SSX gene 
(see Figure 44-1, C).

In the literature to date, it appears that biphasic SS 
much more commonly carries the SYT-SSX1 fusion, whereas 
monophasic SS shows either SYT-SSX1 or SYT-SSX2.11-13 
This trend between fusion gene product and histologic type 
suggests the possibility that the SYT-SSX1 fusion gene is 
more efficient at promoting epithelial differentiation than 
the SYT-SSX2 fusion gene. However, some biphasic SS 
carry the SYT-SSX2 rather than the SYT-SSX1 transcript, 
so this reported association is by no means consistent.

Attempts have also been made to correlate fusion type 
with prognosis, although the results are conflicting. Several 
studies suggested that patients with the SYT-SSX2 translo-
cation have a better prognosis than those with the SYT-SSX1 
transcript;13,14 others have found no statistically significant 
correlation between fusion type and prognosis.12 All of these 
studies were retrospective, and none could control for dif-
ferences in treatment or selection bias in follow-up data.15 
The proposed correlation of fusion gene type with prognosis 
therefore remains unconfirmed.

SYT is widely expressed during early murine embryo-
genesis and in the adult.11 The gene encodes a protein with 
three possible SH2- and one possible SH3-binding domains 
(likely protein-protein interaction domains), a novel N-ter-
minal domain (termed an SNH domain), and a C-terminal 
domain rich in glutamine, proline, glycine, and tyrosine 
(QPGY domain) similar to those found in the EWSR1 
gene and other transcriptional activators (see Figure 44-1, 
C). There is in  vitro evidence that SYT can act as a tran-
scriptional activator and SYT has been shown to bind to 
the SWI/SNF chromatin remodeling complex.16 SYT also 
interacts with the p300 nuclear pore protein, and this inter-
action appears to promote cell-cell adhesion.17 An SYT dele-
tion mutant lacking the eight C-terminal amino acids (the 
most common SYT mutant found in the SYT/SSX fusion 
gene product) acts in a dominant negative fashion, prevent-
ing cell adhesion to an extracellular matrix.17

Table 44-1 Soft Tissue Sarcomas with Recurrent Genetic Alterations

Tumor Recurrent Genetic 
Abnormality

Genes 
Involved

Alveolar rhabdomyosarcoma t(2;13)(q35;q14)
t(1:13)(p36;q14)

PAX3-FOXO1A
PAX7-FOXO1A

Alveolar soft-part sarcoma t(X;17)(p11;q25) TFE3-ASPL

Angiomatoid fibrous  
histiocytoma

t(12;16)(q13;p11) CREB1-EWSR1 
ATF1-FUS

Clear cell sarcoma t(12;22)(q13;q12) ATF1-EWSR1
CREB1-EWSR1

Dermatofibrosarcoma  
protuberans

t(17;22)(q22;q13) PDGFB-
COL1A1

Desmoplastic small round cell 
tumor

t(11;22)(p13;q12) WT1-EWSR1

Embryonal rhabdomyosarcoma LOH at 11p15 BWSCR1A
IGF2

Ewing sarcoma/peripheral  
primitive neuroectodermal 
tumor

t(11;22)(q24;q12)
t(21;22)(q22;q12)
t(7;22)(p22;q12)
t(17;22)(q12;q12)
t(2;22)(q33;q12)

FLI-1-EWSR1
ERG-EWSR1
ETV1-EWSR1
E1AF-EWSR1
FEV-EWSR1

Extraskeletal myxoid 
chondrosarcoma

t(9;22)(q22;q12)
t(9;17)(q22;q11)
t(9;15)(q22;q21)

NR4A3-EWSR1
NR4A3-RBP56
NR4A3-TCF12

Gastrointestinal stromal  
sarcoma

Activating  
mutations

c-kit
PDGFRA

Infantile fibrosarcoma t(12:15)(p13;q25) ETV6-NTRK3

Low-grade fibromyxoid sarcoma t(7;16)(q33;p11)
t(11;16)(p11;p11)

CREB3L2-FUS
CREB3L1-FUS

Inflammatory myofibroblastic 
tumor

t(1;2)(q22;p23)
t(2;19)(p23;p13)
t(2;17)(p23;q23)
t(2;2)(p23;q13)

ALK-TPM3
ALK-TPM4
ALK-CLTC
ALK-RANBP2

Malignant rhabdoid tumor Deletion 22q11 SMARCB1

Myxoid liposarcoma t(12;16)(q13;p11)
t(12;22)(q13;q12

DDIT3-FUS
DDIT3-EWSR1

Synovial sarcoma t(X;18)(p11;q11) SSX1-SYT
SSX2-SYT
SSX4-SYT

Well-differentiated liposarcoma/
atypical lipomatous tumor

12q14–15
amplification

MDM2
CDK4
SAS
HMGA2

LOH, Loss of heterozygosity.
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Figure 44-1 Synovial sarcoma (A) Biphasic synovial sarcoma, with glandular differentiation within a spindle cell background. (B) Monophasic syno-
vial sarcoma, demonstrating the typical densely packed spindle cells growing in a fascicular pattern within a background of wiry stromal collagen. (C) 
Diagram of SYT, SSX, and the SYT-SSX fusion proteins. (D) Interaction of SYT-SSX with ATF2 and TLE1 leads recruitment of PcG/HDAC via TLE1.  
AA, Amino acids; DR, SSX divergent region; KRAB, Kruppel-associated box; QPGY, SYT glutamine, proline, glycine, and tyrosine-rich domain; SNH, SYT 
N-terminal domain; SSXRD, SSX repressor domain.
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SSX1 and SSX2 share significant homology (81% iden-
tity) to each other and belong to a gene family whose expres-
sion is predominantly restricted to germ cells and tumors.11 
The SSX protein contains an N-terminal domain similar 
to the Kruppel-associated box (KRAB) domain found in 
several transcriptional repressors, and an acidic C-terminal 
region (SSX-RD) that appears to be a novel transcriptional 
repressor domain18 required for colocalization with polycomb 
group (PcG) proteins, which are important for maintaining 
transcriptional repression from one cell cycle to the next.19

The transforming capability of the SYT-SSX1 fusion 
gene product has been demonstrated in vitro and in vivo.20 
The N-terminal region of SYT (which binds to the SWI/
SNF chromatin remodeling complex) is required for the 
transforming properties of SYT-SSX1, suggesting a role for 
transcriptional regulation by SYT-SSX1 via the SWI/SNF 
complex in SS tumorigenesis. Recently, proteins involved 
in the transcriptional regulatory activity of SYT-SSX have 
been identified, including activating transcription factor 2 
(ATF2; a transcriptional activator), TLE1 (a transcriptional 
repressor), and histone deacetylases (HDAC).21 TLE1 is 
strongly expressed in SS and is a sensitive diagnostic marker 
for SS.22-24 Knockdown of both ATF2 and TLE1 in both 
human and mouse SS cell lines via small interfering RNA 
(siRNA) prevented tumor cell colony formation and inhib-
ited cell growth,21 supporting a role for these proteins in 
the oncogenic activity of SYT-SSX in SS. The association 
of SYT-SSX with ATF2 and TLE1 results in repression 
of ATF2 target genes via recruitment of HDAC/PcG by 
TLE1 (see Figure 44-1, D).

The role of the HDAC/PcG complex in the oncogenic 
effects of SYT-SSX provides a clinically relevant therapeu-
tic target, namely, HDAC inhibitor targeted therapy. In pre-
clinical studies, HDAC inhibitors have shown early success 
in SS growth inhibition and remain an area of significant 
interest in SS treatment.21,25,26

In addition to a potential role for HDAC inhibitors 
in SS targeted therapy, recent data have implicated a role 
for the phosphatidylinositol-3′-kinase (PI3K)/AKT signal-
ing pathway in SS tumorigenesis,27 as this signaling is fre-
quently activated in SS. Inhibition of PI3K also decreased 
SS growth in vitro.27 These data point to a potential role for 
PI3K inhibitors in SS therapeutic strategies.

Atypical Lipomatous Tumor/ 
Well-Differentiated Liposarcoma

Clinical Description and Pathology

Liposarcoma as a class is the most common malignant soft 
tissue neoplasm. Of the several distinct subtypes, atypical 

lipomatous tumor/well-differentiated liposarcoma (ALT/
WDL), a sarcoma of intermediate (locally aggressive) malig-
nancy, is the most common.28 It is a tumor of older adults, 
most often presenting in the sixth or seventh decades. Males 
and females are equally affected. ALT/WDL occurs most 
frequently in the extremities or retroperitoneum, followed by 
the paratesticular region, mediastinum, and head and neck. 
They tend to be deep-seated, slowly growing masses, and 
thus are often quite large before coming to clinical attention.

Anatomic location is the most important prognostic 
factor, because ALT/WDL does not metastasize unless 
dedifferentiation has occurred (see later discussion). Indeed, 
although the terms ALT and WDL are synonymous, tumors 
in surgically resectable locations in the limbs and trunk are 
labeled ALT because wide excision is curative. In contrast, 
those located in the retroperitoneum and mediastinum, 
where wide excision is difficult, are referred to as WDL, 
because repeated and uncontrolled local recurrences are 
very common, and mortality is high even in the absence of 
dedifferentiation.

Histologically, ALT/WDL is divided into four sub-
types (without prognostic implications): adipocytic (lipoma-
like), sclerosing, inflammatory, and spindle cell, of which the 
first two are the most common.28 In general, ALT/WDL is 
composed of relatively mature adipose tissue with significant 
variation in cell size and varying degrees of nuclear atypia 
in adipocytes and stromal cells, particularly within fibrous 
septa. Lipoblasts are often present; however, they are fre-
quently rare and are not required for the diagnosis. Scle-
rosing ALT/WDL is characterized by collagenous stroma 
containing pleomorphic hyperchromatic stromal cells and 
is most common in the retroperitoneum and paratesticular 
region. Inflammatory ALT/WDL is rare but is important to 
recognize in that it can be misdiagnosed as Hodgkin’s lym-
phoma, as other sarcomas, or even as a nonneoplastic process, 
because of the very extensive chronic inflammation present. 
Spindle-cell ALT/WDL is composed of only mildly atypi-
cal spindle cells admixed with adipocytes and lipoblasts (in 
many cases), in a fibrous or myxoid stroma.

Dedifferentiation, defined by progression to nonlipo-
genic, often morphologically high-grade sarcoma, occurs 
in approximately 10% of ALT/WDL. It most commonly 
occurs in the retroperitoneum, because dedifferentiation 
appears to be a time-dependent (or size-dependent) phe-
nomenon, and retroperitoneal ALT/WDL often remains 
asymptomatic until it reaches a large size and tends to have a 
protracted clinical course because of its relative unresectabil-
ity. Histologically, dedifferentiated liposarcoma (DDLPS) 
is characterized in most cases by an abrupt transition from 
ALT/WDL areas to variably pleomorphic spindle cell sar-
comatous areas. DDLPS has a 40% to 50% local recurrence 
rate, a 15% metastatic rate, and a 30% 5-year mortality rate.29

https://CafePezeshki.IR



Soft Tissue Sarcomas 613

Genetics and Molecular Pathogenesis

Giant marker and supernumerary ring chromosomes are the 
hallmark of ALT/WDL and are also present in DDLPS.30 
These giant ring and marker chromosomes contain massive 
amplification of the 12q13-15 chromosomal region.31 A num-
ber of other chromosomal regions, including 12q21-22 and 
1q21-25, have also been shown to be co-amplified. The p53 
regulator MDM2, located in 12q14-15, is consistently ampli-
fied in ALT/WDL, typically in association with neighboring 
genes, including CDK4, SAS, and HMGA2. Expression of 
both MDM2 and CDK4 has been shown to be a sensitive 
and specific marker to distinguish ALT/WDL from benign 
lipoma (which can be a challenge, especially if there is coex-
istent fat necrosis).32 MDM2 negatively regulates the tumor 
suppressor p53 by targeting it for ubiquitin-mediated destruc-
tion.33 Approximately 30% to 40% of sarcomas in general dis-
play MDM2 overamplification, and 38% of tumors in mice 
overexpressing MDM2 are sarcomas.34 Nutlins, a class of 
small-molecule inhibitors of MDM2,35 have been shown to 
have growth inhibitory effects on ALT/WDL cell lines, rais-
ing their consideration as a new potential therapeutic option.36

Although not fully elucidated, recent data have begun 
to unravel the molecular pathogenesis of tumor progression 
from ALT/WDL to DDLPS. DDLPS differ cytogenetically 
from ALT/WDL in that they often show additional com-
plex karyotypic changes, including involvement of 1p32 and 
6q23.37 DDLPS also have been shown to possess a greater 
degree of 12q amplification than ALT/WDL. Chibon and 
colleagues38 identified a role for amplification of ASK1 
(MAP3K5) a mitogen-activated protein (MAP) kinase 
kinase on 6q23 that is upstream of JNK kinase and JUN, in 
dedifferentiation via inhibition of adipocyte differentiation. 
More recently, a role for JUN oncogene amplification on 
1p32 in dedifferentiation has been shown.39,40 Overexpres-
sion of JUN results in downregulation of genes involved in 
adipocytic differentiation, possibly via its direct interaction 
with CCAAT-enhancer-binding protein beta (C/EBPβ), a 
transcription factor involved in adipogenesis.39 Interestingly, 
JUN amplification has been found in the WDL compo-
nent (separate from the DDLPS component) of a number 
of DDLS, suggesting that JUN amplification occurs before 
dedifferentiation in at least a subset of WDL.37,40 Inhibition 
of JUN expression in DDLPS with amplified JUN results in 
a reduction in proliferation and tumor growth, both in vitro 
and in vivo, suggesting a key role for JUN upregulation in 
DDLPS.40 These in  vivo data, however, suggest that JUN 
amplification is likely not to be sufficient to promote dedif-
ferentiation, as inhibition of JUN expression does not pro-
mote adipocyte differentiation in DDLPS tumors.40

Despite its histology, DDLPS has a less aggressive 
clinical course than most high-grade pleomorphic sarcomas 

in adults. The latter tumors typically display both MDM2 
and p53 alterations that correlate with a poor prognosis.41 
In contrast, although there are conflicting data regarding 
the frequency of p53 mutation in DDLPS,42-44 it is likely 
mutated in only a minority of these tumors.

Gastrointestinal Stromal Tumor

Clinical Description and Pathology

Gastrointestinal stromal tumors (GISTs) are the most com-
mon sarcomas of the gastrointestinal tract.45 The overall age 
range at presentation is very broad; however, the majority 
of tumors are diagnosed in patients older than 50. GISTs 
occur with equal incidence in both males and females and 
can occur at any location in the gastrointestinal tract. The 
most common site is the stomach (50%), followed by the 
small intestine (25%), large intestine (10%), esophagus (5%), 
and, rarely, the gallbladder, appendix, or pancreas. GISTs can 
also arise at sites outside the tubular gastrointestinal tract, 
including the retroperitoneum, pelvis, mesentery, and omen-
tum, although these extragastrointestinal GISTs account 
for only about 10% of all GISTs. Clinical presentation may 
include anemia secondary to gastrointestinal bleeding, early 
satiety, and intestinal obstruction; however, smaller GISTs 
are also quite often identified as incidental findings.

The most common metastatic sites for GISTs are 
intra-abdominal, namely the liver, peritoneum, omentum, 
and mesentery. GISTs rarely spread to lymph nodes (other 
than in the pediatric subtype) or to extra-abdominal sites, 
and when they do, it tends to be late in the course of disease. 
The most important predictors of metastasis are tumor size 
and mitotic index, with a size less than 5 cm and a mitotic 
index less than 5 per 50 high power fields (hpf ) conferring 
a low risk of aggressive behavior and a size greater than 10 
cm and/or a mitotic index greater than 10 per 50 hpf con-
ferring a high risk of aggressive behavior.46 Very occasion-
ally, however, even small GISTs (less than 2 cm) with a low 
proliferative rate can behave aggressively; thus follow-up is 
recommended even for lesions with a low relative risk of 
metastasis.

Based on cytomorphology, GISTs can be divided his-
tologically into three categories: spindle cell, epithelioid, and 
mixed epithelioid and spindle-cell type. Epithelioid areas are 
composed of cells growing in sheets or nests, with round 
nuclei and fairly abundant eosinophilic cytoplasm (Figure 
44-2, A). The spindled cells are typically monomorphic, with 
vesicular chromatin and palely eosinophilic, almost syncytial 
cytoplasm, growing in short fascicles (see Figure 44-2, B). 
Pleomorphism is rare. Additional characteristic features of 
both spindle-cell and epithelioid GISTs are the presence of 
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perinuclear vacuoles (especially in gastric lesions) and the 
fibrillary nature of the cytoplasm.

GISTs frequently stain positively for smooth muscle 
markers (at least 30% to 40% are positive for smooth mus-
cle actin or caldesmon). In the past, this finding, combined 
with the eosinophilic quality of the cytoplasm, caused these 
tumors to often be mistaken for smooth muscle tumors. 
GISTs were also not uncommonly mistaken for neural 
tumors because they can exhibit prominent nuclear pali-
sading, mimicking a nerve sheath tumor, and can occasion-
ally (approximately 5%) stain positively for S100 protein, a 
marker common to neural tumors. However, unlike other 
mesenchymal tumors of the gastrointestinal tract, the vast 
majority (95%) of GISTs are positive for the tyrosine kinase 

receptor c-kit (KIT) (also known as CD117), typically in a 
diffuse cytoplasmic, dotlike, or membranous pattern.45 This 
KIT immunopositivity reflects the effect of activating muta-
tions in KIT (see later discussion) and has greatly improved 
the reproducibility of GIST diagnosis. More recently, anti-
bodies to DOG-1, a protein highly expressed in GISTs, have 
been shown to be highly specific, and more sensitive than 
KIT, in the diagnosis of GIST.47,48

In the gastrointestinal tract, KIT is also expressed 
in interstitial cells of Cajal (ICC), gut pacemaker cells 
exhibiting both smooth muscle and neuronal differentia-
tion ultrastructurally and immunohistochemically, which 
are important for intestinal peristalsis.49 Given the simi-
larities between ICC and GISTs both ultrastructurally and 
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C
Figure 44-2 Gastrointestinal stromal tumor (GIST) (A) Epithelioid GIST, showing cells with round nuclei and fairly abundant eosinophilic cyto-
plasm, perinuclear vacuoles, and fibrillary eosinophilic cytoplasm. (B) Spindle-cell GIST, demonstrating the typical monomorphic cells with vesicular 
chromatin and palely eosinophilic syncytial-appearing cytoplasm, growing in short fascicles. (C) Diagram of c-Kit and PDGFRA, demonstrating localiza-
tion and frequency of mutations occurring in sporadic GIST. Approximately 5%-10% of GIST lack either c-Kit or PDGFRA mutations. JM, Juxtamembrane 
domain; TKI, tyrosine kinase domain I; TKII, tyrosine kinase domain II; TM, transmembrane domain.
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immunohistochemically, it is believed that most GISTs show 
differentiation toward ICC.

Genetics and Molecular Pathogenesis

Approximately 85% to 90% of GISTs harbor activat-
ing KIT or PDGFRA mutations45 (including in familial 
GIST syndrome, in which patients have germline activat-
ing mutations in KIT or PDGFRA, which are inherited in 
an autosomal dominant fashion).50 In addition to GISTs, 
patients with familial GIST syndrome also have ICC 
hyperplasia, and those with specific mutations in exon 11 
of KIT have abnormal skin pigmentation and mastocyto-
sis. The proto-oncogene KIT is a type III receptor tyrosine 
kinase related to platelet-derived growth factor receptor 
(PDGFR) and is required for melanogenesis, myelopoi-
esis, fertility, and ICC and mast-cell development.51,52 It 
is a transmembrane protein whose ligand is stem-cell fac-
tor (SCF). Binding of SCF to KIT results in KIT acti-
vation via autophosphorylation, leading to downstream 
phosphorylation of key signal transduction proteins and 
regulation of a number of cell processes, including pro-
liferation, survival, cell adhesion, and differentiation.53 In 
GISTs, KIT mutations cluster mainly in four exons: exon 
9 (extracellular transmembrane domain), exon 11 (intra-
cellular juxtamembrane domain, exon 13 (initial portion of 
the kinase domain), and exon 17 (kinase activation loop) 
(see Figure 44-2, C). Current data suggest that exon 11 
mutations are the most frequent (60% to 70% of GISTs).45 
Mutations in exons 13 and 17 are rare.

Platelet-derived growth factor receptor A (PDG-
FRA) is mutated in approximately 5% of GISTs, resulting 
in constitutive activation and downstream activation of sig-
nal transduction molecules similar to those affected by KIT 
activating mutations.54 KIT and PDGFRA mutations are 
mutually exclusive and the mutations found in PDGFRA 
map to similar domains on the protein to those found in 
KIT (see Figure 44-2, C). GISTs with PDGFRA mutations 
tend to exhibit epithelioid rather than spindle-cell morphol-
ogy and tend to be more common in the stomach.

A mouse knockin model expressing constitutively 
active KIT has demonstrated that this constitutive activa-
tion is necessary and sufficient for GIST tumorigenesis;55,56 
thus mutation in either KIT or PDGFRA is likely an early 
step in GIST pathogenesis. However, other recurrent 
genetic changes have been shown to occur. These include 
loss of chromosomes 14q, followed by loss of 22, 11p, 9p, or 
1p.45 Loss of 9p, on which the tumor suppressor p16(Ink4a) 
is located, appears to be associated with a worse prognosis. 
Gains of chromosome 5p, 20q, 17q, or 8q are also associated 
with a more aggressive clinical behavior; however, correlation 

of tumor progression with specific genes in those regions has 
yet to be demonstrated.

Approximately 5% to 10% of GISTs lack either KIT 
or PDGFRA mutations (wild-type [WT] GIST). These 
KIT/PDGFR-intact GISTs tend to occur in the pediatric 
population, as well as in the setting of specific genetic syn-
dromes, namely, neurofibromatosis type I/Von Reckling-
hausen’s neurofibromatosis (NFI); Carney triad (CT); and 
Carney-Stratakis syndrome (CSS). CT, for which a clear 
genetic inheritance pattern or germline mutation has not been 
found to date,57 consists of extra-adrenal paragangliomas, 
pulmonary chondromas, and multifocal epithelioid GISTs of 
the stomach.58 The CSS is characterized by paragangliomas 
and GISTs and is due to germline mutations in succinate 
dehydrogenase subunits B, C, or D (SDHB, SDHC, SDHD), 
inherited in an autosomal dominant fashion.59,60 SDH is a 
mitochondrial enzyme complex that functions in the Krebs 
cycle. Recent data have also identified SDHB or SDHC 
germline mutations in patients with WT GISTs without a 
personal or family history to suggest CT or CSS,61 as well 
as somatic mutation of SDHA.62 In addition, loss of SDHB 
protein expression and decreased SDH complex activity have 
been demonstrated in WT GISTs in patients without germ-
line or tumoral SDH mutation, further supporting a role 
for the SDH complex in tumorigenesis in these genetically 
distinct GISTs.61 Although the majority of SDHB-deficient 
GISTs occurs in young patients (hence being designated 
pediatric-type), comparable lesions with distinctive clinico-
pathologic features occur more rarely in adults.63,64

GISTs are not responsive to conventional chemo-
therapy or radiation, and thus, before the identification of 
KIT mutations in GISTs and the development of targeted 
therapy, the outlook for patients with clinically aggressive 
GISTs was grim. Imatinib mesylate, also known as Gleevec, 
binds to and inhibits the ATP-binding pocket of both KIT 
and PDGFRA and is approved to treat patients with meta-
static and/or unresectable GISTs. Mutational status appears 
to be important in predicting response to imatinib, in that 
patients with exon 11 KIT mutations have a significantly 
better response than patients with exon 9 KIT mutations 
or without KIT or PDGFRA mutations.65 Interestingly, 
GISTs with either exon 9 KIT mutations or without KIT 
or PDGFRA mutations are more likely to be responsive to 
sunitinib, a second-line tyrosine kinase inhibitor approved 
as therapy for imatinib-resistant GISTs.66 Given the role 
of SDH mutation and/or deficiency in a significant subset 
of WT GISTs, protein expression of SDHB has been pro-
posed as a means to initially triage GISTs into those that 
likely harbor KIT or PDGFRA mutations (type 1; intact 
SDHB expression), and those with likely SDH complex defi-
ciency (type 2; absent SDHB expression67,68). This subclas-
sification has important clinical implications, as the type 2 
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GISTs (WT GISTs) usually do not respond to imatinib. 
It remains important, however, to consider SDHB expres-
sion alone with caution, because of potential difficulties in 
staining interpretation, and because some tumors classified 
as type 1 via SDHB positivity (namely, GISTs occurring in 
the setting of NF1) do not contain KIT or PDGFRA muta-
tions and do not typically respond to imatinib.69

Unfortunately, a significant number of patients even-
tually develop secondary resistance to imatinib as well as 
to sunitinib, primarily via secondary mutations in the KIT 
kinase domain or through KIT amplification.66,70,71 KIT has 
been shown to activate a number of key signal transduction 
pathways, including the mitogen-activated protein kinase 
(MAPK), Janus kinase/signal transducers and activators of 
transcription ( JAK/STAT), Src family of tyrosine kinases 
(SFK), Ras/extracellular regulated kinase (Ras/Raf/Erk), 
and PI3 kinase signaling pathways.53,72 Of these pathways, 
in  vitro and in  vivo data demonstrate that the PI3 kinase, 
MAPK, and SFK pathways are activated in GISTs.72,73 In 
contrast, phosphorylation of the JAK/STAT kinases STAT1 
and STAT3 was not dependent on oncogenic KIT signaling, 
and STAT5 phosphorylation was not detected in either pri-
mary GISTs or GIST cell lines. In addition, inhibition of the 
JAK/STAT pathway did not inhibit proliferation in GIST 
cell lines, arguing against a significant role for this pathway in 
GIST oncogenesis.74 Elucidation of the comparable impor-
tance of downstream targets of KIT in GIST tumorigenesis 
has important therapeutic implications, particularly for the 
development of treatment strategies in imatinib-resistant 
tumors. For example, a secondary mutation in BRAF kinase 
(a kinase mutated in several cancers, particularly melanoma, 

papillary thyroid carcinoma, and a subset of colorectal can-
cers) has been identified in an imatinib-resistant GIST, 
suggesting a possible role for the potent BRAF inhibitor 
vemurafenib as second-line therapy.75 Interestingly, BRAF 
somatic mutation has also been identified as a rare event in 
WT GIST.75

Conclusion

The identification of specific chromosomal aberrations in 
a significant subset of sarcomas has improved our ability 
both to diagnose and to develop novel treatment strategies 
for these tumors. Just as the elucidation of specific translo-
cations in another category of mesodermally derived neo-
plasms—leukemias—allowed the development of directed 
chemotherapeutics (e.g., chronic myelogenous leukemia and 
imatinib), so, too, the discovery of specific recurrent genetic 
mutations in sarcomas provides opportunities for intelligent 
design of targeted therapies. This is in contrast to the two 
thirds of sarcomas that lack recurrent genetic abnormalities 
and which often possess complex karyotypes, which unfor-
tunately include most pleomorphic/spindle-cell sarcomas of 
older adults. Application of comprehensive genomic analysis 
over the past several years to these and other sarcomas, how-
ever, has provided new insight into novel oncogenic drivers 
of these tumors, as well as an enhancement in our ability to 
predict clinical behavior.76,77 This improved understanding 
of sarcoma genetics is providing new potential therapeutic 
targets as well as diagnostic and prognostic biomarkers.2,78
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Targeted therapy of human disease celebrated its 100th 
birthday in 2011. A century ago Paul Ehrlich, a German 
pathologist, produced the first “rationally designed” drug, 
which selectively targeted the microorganism Treponema 
pallidum, the cause of syphilis. The project was the outcome 
of a thoughtful hypothesis based on the observation that cer-
tain organic dyes were selectively taken up by some cells and 
infectious agents, and not by others. Ehrlich postulated the 
presence of specific receptors on cells and bacteria to which 
the dyes bound and were internalized. He then proposed to 
attach a toxic molecule (in this case, arsenic) to a dye mol-
ecule that was selective for a receptor on the bacterium, with 
the goal of producing selective cytotoxicity against the bacte-
rium1 (Figure 45-1).

To carry out this work in an efficient and systematic 
way, he invented an array-like approach to his research. A 
series of large organic molecules were attached to arsenic by 
his colleague, Sahachiro Hata, a synthetic chemist, and then 
were tested by Ehrlich for selective toxicity. Number 606—
actually, a modification of the original number 606—was 
effective and became arsphenamine (Salvarsan). To demon-
strate efficacy and lack of toxicity, Ehrlich first performed 
experiments with rabbit models of syphilis (mice resist the 
infection), followed by what we would call Phase I and II 
clinical trials with patients—keeping careful records. Finally, 
after obtaining positive results, he scaled up production and 
marketed the first synthetic “blockbuster” chemotherapeu-
tic agent in 1911, a mere decade after initiating the proj-
ect. It remained the standard of care until antibiotics were 
discovered.

The subsequent production of numerous chemical 
agents that can cure disease or prolong life is a magnificent 
story of moving discoveries from the research bench to the 
patient’s bedside, and from the patient back to the research 
bench. In the history of chemotherapy for cancer, prog-
ress developed in two phases. During the first phase, from 
1946 to the mid-1980s, the drugs produced were screened 

for efficacy primarily by assaying cytotoxicity against cancer 
cells in culture and in animal models, and then in patients. 
Most of the drugs acted by interfering with DNA replication 
or cell division. It is remarkable that until the1970s, medi-
cal students were taught that the biochemical and molecu-
lar abnormalities in cancer cells were quantitative (altered 
amounts) rather than qualitative (altered chemical composi-
tion and structure). During the second phase, which began 
in the mid-1980s, the targets for drug development became 
products of the aberrantly functioning genes that produce 
cancer. This progression was made possible by new knowl-
edge about oncogenes and suppressor genes, and by new 
technologies for accurately detecting abnormalities in DNA 
and proteins.

Drug Development

The First Phase

Chemotherapy for cancer began in the 1940s, with the devel-
opment of agents that target and eliminate malignant cells. 
The observed toxicity of mustard gas against blood leuko-
cytes led Louis Goodman and Alfred Gillman to produce a 
form of this DNA alkylating agent, which could be delivered 
intravenously.2 This chemotherapy, named nitrogen mus-
tard, produced objective clinical responses in patients with 
lymphoma. Another novel therapy that targeted DNA syn-
thesis was developed by Sidney Farber. Knowing that folic 
acid was required for DNA synthesis, he worked with a syn-
thetic chemist to produce folate antagonists. Amethopterin 
and later Aminopterin (methotrexate) produced dramatic 
but short-lived responses in children with acute lymphoblas-
tic leukemia.3 With these two reports, the pharmacological 
therapy of cancer was born.

Although the title of this chapter is “From Bench to 
Bedside,” it is important to emphasize that the movement of 
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ideas is invariably in both directions, back and forth between 
clinical researchers and the laboratory researchers. Nitrogen 
mustard was developed because physicians observed destruc-
tion of leukocytes and lymphocytes in soldiers gassed during 
World War I. The antifolate, Aminopterin, was developed 
because Sidney Farber tried treating leukemic children with 
folic acid (reasoning that their malignant cells appeared simi-
lar to cells observed with folate deficiency), and the acuteness 
of their disease became worse, not better. These observations, 
in turn, stimulated and informed laboratory research.

For the next 40 years, great progress was made in devel-
oping additional chemotherapeutic anticancer agents. Two 
approaches were used. The first approach involved synthesis of 
specific targeted agents—as with methotrexate. The next suc-
cess was 6-mercaptopurine, another inhibitor of DNA synthe-
sis, produced by George Hitchings and Gertrude Elion and 
shown by Joseph Burchenal to be effective in acute leukemia.4 
The synthesis of new therapeutic molecules has been greatly 
enhanced by the development of three-dimensional models of 
target molecules, enabling chemists to design small lead mol-
ecules and test them using in silico computer-based screening.

The second approach involved screening of large num-
bers of natural products and led to the discovery of taxanes 
and camptothecin. These successes were followed by discov-
ery of the anticancer properties of vinca alkaloids, platinum-
based agents, nitrosoureas, and anthracyclines, all of which 
remain in use today.

The pharmaceutical industry has used these two gen-
eral approaches—synthesis of new compounds and broad 
screening of natural products—to develop many therapies 
against cancer and bring them to the clinic for investigation 
in therapeutic clinical trials5 (Figure 45-2). The successful 
chemotherapeutic agents that have been developed are sum-
marized in Chapter 46. Today new methods of targeting and 

screening are being used to find therapies that counteract 
the function, or loss of function, of the products of aberrant 
genes that cause cancer (see later discussion).

Two other major breakthroughs in the development of 
cancer therapies during this first phase deserve emphasis. The 
first is the development of combinations of therapies admin-
istered simultaneously. This was applied to leukemia by Emil 
Freireich, Emil Frei, and James Holland in 1956, soon after 
combinations of antibiotics were found to produce enhanced 
efficacy against bacterial infections such as tuberculosis. The 
principle is to use two or more agents that provide additive kill-
ing capacities against a target, but with different toxic side effects 
that are not additive. In the late 1950s and early 1960s, this 
principle was first applied successfully in a series of clinical trials 
by these investigators and others for the treatment of childhood 
leukemia,6 and it was first used for the successful treatment of a 
solid tumor, testicular cancer, by M. C. Li and colleagues.7

Leukemia researchers also pioneered the idea that 
treatment must continue beyond the time that the cancer is 
clinically detectable, in order to prevent recurrence due to 
the persistence of subclinical disease. Today this is standard 
practice for the care of many types of cancer. As with the 
combination therapy studies, the results of leukemia research 
in murine models provided the rationale for these studies.

A second major breakthrough in cancer therapy and 
the treatment of many diseases took advantage of a new 
technology invented by Kohler and Milstein, which enabled 
production of large quantities of a monoclonal antibody 
raised against a specific antigen.8 This technique was rapidly 
applied to the production of antibodies targeting molecules 
on the surface of cancer cells. Major clinical responses in 
lymphoma patients were reported by Ronald Levy and col-
leagues in 1982, with an anti-idiotype antibody against the 
specific immunoglobulin molecule expressed on the surface 

Side chain/receptor theory Magic bullet hypothesis

Nutrients, antigens, dye molecules,

          Side chains (receptors) on cell
surface – can be released, or can be
internalized

          Toxin, poison – attach to dye-
like molecules and delivered to bacterial
cells with appropriate receptors

,

Figure 45-1 Paul Ehrlich: birth of targeted therapy, 1911.
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of the patients’ malignant B cells.9 Today, nearly half of the 
agents that are approved by the U.S. Food and Drug Admin-
istration (FDA) for the treatment of cancer are monoclonal 
antibodies, a revolution in targeted cancer therapy that has 
occurred in the past three decades.

The Second Phase

Why not produce an anticancer therapy that targets a mol-
ecule that is known to cause cancer? A preliminary to this 
approach dates back to the 1940s and 1950s, when Charles 
Huggins discovered that depriving prostate cancer patients 
of androgen and breast cancer patients of estrogen can result 
in remission of their disease.10 Both approaches are used in 

the clinic to this day, but the method has evolved from surgi-
cal removal of organs producing these hormones to targeted 
drugs that act on hormone receptors or hormone production.

The target for therapy switched from cytoplasmic hor-
mone receptors to growth factor receptors on the cell surface 
in the early 1980s. Our group first hypothesized that inhibi-
tion of a receptor function might inhibit tumor cell growth 
(Table 45-1). We produced a monoclonal antibody, cetux-
imab, which binds to the EGF receptor, blocks activation of 
the receptor’s tyrosine kinase by its ligands, EGF and TGFα, 
and inhibits proliferation of cancer cells in culture and in 
human tumor xenografts.11-13 This was followed by reports 
on trastuzumab, a monoclonal antibody that binds to the 
closely related HER-2 receptor.14 It was during this period 
that the term oncogene was first used, and these were the first 

Figure 45-2 New 
approaches and challenges 
for personalized cancer 
medicine Therapy devel-
opment is shown as linear 
process, whereas in reality it 
is iterative in all its stages.

NEW TECHNOLOGIES FOR PERSONALIZED MEDICINE

Pathway

Target discovery
and validation

Lead identification

Lead optimization

Biomarker/
Imaging validation

Regulatory
science

Testing in
humans
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• Improved prediction of in vivo
  antibody and vaccine activity
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  ADME properties
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• Production of clinical grade drug
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• Predicting bioavailability
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  effectiveness
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• Engineering of antibodies
• Vaccine design

• Chemical synthesis
• Cell based assays
• in vivo antitumor testing
• Pharmacokinetic optimization
• Pharmacodynamic
  optimization

• Molecular target assay
• Response marker “fingerprint”
• in vivo target imaging
• Early response indicators

• Scale up manufacture
• Formulation/delivery/stability
• Bioavailability
• Toxicokinetics
• Regulatory toxicology
• Regulatory filing

• Microdosing volunteer studies
• Biomarker based patient
  selection
• Early assessment of response
• Innovative trial design

Challenges
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experimental cancer therapies that targeted the products 
of an oncogene—in these cases a receptor tyrosine kinase. 
Since the mid-1980s, many oral chemotherapeutic agents 
have been developed that target these two tyrosine kinases 
and many other kinases, located both in receptors and free 
in the cytoplasm.

Trastuzumab received regulatory approval for the 
treatment of breast cancer expressing high levels of HER-2 
in 1998.15 This was followed by imatinib against the prod-
uct of the BCR-ABL gene translocation, another tyrosine 
kinase, in patients with chronic myelocytic leukemia in 
2001.16 Cetuximab entered clinical trials in 1990 and was 
approved for colorectal cancer in 200417,18 and for head 
and neck cancer in 2006. These approaches to experimental 
therapeutics created a new paradigm for the development of 
therapies against cancer.

Three breakthroughs in knowledge and technology 
converged to greatly accelerate this change in therapeutic 
research on cancer:
  
 (1)  We have learned that accumulated genetic aberrations 

are the cause of cancer. This dates from observations by 
Bishop and Varmus in experiments exploring viral car-
cinogenesis with the SRC oncogene, published in 1976, 
showing that the genetic abnormality was intrinsic to 
human cells, not the Rous sarcoma virus.19 Today, hun-
dreds of genes are known to be altered in human cancers.

 (2)  There are more than 800 new drugs under development 
at pharmaceutical and biotechnology companies and uni-
versities, which are designed to target the products of the 
aberrantly functioning genes that cause cancer.

 (3)  New instruments and analytic techniques have reduced 
sequencing of a human genome from a 10-year, $3 bil-
lion project to a 10-day, $5000 project, which allows us to 
interrogate an individual patient’s cancer to detect genetic 
aberrations in the patient’s tumor. The speed and cost 
continue to improve dramatically.

  

As a result of this confluence of discoveries, there is 
pressure from all stakeholders in cancer care for develop-
ment of new approaches to the treatment of cancer—using 

the genomic and molecular analysis of an individual patient’s 
cancer to select the targeted therapy that is most likely to pro-
vide clinical benefit. Although earlier approaches provided 
many successful chemotherapeutic agents and continue to 
be important, the new targeted approach to developing new 
cancer therapies dominates the field today. These new ther-
apies are designed to target a particular gene product that 
has been shown to contribute to the malignant phenotype 
of cancer cells in correlative studies of molecular pathologi-
cal data and clinical data and in laboratory experiments with 
cultured cells and animal models.20,21

There have been some spectacular successes in clinical 
trials with experimental targeted therapies that enrolled only 
patients whose cancer was known to harbor an aberrancy in 
the target of that experimental drug or antibody. These suc-
cesses have resulted in substantial prolongation of patients’ 
lives for many months or years.

The first example of this approach to reach the clinic 
involved trastuzumab, the monoclonal antibody against the 
HER-2 receptor. It is overexpressed on 20% to 25% of breast 
cancers and was found to be a biomarker predicting a worse 
prognosis in these patients. Clinical activity of trastuzumab 
was demonstrated in early studies only among patients 
whose cancers expressed high levels of HER-2. Genen-
tech adopted a new paradigm for designing a randomized 
Phase III clinical trial, investigating standard chemotherapy 
with or without trastuzumab for treatment of patients with 
advanced, metastatic breast cancer. Only patients with high 
expression of HER-2 in their tumors were eligible to enroll. 
This enriched the trial with patients more likely to respond, 
and converted what would otherwise have been a negative 
study (too few responders) into a positive study, leading to 
FDA approval in 2002.15 The optimal clinical situations for 
the use of trastuzumab have been refined continuously, as a 
result of dozens of clinical trials over the ensuing decade (see 
Chapters 36 and 50).

A second and most dramatic example involves the 
development of the ABL tyrosine kinase inhibitor imatinib 
for the treatment of patients with chronic myelocytic leuke-
mia (CML), whose leukocytes nearly always carry a BCR/
ABL gene rearrangement. Before this treatment, the median 
survival of patients with this disease was 3½ years. Today 
most patients on this and follow-up drugs live in remission 
more than 5 years, and some may reach a normal lifespan.16 
The incidence of CML is only 4000 cases per year. A drug 
against this disease was not considered to be a potential 
“blockbuster” compared with a treatment for lung cancer 
(over 200,000 cases/year). Movement from the research 
laboratory in a pharmaceutical company to clinical trials was 
encouraged by the persistent efforts of an academic clinician 
scientist, Brian Druker, who performed preclinical studies in 
his laboratory demonstrating efficacy against CML cells and 

Table 45-1 Rationale for Targeting EGF Receptors, 1980

	•	 	EGF	characterized	1962.	EGF	receptor	characterized	1975-80.	
(Cohen)

	•	 	Autocrine	hypothesis	1980.	(Todaro	and	Sporn)
	•	 	Tyrosine	kinase	first	identified	in	three	molecules:	src	oncogene,	EGF	
receptor	and	PDGF	receptor	(Hunter,	Erickson,	Cohen).

	•	 	EGF	receptor	commonly	overexpression	in	cancers	(Ozanne,	others)
	•	 	Preferential	addiction	of	cancer	cells	to	essential	nutrients	and	
growth	factors

	•	 	Receptor	inhibition	by	circulating	autoantibodies	can	produce	stable	
physiologic	change	(disease)	in	humans:	myasthenia	gravis,	hyper-
thyroidism,	insulin	resistance
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then led the first clinical trials. The premise, which turned out 
to be prescient, was that blocking the abnormally active ABL 
tyrosine kinase—a product of the BCR-ABL rearrange-
ment in patients with early CML—might produce especially 
effective responses, because this was the only known genetic 
abnormality in these patients. In contrast, most cancers have 
many genetic aberrations that contribute to their malignant 
activities at the time they are first detected.

A third example involves oral inhibitors of the EGF 
receptor tyrosine kinase, gefitinib and erlotinib (TKIs). In a 
series of very large and expensive randomized trials of che-
motherapy plus or minus one or the other of these TKIs 
in patients with advanced lung cancer, the results showed 
no significant overall benefit from adding the TKI. How-
ever, a few patients had a substantial prolongation of sur-
vival. When it was discovered that mutations were present 
in the gene encoding the EGF receptor in the lung cancers 
of many of the patients who responded well,22-24 clinical tri-
als were repeated with the requirement of an EGF recep-
tor mutation for enrollment. The positive response rates for 
advanced lung cancer patients with a mutated EGF receptor 
were confirmed.25 This time, in the selected patient popula-
tion, the results were positive in the majority of patients. 
Thus, a “failed” new targeted therapy was converted into a 
successful treatment for the 10% of lung cancer patients 
with mutated EGF receptor genes in their tumors, and the 
median duration of survival for those patients has doubled. 
In fact, for these patients the TKI therapy was more effec-
tive than chemotherapy, whereas for patients without the 
mutation, chemotherapy gave better outcomes than treat-
ment with a TKI.25 This “resurrection of a cancer drug” 
brought clinical benefits to selected patients and economic 
benefits to the pharmaceutical companies, which were now 
able to market their new targeted drugs. This was a wake-up 
call to the industry, strongly suggesting the value of a new, 
selective approach to clinical trials with new targeted cancer 
treatments.

Among the lessons from these examples is the observa-
tion that for each case the circumstances were different, and 
an understanding of both the molecular biology and the clin-
ical disease was critical in the development of a novel ther-
apy that targeted a molecular abnormality in these patients’ 
cancers.

Von Hoff was the first to report on a clinical trial in 
which patient enrollment was governed by the result of a 
molecular analysis of tumors, using immunohistochemis-
try, fluorescence in situ hybridization, and, primarily, gene 
expression arrays. Of 66 patients treated with commer-
cially available drugs that were felt to match the detected 
molecular markers, 27% had a progression-free survival at 
least 30% longer compared with the response to the previ-
ous drug(s) they had received.26 In this study, the patients 

served as their own controls, and gene mutations were not 
analyzed.

Recent examples have demonstrated the utility of 
identifying the targeted genetic aberration in the tumors of 
patients who enroll in clinical trials with experimental tar-
geted therapies at the earliest stages.

The Biomarker-integrated Approaches of Targeted 
Therapy for Lung Cancer Elimination (BATTLE) trial for 
patients with advanced, heavily treated non–small-cell lung 
cancer was the first reported study with a panel of experi-
mental drugs that (1) required a fresh tumor biopsy for 
genetic and molecular assays to detect particular aberrations 
that could serve as biomarkers for assigning therapy and 
(2) introduced an adaptive randomization design to assign 
a patient to receive one of the four experimental therapies 
that did, or did not, target an abnormality detected in that 
patient’s cancer. Essentially, this was a panel of four separate 
Phase II trials, testing the efficacy of “rationally” assigning 
patients to a particular trial. Importantly, nearly 100% of 
patients who were offered participation agreed to the biopsy 
procedure as a condition for receiving access to one of the 
experimental targeted therapies in a randomized study. The 
endpoint of the trial was improved duration of progression-
free survival, which was subsequently confirmed by improved 
overall survival. The results showed that there were four situ-
ations where the results of the biomarker assays predicted 
a significant improvement in response, or in one case, a 
worse response, to an experimental drug targeting that bio-
marker.27 This suggested that preselection of patients for a 
panel of Phase II studies of new therapeutic agents based 
on biomarkers showing abnormalities in the targets of these 
agents is useful and may improve clinical outcomes.

Another trial at MD Anderson Cancer Center retro-
spectively analyzed response rates and survival of patients 
treated with experimental drugs that matched genetic abnor-
malities in their cancers. Over a 4-year period, more than 
1000 patients with advanced, heavily treated cancers were 
tested for mutations in hot spots in 11 genes and for loss of 
expression of PTEN. An experimental drug was often avail-
able targeting the detected genetic aberration for most of their 
genes in ongoing Phase I/II trials. A total of 291 patients 
with genetic aberrations could be evaluated for response to 
an experimental targeted therapy. Of these, 175 received a 
targeted therapy that matched an aberrant gene target in 
their cancer, and 116 were treated with nonmatched therapy 
(based on nonavailability of matched therapy at the time). 
The overall response rate of the first group was 27% (includ-
ing two complete responses), significantly greater than the 
second group, which was 5%. Median overall survival was 
13.4 months compared to 9.0 months, a 49% increase.28 In 
most reports analyzing the results of Phase I trials, the main 
objective is determination of maximal tolerated dose and 
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toxicities, and the objective response rate to new therapies 
is less than 10%. This trial, which achieved a much higher 
response rate, was a nonrandomized study and involved 
many types of cancer and many separate clinical trials of 
new drugs at varying doses. Although the results support the 
benefit of matching experimental therapy to genetic aberra-
tions, this conclusion now must be confirmed in a random-
ized study. Today a number of cancer centers are carrying out 
prospective clinical trials using next-generation sequencing 
technology to assess cancers and using the results for assign-
ing patients to trials of experimental targeted therapies.

Two recent highly successful Phase II trials of exper-
imental targeted drugs took an approach to testing a new 
experimental therapy similar to that used in the registra-
tion trial of trastuzumab, the trials of TKIs in patients with 
mutated EGF receptors, and in most of the patients with 
CML treated with imatinib. Each trial studied a single drug. 
Large numbers of patients were screened for enrollment, 
based on the presence of the genetic aberration that the 
experimental drug was designed to target.

In the first clinical trial, crizotinib, which already was 
in trials targeting the EML4-ALK rearrangement in lym-
phoma, was tested for activity against patients with this rear-
rangement in their lung cancer. This was found to occur in 
less than 5% of lung cancers. More than 1700 patients were 
screened at multiple institutions to populate a Phase II trial 
with 82 preselected patients. The drug was successful, with 
a response rate of 57%, an additional 35% achieving stable 
disease, and a median time to progression of greater than 
6 months at the time of publication.29 These results led to 
successful follow-up trials and FDA approval, within only  
5 years of discovering this genetic aberration in small num-
bers of lung cancer patients (the drug was already available).

Another clinical trial explored the efficacy of vemu-
rafenib which was designed to block the activity of BRAF, a 
gene that was reported to be mutated in many patients with 
melanoma. The complete plus partial response rate with 
advanced melanoma patients whose cancer had the targeted 
BRAF mutation was over 70%, with a median duration of  
7 months.30 FDA approval followed soon afterward.

These were remarkable results in patients with 
advanced cancers that were well known to be minimally 
responsive or resistant to chemotherapy. It is clear that 
genomic screening can improve response rates with tar-
geted therapies, benefiting patients and shortening the time 
required for testing an experimental therapy. However, we 
will not know how generalizable this conclusion is until the 
results of all such targeted trials—positive and negative—are 
reported and shared. Negative trials of experimental drugs 
are not typically reported, although they inform decision 
making by the pharmaceutical company that is developing 
them. Meanwhile, the results just described support pursuing 

this approach to testing targeted experimental therapies in a 
screened subset of cancer patients.

Next Steps in Drug Development

Progress will be hastened if a number of challenges are 
addressed—some involving gaps in scientific knowledge and 
technology, and others involving changes in the clinical trials 
process.

Scientific Knowledge and Technology

A major scientific challenge is the need to balance the tre-
mendous power of next-generation genomic sequencing and 
other technologies for interrogating molecular aberrations 
in a patient’s cancer with the mandate to keep down the 
costs of clinical care. The most sophisticated genomic tests 
(see Chapter 24) add substantial costs for instrumentation 
and data analysis, although they may reduce the cost of care 
in the long run. An added factor is the requirement in the 
United States that all tests performed to guide clinical care 
must be carried out in laboratories with Clinical Labora-
tory Improvement Amendment (CLIA) certification, which 
ensures high standards, but adds costs. Similar standards 
are used in Europe. Finally, sophisticated, deep-level next-
generation sequencing often identifies hundreds of genetic 
aberrations in human cancer specimens,31 and most of these 
are not actionable because their significance in the tumor’s 
biology and the patient’s disease is not known, or drugs that 
target them are not yet available.

For these reasons, clinical testing for genomic aberra-
tions in most medical centers currently is limited to assays 
that measure mutations (insertions, deletions, or substitu-
tions of nucleotides) in selected genes, alterations in gene 
copy number, and structural rearrangements in selected 
genes32 (Figure 45-3). Available experimental or approved 
drugs that target the products of aberrant genes are cur-
rently limited to a few dozen genes. At the author’s insti-
tution, we currently are sequencing 740 hot spots in 46 
genes. This detects only the first of the three categories of 
genomic analysis listed above. To capture all three catego-
ries and expand the gene coverage, we are planning to move 
to the targeted deep sequencing of the exons (open reading 
frames) of a few hundred genes. Both of these approaches 
to sequencing enable multiplexed assays on many genes to 
be run on a single extracted sample of tumor DNA. This 
is a huge advance over the technology just a few years ago, 
when selected regions of genes were sequenced in a separate 
assay for each individual mutation, and the amount of tumor 
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tissue available rapidly became a limiting constraint. A num-
ber of cancer centers have started programs assaying DNA 
in patient’s cancers to guide therapy (e.g., Refs. 33, 34).

With 800 experimental targeted drugs in the clinical 
pipeline and a few dozen already approved, current second- 
generation sequencing of advanced solid tumors yields 
a match between a genetic aberration and a targeted drug 
about 40% of the time. The yield is higher in reported cases 
of deep sequencing with more complete genomic analysis. 
The ingenuity of companies developing new technologies for 
detecting genetic aberrations guarantees that advancements 
will continue to enable more rapid and complete analysis for 
less cost. The limiting factors have become the need for bio-
informatics and computational tools and for trained person-
nel to use these tools to interpret the sequencing data.

Two key rate-limiting gaps in scientific knowledge were 
identified recently in a report from the President’s Council of 
Advisors on Science and Technology.35 These were (1) iden-
tifying and validating the protein targets that are critical to 
the survival of cancer cells and are “druggable,” and (2) pre-
dicting more effectively the efficacy and toxicity of candidate 
drugs before high investments of funds and time are made in 
clinical trials.

The new fields of systems biology and computational 
biology have emerged to address the first of these questions. 
Through extensive computer-based analysis of data from 
biological studies on the biochemical steps that activate 

or suppress molecular processes in cells, investigators have 
been able to draw complex maps of interconnected path-
ways that regulate the activities of proteins in those cells. 
Candidate “drivers” that form pivotal controlling nodes in 
these interconnected pathways are identified in a number 
of ways: (1) They may connect multiple signaling path-
ways; (2) they may be recurrently mutated in human cancer 
specimens; (3) introduction of specific RNAi’s can block a 
signaling pathway that changes major phenotypic functions 
in the cell (such as maintaining viability); and (4) knockin 
or knockout of the gene’s activity in genetically engineered 
mouse models (GEMMs) results in molecular alterations, 
changing the phenotype in significant ways that affect 
malignant behavior.36,37 It is important to note that up to 
now, most targeted therapies discussed in this chapter were 
developed with earlier approaches that involved identifica-
tion of abnormal functioning of a target in biological experi-
ments with cancer cells, not because of detection of aberrant 
genes in broad screens of human cancers.

The Human Cancer Genome Atlas and additional data 
collected from genomic testing of cancers in multiple centers 
will identify more genetic aberrations that are cancer drivers 
and potential targets for new drugs. These new approaches 
will also enable identification of driver genes that are present 
at low frequencies—for example, less than 5%—in few types 
or only one type of cancer. It must be cautioned that a muta-
tion in a known oncogene does not necessarily mean that it 

Figure 45-3 The major classes of 
genomic alterations that give rise to can-
cer. CML, Chronic myelogenous leukemia; 
TS, tumor suppressor.32
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is a driver in a particular cancer, and a gene could have “driver” 
status in a cancer without a genetic aberration, working 
instead through amplification or an epigenetic mechanism, 
or through changes in expression of message or posttrans-
lational modification of the protein it encodes. It also must 
be emphasized that a driver molecule may be activated by a 
variety of mechanisms related to its situation in one or more 
activated regulatory pathways38 (Figure 45-4).

The ultimate driver gene is one which is so critical to 
a cancer cell’s survival that when its function is blocked, the 
cell dies, typically by apoptosis. The observation of this phe-
nomenon led to the “addiction hypothesis” of Weinstein, who 

postulated that in cancer cells that are driven by a mutation in 
a critical regulatory pathway, alternative pathways that could 
promote or bypass the driving gene’s activity may be down-
regulated to the point where, unlike the situation in normal 
cells, they may be irretrievably damaged when the driving, 
addicting gene is suddenly blocked by a targeted therapy.39

The identification of a driver gene does not invariably 
lead to creation of a drug effective against the gene’s product. 
The tyrosine kinase oncogenes have turned out to be “drug-
gable” targets, and a few dozen new agents against these tar-
gets are in clinical use or in clinical trials—both antibodies 
against receptors on the cell surface and their ligands, and low 
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Figure 45-4 Activation of EGFR signaling in non–small-cell lung cancer (NSCLC) can occur via disruption of several different components 
at multiple levels of the pathway. (A) Different proteins in the EGFR pathway can be activated (red) or inactivated (blue) by underlying genetic 
or epigenetic changes at the DNA level, leading to aberrant pathway activity and oncogenic signaling in NSCLC. Examples of key oncogenes affected 
include EGFR, RAS, PIK3CA, and AKT. Conversely, examples of tumor suppressors that are inactivated include PTEN and RASSF1. (B) Genetic and 
epigenetic mechanisms responsible for the disruption of genes in the EGFR signaling pathway in NSCLC include DNA copy number alterations (ampli-
fication or deletion), point mutations, and DNA methylation changes. Thus, it is important to consider multiple aspects of the genome and epigenome 
simultaneously to elucidate the mechanisms driving pathway deregulation. (This illustration was generated using Ingenuity Pathway Analysis software).38
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molecular-weight drugs that act intracellularly. Suppressor 
genes such as p53, genes controlling transcription factors such 
as MYC, and genes whose products have more challenging 
molecular characteristics such as RAS have turned out to be 
less “druggable.” However, by knowing the upstream molecules 
that interact with these gene products, or the downstream mol-
ecules that they activate, targets may be identified that counter-
act the activity of these genes and are more “druggable.”40

It was initially hoped that a drug which successfully 
targeted the product of an aberrant gene in one type of can-
cer would be effective in other types of cancer with the same 
genetic abnormality. However, this has not always turned out 
to be the case, because different types of cells can express path-
ways that may bypass the drug’s target. An example is found 
with vemurafenib, which, as noted, is effective against the 
majority of melanomas expressing a mutated BRAF gene at 
V600E, but is not effective against colon cancers with the same 
genetic aberration.41 This has been investigated by screening a 
panel of colon carcinoma cell lines bearing V600E RAF muta-
tions with a short-hairpin RNA (shRNA) library representing 
the full complement of 518 human kinases, in the presence or 
absence of the BRAF inhibitor PLX4032. It was found that 
shRNA vectors targeting and eliminating EGF receptors con-
verted resistant cells into becoming sensitive to inhibition by the 
BRAF inhibitor.42 This effect was duplicated by treating cells 
with a drug or antibody against the EGF receptor. Thus inhibi-
tion of the EGF receptor tyrosine kinase appears to be required 
to permit sensitivity to this BRAF inhibitor in colorectal cancer 
cells. Most melanoma cells do not have the active EGF recep-
tors that are seen in typical epithelial cells, and therefore are 
sensitive to the drug inhibiting BRAF. Clinical trials are test-
ing this important experimental observation in patients with 
colorectal cancer bearing the V600E BRAF mutation, by add-
ing an EGF receptor inhibitor to a BRAF inhibitor.

The above experiment is one example of many biologi-
cal studies with cell lines and tumor biopsies that provide 
explanations for resistance to targeted drugs, involving acti-
vation of bypass pathways. For example, MET amplification 
can lead to resistance against the EGF receptor inhibitor gefi-
tinib by activating ERB-B3.43 Likewise, the efficacy of MEK 
inhibitors in basal-subtype breast cancer cells is limited by a 
feedback loop involving activation of the PI3K pathway by 
activation of the EGF receptor tyrosine kinase.44 This sug-
gests that a combination of inhibitors of MEK plus inhibi-
tors of EGF receptors or the PI3K pathway may be effective 
in this situation.

In summary, combination treatments with agents 
against two different targets, in order to attack a driver gene 
and a bypass pathway concurrently, may provide a way to over-
come resistance. Many clinical trials are testing this hypothesis.

With the technologies available today, an attractive way 
to investigate the mechanisms of failure (resistance) after 

initial response to an experimental targeted agent in a clinical 
trial is to biopsy the recurrent tumor and use genomic and 
expression array analysis—in comparison with the original 
tumor—to determine what new event or events have con-
ferred resistance.

The bypass mechanisms that explain resistance to 
a targeted drug in a primary tumor may be discovered by 
direct comparison of genomic aberrations in primary tumor 
specimens from patients who are sensitive, or resistant, to a 
drug targeting a genetic aberration that they share. For exam-
ple, clinical responses occur only in a minority of the colon 
cancer patients treated with the EGF receptor inhibitors 
cetuximab or panitumumab. It was found that colon can-
cers with a mutation in K-RAS were not responsive to these 
EGF receptor inhibitors.45 Furthermore, when resistance 
to these anti-EGF receptor antibodies developed in colon 
cancer patients who were initially responsive, biopsy of the 
recurrence showed that a mutation in RAS (either from out-
growth of a minor subpopulation below the limits of detec-
tion in the primary tumor, or occurring de novo) accounted 
for resistance in the majority of patients.46,47 Unfortunately, 
an effective inhibitor of K-RAS is not available to admin-
ister with the EGF receptor inhibitor. Because nearly 50% 
of colon cancers have mutations in K-RAS, screening for 
these mutations provides benefits to the patient by avoiding 
a therapy that will not be beneficial, and to controlling the 
costs of medical care by avoiding the use of these expensive 
agents in this clinical situation. Testing for this biomarker is 
now standard of care for treatment of colon cancer patients.

The complexity of the challenge in identifying genes 
that can modulate sensitivity and resistance to targeted ther-
apies is exemplified by the many mechanisms of resistance 
that have been discovered in patients with malignant mela-
noma who were initially responsive to therapy with vemu-
rafenib against V600E B-RAF, and subsequently relapsed. 
Six different mechanisms identified in tumor biopsies from 
these patients are listed in Table 45-2.48-54 In all cases, confir-
matory studies were carried out with cell lines containing the 
V600E B-RAF mutation, to demonstrate that the proposed 

Table 45-2	 Mechanisms	of	Resistance	to	Vemurafenib	Treatment	in	
Patients	with	V600E	B-RAF	Malignant	Melanoma

Mechanism of Resistance Reference

	1.	 	Mutation	in	MEK,	downstream	of	B-RAF 48, 49

	2.	 	Increased	copy	number	of	V600E	B-RAF 50

	3.	 	Aberrantly	spliced,	truncated	v600E	B-RAF 51

	4.	 	Upregulation	of	PDGF	receptor	B,	or	N-RAS	
mutation

52

	5.	 	PTEN	loss	reduces	BIM-mediated	apoptosis 53

	6.	 	Increased	IGF-1R	levels	and	activity 54
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mechanism was able to confer resistance to the inhibitor. The 
common theme in this series of observations and in studies 
of resistance to other targeted therapies is that there are two 
predominant resistance mechanisms—new aberrations of 
the targeted gene and activation of bypass pathways.

These data naturally stimulate the formation of 
hypotheses on how to overcome resistance to drugs that tar-
get B-RAF. One approach that was tested recently was the 
addition of an inhibitor of MEK, administered concurrently 
with an inhibitor of mutated B-RAF. The rate of complete 
or partial response with the combination was 76%, as com-
pared with 54% with monotherapy (P = 0.03).55 Of course 
the hope is that these responses will be more durable, result-
ing in substantial prolongation of life—but the results will 
not be available for a few years.

Although driver genes and genes to which cancer cells 
are addicted are obvious targets for drug development, there 
are other genes and pathways that do not cause cancer but 
are important for the survival and growth of cancer cells. 
This has generated the concept of “non-oncogene addic-
tion.”56 Examples include gene products involved in DNA 
damage repair, protein chaperones and heat shock proteins, 
histone modification, and buffering of reactive oxygen spe-
cies. Attacking these pathways that support the malignant 
phenotype, in addition to targeting critical oncogenes, may 
be a fruitful approach to combination therapy of cancer.

The series of experiments just discussed demonstrate 
the appropriateness of the term precision medicine. This term 
describes the situation in which a more precise understand-
ing of the various genetic aberrations in a particular patient’s 
cancer, and their interactions with each other and with the 
surrounding microenvironment, can provide decision sup-
port to the treating oncologist—enabling selection of a tar-
geted drug or drugs that are appropriate for that patient’s 
illness. In this chapter, the emphasis has been on genomics as 
the basis of precision medicine. This is because at the present 
time, genomic biomarkers are the most useful for drug devel-
opment and for making clinical decisions. In the future, it is 
anticipated that biomarkers from at least four other sources 
will contribute more and more to precision medicine:
  
 l  Expression of genes. Data are being reported suggest-

ing that a considerable fraction of mutated genes are 
not expressed. In the case of suppression genes, this is 
expected, because this is the basis for their impact on the 
cell’s phenotype. For potential oncogenes, however, this 
prevents the genetic aberrancy from having an impact. 
Furthermore, the level of expression of a gene—unrelated 
to the presence of a mutation—may alter cell behavior 
and phenotype. Again, the EGF receptor provides an 
example. This receptor is overexpressed (10- to 1000-
fold) on a large fraction of epithelial cancers and is likely 

to create a “non-oncogene addiction” in these cells.56 Thus 
an important area of cancer research will involve closely 
examining the expression of RNA and proteins coded for 
by aberrantly functioning genes, to assess the importance 
of their expression levels in identifying a biomarker signa-
ture useful for precision cancer care.

 l  Epigenetics. Current technologies and computational 
methods in this area are not adequate to inform clini-
cal decisions. Many investigators believe that epigenetic 
changes play a major role in oncogenesis and the malig-
nant phenotype.57 This is a topic that will likely need to 
be visited more thoroughly in the future, as advancements 
are made in knowledge and assay techniques.

 l  Immunologic profile. As discussed in Chapters 50-52, 
immunological interventions are beginning to affect can-
cer therapy, leveraging recent gains in understanding the 
functioning of the human immune system. The patient’s 
immune system is likely to play an important role in con-
trolling malignancy, as was postulated five decades ago. 
With increased understanding of the role of cytokines 
derived from the patient’s lymphocytes and leukocytes 
in promoting or inhibiting cancer cell growth, a profile 
of the patient’s immune functions is likely to become a 
component of the biomarker profile informing precision 
cancer care.58

 l  Proteomics. Evaluation of the functional status of pro-
teins in a patient’s cancer (e.g., phosphorylation status) 
and detection of circulating protein markers derived from 
cancers (e.g., HCG levels) are promising areas for the 
clinic and should expand in value as biomarkers, as mass 
spectrometry techniques and the use of reverse phase pro-
tein arrays are developed into more useful clinical tests.59

Predicting Drug Efficacy and Toxicity

The other major scientific gap identified in the Report from 
the President’s Council of Advisors on Science and Technol-
ogy underscored the need for improved ways of predicting 
at the earliest possible stage of development the efficacy and 
toxicity of candidate drugs. This requires continued efforts at 
developing improved models of human cancer in cell culture 
and animal models.

At the level of cell culture, screening on arrays con-
taining hundreds of human cancer cell lines is providing 
new data on mechanisms of drug action, on potential 
synthetic-lethal targets which predict pairs of targeted 
drugs that may be effective when either alone is not,60 and 
on patterns of gene aberrations and gene expression that 
predict sensitivity or resistance to specific targeted experi-
mental drugs.
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At the level of drug-testing systems in animal models, 
progress has been made on two fronts:
  
 l  Growth of primary human tumor specimens in direct 

xenografts, without an intermediate step of culture on 
plastic surfaces, has produced models of human cancer in 
mice that are more closely comparable to primary human 
cancers.61

 l  GEMMs with inducible promoters on mutated genes 
permit activation of the aberrant gene in specific organ 
sites and at specific time points, creating murine models 
that can more closely mimic human cancers.21

  
Mouse models are discussed in Chapters 8 and 9.

Clinical Trials

The sequencing of clinical trials that is currently used to 
study new cancer drugs is presented in Chapter 48. There 
are two advances that may improve the efficiency and 
effectiveness of trials with experimental cancer therapies. 
The first is the increased use of adaptive randomization of 
patients to receive one of two drugs, or one from a panel of 
drugs. Initially, patients are assigned randomly to receive one 
or another of the drugs. As results accumulate, patients are 
assigned preferentially (but not invariably) to drugs that are 
producing more benefit. Eventually, with accrual of data on 
additional patients, poorly performing drugs are eliminated 
and new drugs can be added.62 This method depends on 
powerful preset biostatistical tools that track and calculate 
probabilities of benefit sequentially, as results on each patient 
are added continuously to the database. The BATTLE Trial 
in advanced lung cancer, discussed earlier, was one of the 
first with targeted experimental therapies to use adaptive 
randomization, and the I-Spy 2 Trial for breast cancer is one 
of many current examples that is ongoing. This approach63 
is quite different from the standard randomization protocol, 
in which the number of patients to be studied is predeter-
mined by a calculation of the number needed for statistical 
significance of the results. Patients are then assigned ran-
domly to one of two or more arms of the trial, and results 
remain undisclosed until the trial reaches a predetermined 
point for evaluation. The advantage of adaptive randomiza-
tion is the capacity to study more experimental agents and 
reach yes-or-no decisions with fewer patients, which speeds 
up the process and reduces the number of patients who are 
receiving a drug that is not going to be beneficial. How-
ever, there is concern about the possibility of moving too 
swiftly and discarding an experimental drug inappropriately 
because decisions are made on a small number of patients, 
which bypasses the value of randomizing large numbers in 

order to stratify for unknown variables that might affect 
responses.

The other major advance in clinical trial design involves 
more stringent criteria for selecting patients in the earliest 
Phase II setting, once the dose and toxicity issues are settled 
in Phase I. A number of the successful trials described in 
this chapter enrolled only patients whose cancers had been 
shown to bear the genetic aberration that the experimen-
tal drug was designed to target. It is possible that off-target 
effects of an experimental drug may make an important con-
tribution to its efficacy. However, the logic of this approach 
to testing drugs that target the products of a specific aberrant 
gene is obvious, provided that the experimental drug does 
indeed work primarily by acting on that target. With this 
approach, fewer patients will have to be studied to reach sta-
tistically valid conclusions, drug approval by the FDA will 
be achieved in shorter time frames, and patients will receive 
treatment with a drug that is more likely to be effective. A 
positive result in a clinical trial performed in this manner 
validates the genetic aberration tested for in patients’ cancers 
as a useful biomarker. The successes with this approach have 
led to Phase I/II trials, where biomarker-based enrollment 
in Phase II on a fixed dose and schedule is a seamless transi-
tion from Phase I.

As noted, most cancers are likely to have a number of 
driver genetic aberrations—a typical estimate is five—and 
it is not clear which or how many need to be targeted to 
eliminate the malignant cells. Because most drugs given at 
maximal tolerated doses only partially block their targets, 
and because of the redundancies in most signaling and regu-
latory pathways, it is likely that there are few occasions when 
a cancer cell is so totally addicted to a particular aberrant 
gene that a single drug targeting the product of that gene 
will cause death of the cancer cell. This reasoning, combined 
with knowledge of reported clinical outcomes data, suggest 
that optimal anticancer treatment is likely to require admin-
istration of drugs in combinations. In the past, combina-
tions were selected based on the efficacy of individual drugs 
with nonoverlapping toxicities, whereas today a more ratio-
nal selection of combinations of targeted drugs is based on 
knowledge of intersecting signaling and regulatory pathways 
and data on the genomic aberrations in more than one driver 
gene in a particular cancer.64,65

Bringing two or more investigational drugs into clini-
cal trials for use in combinations has been a challenging task, 
because the FDA required demonstration of the efficacy 
and safety of each drug alone before a combination could be 
tested. The FDA has released a new Guidance Document 
that provides guidelines for exploring combinations more 
efficiently, in situations where one or both new drugs are 
unlikely to provide benefit to patients when administered 
alone.66
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With the proliferation of data on the genomic and 
molecular aberrations in many thousands of patients’ can-
cers and data on their responses to both targeted and con-
ventional therapies, we will have new opportunities to learn 
by retrospectively correlating genomic and clinical data and 
comparing effectiveness of all available treatment options. 
The growing fields of health information technology and 
medical informatics should make this possible.67,68 Examples 
of insights that can be gained include discovery of a rare tox-
icity of a cancer therapy and discovery of an unanticipated 
association between responsiveness to a drug and a particu-
lar signature of genomic aberrations. However, many issues 
remain to be solved. Perhaps the most daunting is the need 
for standardized nomenclature and formats for electronic 
reporting of data, and interoperability between multiple 
clinical databases from multiple sources. Large health care 
providers such as Kaiser Permanente have solved many of 
these problems with sophisticated information systems that 
process and analyze large amounts of clinical data. There 
should be a federated system of access to data that protects 
patient confidentiality, but allows wide access for data min-
ing and analysis as well as hypothesis testing. Another factor 
that prevents data sharing is the desire of academic institu-
tions, clinical researchers, and pharmaceutical companies 
to sequester data that they can control because of concerns 
about protection of intellectual property.

Once analysis of databases and results of research 
projects on genomic-based cancer treatments have produced 
results, this information must be gathered and organized in 
a way that supports clinical decision making. Doctors and 
patients need analytical tools that enable them to make deci-
sions about cancer therapy that are informed and evidence-
based. Only a learning system which gathers and organizes 
information in ways that are accessible, reliable, and rapid 
will be useful to the practicing oncologist.60 This is a chal-
lenge for the future.

The implementation of genomics-based personalized 
cancer care raises a number of ethical issues: confidentiality 
of information; clarity on the level of certainty about clini-
cal inferences that can be made from the results of tests for 
biomarkers; and the level of patient counseling appropriate 
for proper understanding of genomic data. Interpretation 
of genomic data is rendered difficult by intrinsic errors in 
the methodology, the high number of apparent aberrations 
observed in DNA from most cancer cells, the challenge of 
determining which genetic abnormality is a relevant driver of 
a patient’s cancer, and the heterogeneity within each human 
cancer that can invalidate predictions based on data from 
only a single sampling of the tumor. Genomic data are not 
perfectly predictive, and both physicians and patients must 
understand and accept this in order to use the data appropri-
ately to improve decisions about cancer therapy.

Many advances have been made, but many challenges 
remain to be addressed before personalized, precision treat-
ment based on a more complete knowledge of a patient’s can-
cer at the molecular level becomes the standard of practice. 
Table 45-3 lists some of these challenges.

Although much can be learned by sampling a patient’s 
cancer for performance of genomic analysis, the procedure 
of obtaining a biopsy presents risks that must be taken into 
consideration, and biopsies cannot be performed repeatedly. 
Noninvasive ways of obtaining actionable information about a 
patient’s cancer are desirable, and two that are being explored 
are promising. The most advanced noninvasive test for assessing 
molecular and metabolic properties of cancers involves medi-
cal imaging, especially positron emission tomographic (PET) 
scanning and magnetic resonance imaging (MRI).69 The mea-
surement of fluorodeoxyglucose (FDG) uptake with PET 
scanning to detect changes in glucose metabolism and measure-
ment of deoxyfluorothymidine (FLT) uptake to estimate the 
rate of proliferation can help in the differential diagnosis of an 
abnormal mass and can provide a rapid demonstration of the 
effect of a therapy on cancer in a patient. Some very promising 
progress has been demonstrated in the imaging of gene prod-
ucts and molecular abnormalities in animal cancer models, and 
this work is in early stages of evaluation in the clinical setting.

The second noninvasive test that holds great prom-
ise is the evaluation of circulating cancer cells and circu-
lating fragments of cancer cell DNA that are released into 
the blood.70,71 The presence of circulating cancer cells and 
changes in their number have been shown to be predictive 
of prognosis and response to therapy in selected situations. 
DNA fragments are released into the circulation as a natural 
result of cell death in the body, and cancer cell DNA can be 
identified by the presence of genomic aberrations known to 
exist on the basis of prior assays of the patient’s tumor. This 
may enable tracking of a patient’s tumor burden by periodic 
sampling of DNA in the blood, as well as screening for a 
cancer recurrence or documenting a response to therapy.  

Table 45-3	 Challenges	for	Personalized	Cancer	Therapy

	1.	 	Unresolved	biological	and	molecular	questions:
	 •	 	Tumor	heterogeneity	within	a	site	and	between	sites
	 •	 	Identification	of	genetic	aberrations	that	“drive”	a	cancer
	 •	 	Influence	of	tumor	microenvironment
	2.	 	Complexity	of	clinical	trial	design	and	computational	analysis	of	

data
	3.	 	Requirement	of	an	integrated	process	involving	many	clinical	and	

research	disciplines
	4.	 	A	risk-averse	“one	at	a	time”	clinical	trial	environment
	5.	 	Need	for	regulatory	harmonization:	FDA,	CMS,	CLIA,	etc.
	6.	 	Need	for	decision	support	tools	that	supply	actionable	information	

to	treating	oncologists	and	their	patients
	7.	 	Ethical	concerns,	especially	related	to	privacy	and	control	of	data
	8.	 	Need	for	proof	of	value	(benefit/costs)	in	order	to	justify	

reimbursements

CLIA,	Clinical	Laboratory	Improvement	Amendment;	CMS,	Centers	for	Medicare	and	Medicaid	
Services;	FDA,	U.S.	Food	and	Drug	Administration.
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It is hoped that these technologies will develop to the point 
where they can be advanced into standard practice during 
the next 5 to 10 years.

Conclusion

A striking lesson relevant to clinical oncology that comes from 
the expansion of research on human cancer during the past 
decade is the value of genetic and molecular biomarkers for 
identifying the most useful targets for new drug development, 
and for screening patients to identify those most likely to bear 
cancers that will respond to particular targeted therapies.

In parallel, advancements in understanding signaling 
and regulatory pathways in cells and their interactions in 
complex systems have enabled identification of targets for 
therapy that are most likely to be driving the behavior of 
cancer cells.

What is especially exciting is that knowledge and tech-
nology are enabling sophisticated laboratory research and 
diagnostic molecular assays to be performed on specimens 
of primary human cancers. The knowledge gained from 
those studies is more likely to be relevant to development 
and selection of effective therapies than the data from cell 
lines and xenografts, which we were forced to depend on for 
so many years.

Information that guides selection of therapy will 
continue to expand as the status of critical RNA and pro-
tein molecules is assayed on primary tumor specimens and 
metastases, and further understanding leads to measures of 
the patient’s immune/inflammatory system as well as the 
influence of the microenvironment around the tumor.

The confluence of these approaches will lead to 
increasingly effective personalized care and precision medi-
cine, moving us forward toward the ultimate goal of under-
standing how to give the right therapy to the right patient at 
the right time.
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Cancer is characterized by the transformation of normal cells 
to ones characterized by abnormal cellular differentiation, 
proliferation, invasion, and metastases. The molecular and 
biochemical bases underlying the transformation process are 
becoming increasingly clear and provide critically important 
information for identifying new drug targets.

Normal cell division results from the interaction of 
growth factors with specific receptors (plasma membrane, 
cytoplasmic, nuclear). This initiates a signal transduction 
cascade through receptor tyrosine kinases and downstream 
serine, threonine kinases that culminates in uncoiling of 
DNA by the action of histone acetylases and topoisomerases 
and activation of nuclear transcription factors that produce 
cell-proliferation and cell-viability molecules. It should not, 
therefore, be surprising that cancer cells usurp these normal 
pathways and that our most effective drugs target many of 
these processes (Figure 46-1).

Malignant cells acquire the ability to replicate indefi-
nitely, invade, and metastasize. This process includes activation 
of telomerase, detachment from the primary site, anchorage-
independent growth, invasion through the basement mem-
brane, and access to the blood or lymphatic vessels, as well 
as entry to distant organs through adherence to visceral 
capillaries and the ability to grow in a foreign site, thereby 
escaping a variety of immunological mechanisms designed 
to protect the host from “foreign invasion.” An understanding 
of the interactions between cancer cells and the surround-
ing stroma (malignant tissue) helped identify new targets to 
interfere with this characteristic of malignancy.

Recent attention has been turned to the existence and 
role of cancer stem cells. Dick and colleagues first identified 
cells from acute myeloid leukemia that had stem-cell char-
acteristics1 based on the identification of a subpopulation of 
cells with a CD34+/CD38− phenotype that possessed the 
ability to recapitulate the phenotypic heterogeneity of the 
original leukemia. Subsequently, cancer stem cells (CSCs) 
or tumor-initiating cells have been found in other leukemias 
and in most solid tumors.2 The therapeutic importance of 

the stem cell model is that it posits that our inability to cure 
most tumors is due to resistance of CSCs to current chemo-
therapy and radiation therapy.

In this chapter, we attempt to place cancer chemother-
apeutic drugs in a molecular biological context as summa-
rized in Tables 46-1, 46-2, and 46-3.*

Molecular Basis of the Therapeutic Index

Therapeutic index is defined as follows: LD50, or median 
lethal dose, is the dose of drug that causes death in 50% of 
experimental animals, and ED50, or median effective dose, is 
the dose that produces a specified effect (“response”) in 50% 
of the population under study. The therapeutic index in the 
clinic compares the dose of a drug that causes untoward 
toxicities to the dose that produces the desired therapeutic 
effect.

All drugs have targets, but it is the unique relationship 
of the target to the disease that can ultimately affect a drug’s 
therapeutic index. Traditional drug targets included DNA 
(nucleotide bases, enzymes of DNA synthesis, degradation, 
and repair), microtubules, and growth factor receptors. New 
targets include mutated, overexpressed, or fused growth  
factor/oncogene products (EGFR [Her-1], Her-2/neu, ras, 
bRaf, bcr:abl), immune checkpoint modulators (CTLA4, 
PD-1), cell surface antigens (CD33, CD22, CD20), anti-
apoptotic proteins (bcl-2), cell-cycle regulators (cyclin-
dependent kinases), epigenetic targets (histone deacetylases 
and methyltransferases), metabolic pathways (mTOR, PI3K, 
AKT) , stem-cell pathways (notch, wnt), and the machinery 

* We focus primarily on drugs that have achieved approval from 
the U.S. Food and Drug Administration (FDA); numerous drugs 
against new targets are in development, but a comprehensive 
description is beyond the scope of this chapter.
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of protein synthesis (l-asparaginase) and degradation (pro-
teasome). Drugs that affect these newer targets are often 
referred to as targeted therapies, creating the false impression 
that classic chemotherapeutics do not have targets.

The specificity/selectivity of a drug for a particular 
target is, in general, proportional to the affinity constant, Ka, 
more accurately defined for competitive drug target interac-
tions as the Ki, which is the reciprocal of the concentration 
of drug required to inhibit 50% of the target’s activity when 
controlled for all possible ligand or substrate concentrations. 
The activity of a drug refers to its effectiveness independent 
of dose or concentration.

There are several factors that help explain why can-
cer cells are more sensitive to cancer therapeutic drugs 
than normal tissues. For any drug, the therapeutic index 
is related to absorption, uptake, distribution, and metabo-
lism. Differences in tumor vasculature, intratumoral pres-
sure, and drug binding may alter drug uptake in a favorable 
or unfavorable way. Classically, the therapeutic index of 

intravenously administered cancer chemotherapy has been 
thought to be due primarily to cell-cycle kinetics. Many 
chemotherapeutic agents are more effective against cycling 
than noncycling cells and are tested under cell culture con-
ditions where cancer cells rapidly proliferate (“log phase”); 
this a posteriori conclusion was derived from these obser-
vations. However, many solid tumors have a relatively long 
doubling time, yet a therapeutic index remains. There-
fore, alternative explanations must exist. One includes 
differences in energy requirements between normal and 
malignant cells. For example, whereas normal tissues use 
oxidative phosphorylation to metabolize glucose, malig-
nant tissues are often dependent on aerobic glycolysis.  
This is thought to reflect the selection pressure placed on 
tumor cells to cope with relatively hypoxic and nutrient-
deprived conditions. Rather than using the electron trans-
fer chain within the mitochondria to yield 36 mol ATP per 
mol glucose, cancer cells metabolize glucose via glycolysis, 
generating a net 2 mol ATP per mol glucose metabolized 
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Figure 46-1 Targets for anticancer drugs Anticancer drugs work by interfering with the processes underlying normal cellular physiology. These 
include receptor-activated signal transduction pathways culminating in transcriptional activation, DNA replication, protein synthesis, and cell division. 
(Modified by permission from Macmillan Publishers Ltd: Downward J. The ins and outs of signaling. Nature. 2001;411:759).
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Table 46-1 Chemotherapeutic Drug Overview

Target Examples Use

Nuclear Receptors

Estrogen receptor Tamoxifen, toremifene, raloxifene, fulvestrant Treatment and prevention of breast cancer

Progesterone receptor Megestrol acetate Breast cancer

Retinoid receptor Retinoic acid Promyelocytic leukemia

Androgen receptor Bicalutamide, flutamide, nilutamide, enzalutamide Prostate cancer

Plasma Membrane Receptors and Tyrosine Kinases

Her-1 (EGFR) Gefitinib, erlotinib, cetuximab, panitumumab Non–small-cell lung; pancreas

Her-2/neu Trastuzumab, pertuzumab Breast

Bcr:abl Imatinib, dasatinib, nilotinib Chronic myelogenous leukemia

VEGF receptor Sorafenib, sunitinib Renal cell

cKit Imatinib, sorafenib, sunitinib Gastrointestinal stromal tumor (GIST)

Flt-3 Sorafenib, sunitinib

Fms Sunitinib

Gonadotropin receptors Abarelix, leuprolide, goserelin

Growth factors

Aromatase inhibitors
Cyp17A1

Letrozole, anastrozole, exemestane
Abiraterone acetate

Breast cancer
Prostate cancer

Vascular endothelial growth factor (VEGF) Bevacizumab Colorectal cancer

Multiple Kinases

VEGFR, PDGFR, cKIT, Flt-3, FMS, bRAF, Ret Sunitinib Renal; GIST

VEGFR, PDGFR, cRAF, bRAF, Flt-3, Fms Sorafenib Renal

Miscellaneous

CD20
CD25

Rituximab, ibritumomab tiuxetan (Zevalin),  
tositumomab (Bexxar), ofatumumab

Denileukin diftitox

Lymphoid malignancies
Cutaneous T-cell lymphoma

CD52
CD30

Alemtuzumab
Brentuximab vedotin

Chronic lymphocytic leukemia (CLL)
Hodgkin’s disease

DNA Synthesis

Dihydrofolate reductase Methotrexate, trimetrexate Breast, lymphocytic leukemia,  
choriocarcinoma, lymphoma

Thymidylate synthase 5-Fluorouracil, capecitabine, pemetrexed Colon, breast, mesothelioma

Adenosine deaminase Pentostatin, cladribine (2CDA) Hairy-cell leukemia, lymphomas, CLL

DNA Replication

Nucleic acid bases

Alkylating agents Nitrogen mustards (e.g., mechlorethamine,  
cyclophosphamide, bendamustine)

Leukemia, lymphoma, breast, brain,  
melanoma, etc.

Nitrosoureas (e.g., BCNU, temozolomide) Glioblastoma, anaplastic astrocytoma

Ethyleneimines (e.g., thiotepa) Bone marrow transplantation

Alkyl sulfonates (e.g., busulfan) Leukemia

Triazenes (e.g., dacarbazine) Melanoma

Platinating agents Cis-, carbo-, oxaliplatin Lung, head and neck, bladder, germ cell, 
colorectal

Continued
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Table 46-1 Chemotherapeutic Drug Overview—cont’d

Target Examples Use

Transcription inhibitors Actinomycin-D Wilms’ tumor

DNA methylation 5′-Azacytidine, decitabine Myelodysplastic syndrome

Topoisomerases

Topoisomerase I Topotecan, irinotecan Colorectal, ovary, lung, cervical

Topoisomerase II Doxorubicin, epirubicin, etoposide, mitoxantrone Breast, lymphoma, leukemia, lung, ovary, 
testicular, etc.

Microtubules

Vinca alkaloids Vincristine, vinblastine, vinorelbine Breast, lung, acute lymphocytic leukemia 
(ALL), bladder, lymphoma, etc.

Taxanes
Epothilones

Paclitaxel, docetaxel
Ixabepilone

Breast, lung, bladder, ovarian, etc.
Breast cancer

Protein Synthesis

l-Asparaginase Childhood ALL, T-cell lymphoma

Protein Degradation

60S proteasome Bortezomib, carfilzomib Multiple myeloma, mantle-cell lymphoma

(the Warburg effect). As a result, cancer cells are metaboli-
cally fragile and are unable to cope as readily with cellular 
damage. This may be particularly relevant for drugs that 
block the effects of growth factors, because growth fac-
tor depletion produces rapid downregulation of nutrient 

transporters, which would lead to metabolic crisis in cancer 
cells more rapidly than in normal cellular counterparts.

Another concept is that tumor cells exhibit “onco-
gene addiction” and that inhibition of one or more of these 
oncogene products rapidly results in apoptotic cell death in 

Table 46-2 Drugs That Alter Nucleic Acid Synthesis and Function

Target Examples Use

DNA Synthesis

Dihydrofolate reductase Methotrexate, trimetrexate, pemetrexed, pralatrexate Breast, lymphocytic leukemia, choriocarcinoma, 
lymphoma, etc.

Thymidylate synthase 5-Fluorouracil, capecitabine, pemetrexed Colon, breast, mesothelioma, etc.

Adenosine deaminase Pentostatin, cladribine (2CDA) Hairy-cell leukemia, lymphomas, CLL

DNA Replication

Nucleic acid bases

Alkylating agents Nitrogen mustards (e.g., mechlorethamine, 
cyclophosphamide)

Leukemia, lymphoma, breast, brain, melanoma, etc.

Nitrosoureas (e.g., BCNU)

Ethyleneimines (e.g., thiotepa)

Alkyl sulfonates (e.g., Busulfan)

Triazenes (e.g., dacarbazine, temozolomide)

Platinating agents Cis, carbo-, oxaliplatin Lung, head and neck, bladder, germ cell, colorectal

Transcription inhibitors Actinomycin-D Wilms’ tumor

DNA methylation 5′-Azacytidine Myelodysplastic syndrome

Topoisomerases

Topoisomerase 1 Topotecan, irinotecan Colorectal, ovary, lung, cervical

Topoisomerase II Doxorubicin, epirubicin, etoposide, mitoxantrone Lymphoma, leukemia, lung, ovary, testicular
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“addicted” cancer cells but not in normal counterparts. Thus, 
tumor cells that depend on their survival by overexpression 
of a growth factor receptor (e.g., EGFR) would be more 
susceptible to inhibitors than are normal cells.

Drugs Affecting Growth Factors and 
Growth Factor Receptors

Cancer cells usurp the mechanisms of normal cell division, 
which results from the interaction of growth factors with  
specific receptors (plasma membrane, cytoplasmic, or nuclear). 
This initiates a signal transduction cascade culminating in 
activation of nuclear transcription factors that produce cell-
proliferation and cell-viability molecules. Thus, it stands to 
reason that some of our most effective drugs target growth 
factors or their receptors (see Table 46-1) and the down-
stream consequences of this interaction that include activa-
tion of protein kinases, replication of DNA, transcription of 
mRNA, synthesis of new proteins, formation of the mitotic 
spindle through microtubule polymerization, and creation of 
interphase daughter cells via microtubule depolymerization 
(see Table 46-2). In addition, the nutrient requirements of 
cancer cells create an increased dependence on the uptake of 
glucose (the basis for positron emission tomography or PET 
scan) and the ability to sustain energy requirements through 
frequent alterations in the PI3K/AKT/mTOR pathway 
and activation of autophagic cell survival (Figure 46-2).

Drugs Affecting Growth Factors

Sex Hormones

Aromatase is an enzyme complex made up of two pro-
teins, aromatase cytochrome P450 (CYP19) and NADPH-
cytochrome P450 reductase. Inhibition of aromatase blocks 
the conversion of androgens (androstenedione) to estrone 
in peripheral tissues including fat, liver, muscle, and breast 

without detectable effects on adrenal synthesis of corticoste-
roids or aldosterone. Following the reports by Santen and col-
leagues that aminoglutethimide could inhibit the conversion of 
androstenedione to estradiol,3 aromatase became an attractive 
target for new drug development. Three aromatase inhibitors 
are used in the clinic, including letrozole (Femara), anastrozole 
(Arimidex), and exemestane (Aromasin). Whereas letrozole 
and anastrozole are reversible, nonsteroidal inhibitors of aro-
matase, exemestane is a steroidal derivative of androstene-
dione that binds irreversibly to the enzyme and targets the 
protein for degradation. Aromatase inhibitors further deplete 
circulating estradiol in postmenopausal women and are highly 
effective in the treatment of breast cancer in the adjuvant and 
metastatic settings. These well-tolerated medications can pro-
duce osteopenia and are often prescribed with a bisphosphonate, 
calcium, and vitamin D to prevent this complication.

Cyp17A1 is a cytochrome P450 enzyme complex 
that has both hydroxylase and lyase activity. It catalyzes the 
hydroxylation of pregnenolone and progesterone to their 
17-OH derivatives and the conversion of 17-hydroxypro-
gesterone and 17-hydroxypregnenolone to DHEA and 
androstenedione via its lyase activity, leading to the synthe-
sis of androgenic steroids in the gonads, adrenals, fat, and 
tumor stroma. Abiraterone acetate (Zytiga) is a prodrug of 
abiraterone, a potent and selective Cyp17 inhibitor shown to 
increase overall survival in patients with castration-resistant 
prostate cancer.4

Gonadotropin-Releasing Hormones

Drugs that target receptors for gonadotropin-releasing  
hormones (GnRHs) decrease the production of ovarian or 
testicular hormones. The most widely used agents (leuprolide, 
goserelin) are agonists of GnRH receptors that cause an  
immediate increase in gonadotropins and eventually pro-
duce castration levels of sex hormones by the desensitiza-
tion of GnRH receptors. A newer agent, abarelix (Plenaxis), 
is a GnRH receptor antagonist that immediately decreases 
GnRHs without the disadvantage of an initial hormone 
surge.

Table 46-3 Drugs with Other Mechanisms

Target Examples Use

Microtubules

Vinca alkaloids Vincristine, vinblastine, vinorelbine Breast, lung, ALL, bladder, lymphoma

Taxanes Paclitaxel, docetaxel Breast, lung, bladder, ovarian

Protein Synthesis

l-Asparaginase Childhood ALL, T-cell lymphoma

Protein Degradation

60S proteasome Bortezomib Multiple myeloma, mantle-cell lymphoma
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Vascular Endothelial Growth Factor

The observation by Folkman and colleagues that tumors 
stimulate blood vessel formation, coupled with the knowl-
edge that angiogenesis is required for tumor growth and  
metastasis, led to a search for effective inhibitors of this 
process.5 Vascular endothelial growth factor (VEGF) is 
produced by normal and neoplastic cells and regulates angio-
genesis. The demonstration by Kim and colleagues6 that a 
murine monoclonal antibody against VEGF had preclini-
cal activity led to the development of bevacizumab, a human 
monoclonal antibody that binds to and inhibits VEGF, 
preventing its interaction with VEGF receptors (Flt-1 and 
KDR) that are present on the surface of endothelial cells,7 
thus inhibiting endothelial cell proliferation.

Bevacizumab (Avastin) was first approved for first-line 
treatment of metastatic colorectal cancer in combination 
with 5-fluorouracil–based chemotherapy and now has sev-
eral other indications. Its most common side effects include 
hypertension, thrombosis, and proteinuria, but asthenia, 
gastrointestinal perforation, wound dehiscence, hemorrhage, 
and nephrotic syndrome have been reported, as has been 
a possible increase in congestive heart failure. Recently, a 
recombinant fusion protein, ziv-aflibercept (Zaltrap), referred 
to as a “VEGF trap,” has been developed and approved in 
combination with FOLFIRI for refractory colorectal cancer. 

The VEGF trap fuses the extracellular domain of VEGF 
receptors 1 and 2 with an Fc domain of human IgG1, thereby 
acting as a soluble receptor for VEGFs.8

Drugs Affecting Growth Factor Receptors

Steroid Hormone Receptors

The interaction between steroid hormones and intracellular 
receptors recruits co-activators and co-repressors to the nuclear 
transcription complex, leading to transcriptional activation of 
genes containing specific steroid response elements.

Selective Estrogen Receptor Modulators

Selective estrogen receptor modulators (SERMs) bind with 
high affinity to cytoplasmic and nuclear estrogen receptors, 
then recruit transcriptional co-activators and co-repressors 
to the transcription complex, where they bind to estrogen 
response elements within promoter regions of estrogen-
regulated genes. In certain tissues SERMs are antiestro-
genic, whereas in others they are estrogenic; this is believed 
to be due to differential recruitment of co-repressors versus 
repressors in a specific tissue type. For example, tamoxifen 
(Nolvadex) behaves as an estrogen receptor antagonist  
in breast tissue, but as an agonist in the uterus, bone, and 
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liver. As a result, tamoxifen is a highly effective drug for the 
treatment of breast cancers that express hormone receptors 
but has the disadvantage of also increasing endometrial 
proliferation and the risk of uterine cancer. The estrogenic 
effect of tamoxifen on bone prevents osteopenia, while its 
estrogenic effects on the liver lower cholesterol and increase 
the incidence of thrombosis. In contrast, raloxifene (Evista) 
is a SERM that behaves as an antiestrogen in breast, 
uterus, and liver, but retains estrogenic activity in the bone. 
Although results with raloxifene were disappointing for 
the treatment of metastatic breast cancer, it is effective for 
breast cancer prevention.9 Fulvestrant (Faslodex) is a pure 
antiestrogen that binds to the estrogen receptor and targets 
it for ubiquitin-mediated proteasomal degradation.

Enzalutamide (MDV 3100)1 is a potent and selective 
androgen receptor antagonist that has recently been shown to 
increase survival in patients with castration-resistant prostate 
cancer.10

Bexarotene (Targretin) is an analog of vitamin A that  
binds with high affinity to retinoid “X” receptors. It is 
approved for use against refractory cutaneous T-cell lym-
phoma. Its side effects include cheilitis, headache, myalgias, 
and arthralgias, as well as an increase in liver function tests, 
hypertriglyceridemia and hypercalcemia, and hypothyroidism.

Drugs that Affect Oncogenic Growth  
Factor Pathways

Epidermal Growth Factor Receptor Family

Her-2/Neu. The discovery of a transforming element in the 
DNA of a malignant glial cell line by Weinberg and col-
leagues led to the identification of HER-2/neu.11 When 
Slamon’s group observed that HER-2/neu was over-
expressed in aggressive breast cancers, a search ensued for 
a means to inhibit this membrane receptor.12 The biology 
of HER-2/neu activation is complex with both putative and 
proven ligands. Intracellular signaling occurs after recep-
tor activation that leads to hetero- and homodimerization 
with other members of the EGFR receptor family, including 
HER-1, HER-3, and HER-4.

Trastuzumab. Trastuzumab (Herceptin) is approved 
for use alone or in combination with paclitaxel for the treatment 
of metastatic breast cancers that overexpress HER-2/neu.  
In the 25% to 30% of patients who respond to treatment, a 
substantial number survive for long periods of time. Unfor-
tunately, these patients relapse, often in the central ner-
vous system (CNS), probably because of the inability of 
trastuzumab to cross the blood-brain barrier rather than 
a predilection of these cells for the CNS. Trastuzumab is 
also effective in breast cancer patients receiving adjuvant 
chemotherapy.13

Her-1 (epidermal growth factor receptor [EGFR]). EGFR 
is overexpressed in 60% to 80% of colorectal cancers and in 
many other tumor types. It can be transforming in laboratory 
models. The demonstration by Mendelsohn and colleagues 
that antibodies directed against the EGFR extracellular 
domain inhibited the growth of cancer cells led to the devel-
opment of several types of EGFR antagonists.14 Cetuximab 
(Erbitux) is a humanized mouse monoclonal antibody used 
in the treatment of Kras wild-type colorectal cancer alone or 
in combination with irinotecan, and more recently in combi-
nation with the FOLFOX regimen. Cetuximab has activity 
in head and neck cancers and is synergistic with radiation in 
preclinical models. Cetuximab is well tolerated. The major 
side effects include asthenia and an acneiform rash.

Several drugs have been developed to target the tyro-
sine kinase domain of the EGFR. For example, gefitinib 
(Iressa) received accelerated U.S. Food and Drug Admin-
istration (FDA) approval for the treatment of refractory 
non–small-cell lung cancer (NSCLC), but failed to show 
a survival advantage in larger randomized clinical trials. In 
contrast, erlotinib (Tarceva), a structurally similar molecule, 
produced a survival advantage in patients with NSCLC and 
is approved for use in this group of patients. Two reports 
demonstrated that gefitinib was particularly active in patients 
whose tumors harbored activating mutations in the tyrosine 
kinase catalytic domain of EGFR.15,16 This alteration was 
particularly prevalent in nonsmokers, women of Japanese 
descent, and tumors of bronchoalveolar histology. Erlotinib 
also received approval in combination with gemcitabine for 
the treatment of pancreatic cancer. Acneiform rash and diar-
rhea are the most common side effects of these generally 
well-tolerated medications.

Bcr:abl. Of all the newer “targeted” therapies, none has 
been more impressive than imatinib (Gleevec; 4-[(4-methyl-
1-piperazinyl)methyl]-N-[4-methyl-3-[[4-(3-pyridinyl)-2-
pyrimidinyl]amino]-phenyl]benzamide methanesulfonate) 
for use in chronic myelogenous leukemia, gastrointestinal 
stromal tumors, and a chronic myeloproliferative disease 
characterized by eosinophilia.17 Imatinib targets the tyrosine 
kinase domain of the fusion protein formed by the reciprocal 
translocation involving the long arms of chromosomes 9 and 
 22 [t(9;22)(q34.1;q11.21)], referred to as the Philadelphia 
chromosome (Figure 46-3). Imatinib is also active against 
the tyrosine kinase activity of c-kit and the platelet-derived 
growth factor receptor (PDGFR), the former accounting for 
its activity against GIST and the latter for its activity against 
the chronic myeloproliferative syndrome. Denileukin diftitox, 
or DAB389IL-2 (ONTAK), is a fusion protein consisting 
of cytotoxic A and B chain fragments (Met[1]-Thr387-His) 
of diphtheria toxin fused to interleukin-2 (IL-2).18 It is 
approved for the treatment of persistent or recurrent cutane-
ous T-cell lymphoma expressing the CD25 component of 
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the IL-2 receptor. Denileukin thereby delivers this potent 
exotoxin, which ADP ribosylates elongation factor-2 and 
terminates protein synthesis. Side effects include flulike 
symptoms, acute hypersensitivity reactions, nausea and 
vomiting, vascular leak syndrome, infections, and transient 
elevation of liver function tests.

bRaf. Sequencing of the melanoma genome revealed a 
bRaf mutation in approximately 60% that replaced a valine 
with a negatively charged glutamic acid, creating constitutive 
activation of the enzyme. Vemurafenib (Zelboraf ) selectively 
inhibits the mutant form of the kinase. In a 55-patient dose 

escalation trial, Flaherty and co-workers19 demonstrated 
that among 32 patients with the bRaf(V600E) mutation, 24 
had PRs and 2 had CRs for an 81% objective response rate 
(ORR). A notable adverse event was the appearance of cuta-
neous squamous-cell carcinomas, mostly of the low-grade 
keratoacanthoma variety. Resistance appears to emerge 
rapidly because of NRAS mutation, PDGFR upregulation, 
and overexpression of the map kinase COT, which suggests 
ways of further improving results in the future.

Drugs that target multiple signal transduction enzymes. 
Signaling in malignant tissues is often complex. Therefore 
drugs that target a single pathway may not be as effective 
as those that have multiple targets. Protein kinase inhibitors 
are rarely completely selective for a given target, given the 
similarities in the catalytic domains of these enzymes. Two 
drugs have recently been approved that have relatively per-
missive activities (i.e., they inhibit multiple kinases including  
those that phosphorylate tyrosines, serines, or threonines 
in substrate proteins). For example, sorafenib (Nexavar) 
was approved for the treatment of renal-cell carcinoma and 
was initially believed to be specific for bRaf kinase, a ser-
ine/threonine kinase downstream of Ras that is mutated 
in melanoma and activated in several other malignancies. 
However, sorafenib is also a potent inhibitor of the VEGF 
receptor tyrosine kinases VEGFR-2 and -3, FLT-3, Kit, 
and PDGFR-β.20 Similarly, sunitinib (Sutent), which was 
recently approved for treatment of renal-cell carcinoma and 
for GIST patients who have progressed following treatment 
with imatinib, can also inhibit multiple kinases including 
PDGFR-α and -β, VEGFR-1, -2, and -3, Kit, FLT-3, CSF-1,  
and RET.21 These drugs possess a different spectrum of 
untoward side effects from that of classical cytotoxic agents. 
For example, hypertension, bleeding (including tumor hem-
orrhage), diarrhea, mucositis, skin rash, and taste abnor-
malities occur more frequently than for placebo. Sorafenib 
was associated with hand-foot syndrome (palmer plantar 
dysesthesia), and both drugs appear to increase cardiac 
events. Patients receiving sunitinib were more likely to have 
decreases in their left ventricular ejection fraction (10%) than 
placebo-treated controls (1%), and those on sorafenib were 
more likely to experience cardiac ischemic events (2.9%) 
than controls (0.4%).

Crizotinib (Xalkori). Fewer than 6% of NSCLCs 
harbor a fusion of EML4 with ALK. Crizotinib, an  
MTKi originally developed for the inhibition of cMET, 
also is active against ALK. This led to the rapid demon-
stration that crizotinib was highly effective for this subset 
of patients who rarely harbor ras or EGFR abnormalities.22 
In a disease with a historical response rate of about 10%, 
they observed a response rate to crizotinib of 57% and a 
disease control rate of 90%. ALK-positive patients tend to 
be younger, light or never smokers, and have a histology 
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of imatinib (A) The 9:22 chromosomal translocation that produces the 
bcr/abl oncogenic tyrosine kinase. (B) Ribbon drawing of the structure of  
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characterized by abundant mucin production and the 
presence of signet ring cells.

Drugs That Target Cancer Stem Cells

Like normal marrow, skin and colon stem cells, CSCs are 
relatively resistant to chemotherapy and radiation. Mecha-
nisms of resistance include an increase in drug efflux pumps, 
an increase in DNA repair capacity, and aberrant or over-
expression of key signaling pathways such as hedgehog and 
notch. Vismodegib (Erivedge), an inhibitor of hedgehog sig-
naling, has been found useful to treat basal-cell carcinoma, a 
malignancy characterized by upregulation of this pathway.23 
Inhibitors of the notch pathway are also being tested in the 
clinic, in particular when upregulation of this pathway can 
be found, as in T-cell leukemia.

Drugs That Target the Immune System

The observation that melanoma can be immunogenic, as 
manifested by spontaneous regression and vitiligo, focused 
attention on directing an immune response against this dis-
ease. The pioneering work of Rosenberg and colleagues dem-
onstrating that activation of cytotoxic T cells by interleukin-2 
could produce dramatic responses24 led to the approval of 
aldesleukin (Proleukin) for the treatment of melanoma and 
renal-cell carcinoma.

CTLA4. Allison and colleagues hypothesized that 
inhibiting the function of immune inhibitory Treg cells 
would be an effective treatment for patients with advanced 
melanoma. Hodi and co-workers randomized 676 patients 
who were progressing on therapy for metastatic disease 
to ipilimumab (Yervoy), a monoclonal antibody targeting 
CTLA, alone or in combination with the gp100 protein 
and measured overall survival (OS) as the primary end-
point. Unlike most other therapies, ipilimumab significantly 
improved OS and ORR.25 This result, however, came at the 
cost of autoimmune reactivity in the skin, gastrointestinal 
tract, and endocrine system and rare drug-related deaths  
(7 of 540). As physicians have gained experience with 
this form of treatment and learned how to manage these 
 untoward effects, the safety profile is improving.

Programmed death 12 (PD-1). PD-1 is a cell surface  
receptor on T cells that functions to dampen immune 
response to certain antigens. Recent evidence suggests that 
targeting this receptor with an anti–PD-1 antibody (BMS-
936558) can restore immune reactivity, resulting in tumor 
responses in melanoma, NSCLC, and renal-cell carcinoma.26 

Serious drug-related adverse events occurred in approxi-
mately 14% of patients.

Drugs That Alter Nucleic Acid Synthesis 
and Function

Growth factor/growth factor receptor interactions activate 
signal transduction cascades that initiate DNA synthesis 
through transcriptional activation of cell proliferation genes, 
culminating in DNA replication and cell division. A good 
example is phosphorylation of the retinoblastoma protein 
(Rb) by CDK4 and CDK6 followed by CDK2. This releases 
a family of bound transcription factors, E2F(s), which acti-
vate genes critical for progression into S phase and are 
overexpressed in malignancies (e.g., thymidylate synthase, 
dihydrofolate reductase). For DNA to then be transcribed, 
it must be made accessible to transcription factors. This is 
accomplished by releasing DNA from histone packaging 
via histone acetylases and unwinding of the double helical 
structure via the action of helicases and topoisomerases. 
Therefore, it is not surprising that some of our most effective 
chemotherapeutic drugs target these downstream events, 
including DNA synthesis, transcription, topoisomerase, and 
histone deacetylase and methylase activities.

Inhibitors of Nucleic Acid Synthesis

Dihydrofolate reductase (DHFR), the enzyme that replenishes 
reduced folate pools, was one of the earliest targets for cancer 
chemotherapy drugs that included aminopterin and metho-
trexate. By inhibiting DHFR, methotrexate and its polyglu-
tamated derivatives deplete reduced folates and thereby block 
the synthesis of thymidylate and de novo purine synthesis. 
Similarly, targeting thymidylate synthase (TS) to interfere 
with DNA synthesis led to the development of 5-fluorouracil 
and 5-fluorodeoxyridine; these drugs remain critically impor-
tant in the modern oncologist’s armamentarium.

Pralatrexate (Folotyn) is a second-generation antifo-
late that also targets dihydrofolate reductase.27 Compared to 
methotrexate, this compound is transported more efficiently 
into tumor cells via the reduced folate carrier and has better 
retention because it is a better substrate for polyglutamate 
synthetase, the enzyme that adds glutamates to reduced 
folates and folate analogs. In patients with relapsed or refrac-
tory peripheral T-cell lymphoma, a Phase II study showed a 
29% response rate and duration of response of 10.1 months. 
Because patients with this disease have limited treatment 
options, it was approved by the FDA in 2009. It has subse-
quently been shown to be effective in patients with refractory 
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or relapsed cutaneous T-cell lymphoma, with response rates 
of 30% to 40%. The dose-limiting toxicity to this drug is 
stomatitis rather than marrow suppression. Pretreatment of 
patients with folic acid and vitamin B12 can ameliorate this 
toxicity, presumably without affecting antitumor effects.

Pemetrexed (Alimta) is a unique antifol containing a 
6-5 fused pyrrolo[2,3,-d]pyrimidine nucleus that inhibits 
thymidylate synthase, glycinamide ribonucleotide formyl-
transferase (GARFT), and dihydrofolate reductase, folate-
dependent enzymes involved in the synthesis of thymidine 
and purine nucleotides. Like methotrexate, pemetrexed is 
transported into cells by the reduced folate carrier and mem-
brane folate-binding proteins, where it is metabolized to 
polyglutamates by folylpoly-gamma-glutamate synthetase. 
Polyglutamated forms are retained intracellularly and have 
greater affinity for TS and GARFT than pemetrexed mono-
glutamate. Pemetrexed also inhibits DHFR. Therefore, this 
drug interrupts de novo synthesis of thymidine and purine 
nucleosides.28 Pemetrexed is approved for the treatment of 
mesothelioma and NSCLC. Pretreatment with folic acid 
and vitamin B is now used to ameliorate the most frequent 
side effects, including bone marrow suppression, fatigue, and 
skin rash.

Capecitabine (Xeloda) is an orally administered car-
bamate derivative of 5′-deoxy-5-fluorouridine that acts as a 
prodrug of 5-FU.29 It is approved for use as a single agent 
in metastatic breast cancer that is resistant to anthracyclines 
and taxanes and in combination with docetaxel for meta-
static breast cancer after relapse from anthracyclines. It is 
also approved as a single agent in the first-line treatment of 
metastatic colorectal cancer. Capecitabine is converted to 
5′-deoxy-5-fluorocytidine (DFCR) by carboxylesterases in 
the liver. DFCR is then converted to 5′-deoxy-5-fluorouridine 
(DFUR) by cytidine deaminase in the liver and tumor tissue. 
DFUR is then converted to 5-FU by thymidine phosphory-
lase. The therapeutic index of capecitabine may be based on 
an increased activity of thymidine phosphorylase in tumor 
compared to normal tissues; therefore, capecitabine may have 
additional selectivity over 5-FU, although this has not been  
rigorously demonstrated in the clinic. Its side effects— 
neutropenia, diarrhea, stomatitis, and palmar-plantar dys-
esthesia (hand-foot syndrome)—are similar to those seen 
when 5-FU is given by continuous intravenous infusion.

Gemcitabine (Gemzar) is the 2′-deoxy-2′,2′-difluoro-
cytidine analog of deoxycytidine, which was selected for 
development because of its activity against murine solid 
tumors.30 It is approved for the treatment of recurrent pan-
creatic cancer and for front-line treatment of inoperable, 
locally advanced, or recurrent/metastatic NSCLC as well as 
breast and ovarian cancer.

Gemcitabine inhibits DNA synthesis by intracellular 
conversion by deoxycytidine kinase to the active diphosphate 

(dFdCDP) and triphosphate (dFdCTP) nucleosides that lead 
to competitive inhibition of DNA polymerase. In addition, 
gemcitabine diphosphate inhibits ribonucleotide reductase, 
thereby blocking the synthesis of deoxynucleoside triphos-
phates for DNA synthesis. Gemcitabine triphosphate also 
competes with dCTP for incorporation into DNA. The reduc-
tion in the intracellular concentration of dCTP (by the action 
of the diphosphate) enhances the incorporation of gemcitabine 
triphosphate into DNA (self-potentiation). Side effects include 
myelosuppression, nausea, vomiting, transaminitis, diarrhea, 
stomatitis, proteinuria, hematuria, fever, maculopapular rash, 
peripheral edema, and flu-like symptoms.

Clofarabine (Clolar) is a purine nucleoside antimetabo-
lite approved for treating relapsed or refractory acute lympho-
cytic leukemia (ALL) in children after at least two other types 
of treatments have failed.31 Efficacy and safety were demon-
strated in a single multicenter trial in patients aged 2 to 19. Six 
patients (12%) achieved a complete remission (CR), 4 patients 
(8%) achieved a complete remission without total platelet 
recovery, and 5 patients (10%) achieved a partial response. 
Of the 15 responding patients, 6 had post-clofarabine bone  
marrow transplantation. The principal clofarabine toxicities 
were nausea, vomiting, and marrow suppression with febrile 
neutropenia. Clofarabine can produce systemic inflamma-
tory response syndrome/capillary leak syndrome, mani-
fested by the rapid development of tachypnea, tachycardia, 
hypotension, shock, and multiorgan failure. It can also cause 
left ventricular systolic dysfunction and tachycardia.

Inhibitors of DNA Topoisomerase

Topoisomerases correct the altered DNA topology that 
occurs during DNA replication and transcription by inflicting 
transient single-strand (topoisomerase I) or double-strand 
(topoisomerase II) breaks in DNA. Several natural-product 
antineoplastic drugs inhibit topoisomerase I or topoisomerase 
II. The effect of drugs on topoisomerases is different from 
that on most other enzyme inhibitors (i.e., they “poison” the 
enzymes by inhibiting religation of the DNA nicks produced 
during topoisomerase catalysis, thereby locking the enzyme 
in the “on” or catalytic conformation).32

Topoisomerase activity is increased during S phase, and 
cancer cells appear to have greater topoisomerase activity than 
their normal counterparts. Thus topoisomerase-targeting 
drugs inflict greater drug-induced DNA damage and cell 
death on cancer cells than on normal cells. Differences in 
the processing of topoisomerase-mediated DNA damage by 
malignant versus normal cells may also be important in the 
therapeutic index of these drugs.

Currently approved topoisomerase II inhibitors such 
as doxorubicin, daunomycin, mitoxantrone, etoposide, and 
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teniposide are part of many combination chemotherapy 
regimens and form the basis for some of our earliest cura-
tive regimens (e.g., non-Hodgkin lymphoma [doxorubicin], 
acute myelogenous leukemia [daunorubicin], and germ-
cell malignancies [etoposide]). Additional topoisomerase 
II formulations include liposomal doxorubicin (Doxil), 
originally approved in 1995 for Kaposi sarcoma (Doxil is 
now approved for relapsed ovarian cancer) and epirubicin 
(Ellence), an anthracycline that is approved as a component 
of adjuvant therapy for node-positive breast cancer.

Currently approved topoisomerase I inhibitors include 
the camptothecin derivatives topotecan and irinotecan. 
Camptothecin was identified in the early 1960s by Wani and 
Wall as a potent anticancer alkaloid present in extracts from 
Camptotheca acuminata (the Chinese yew tree).33 The sodium 
salt entered clinical trials in the 1970s but was discontinued 
because of severe and unpredictable toxicities. The apprecia-
tion of its unique mechanism of action by the Liu laboratory32 
and the pH dependence of lactone ring cleavage led to the 
development of stabler and safer derivatives. Topotecan (Hyca-
mtin), a semisynthetic analog of campto thecin produced by 
adding a basic side chain at the 9-position of the A-ring of 
10-hydroxycamptothecin, has increased water solubility with-
out requiring hydrolysis of the lactone (E-ring). Topotecan 
was the first topoisomerase I inhibitor approved for clinical 
use and is indicated for refractory ovarian cancer and “sensitive” 
small-cell lung cancer after first-line chemotherapy. Its major 
untoward side effects include myelosuppression, fatigue, mod-
erate nausea and vomiting, diarrhea, and alopecia.

Irinotecan (Camptosar; CPT-1) is another semisyn-
thetic analog of camptothecin approved in 1996 for the treat-
ment of colorectal cancer refractory to 5-FU. It is a prodrug 
that is converted to the active compound (SN-38) by carboxy-
lesterases, which are present at relatively high concentrations 
in the intestine. Indications now include first-line treatment 
in combination with 5-FU and leucovorin for metastatic 
colon or rectal cancer and for colorectal cancer that has pro-
gressed or reoccurred following initial treatment with 5-FU. 
Its myeloid and gastrointestinal toxicities are enhanced when 
given in combination with 5-FU and leucovorin. Patients with 
Gilbert’s disease or other polymorphisms in the UGT1A1 
glucuronyl transferase have an increased risk of toxicity.34 
The combination of irinotecan and 5-FU/LV was approved 
in combination with bevacizumab for first-line treatment of 
metastatic colorectal cancer.

Alkylating Agents

DNA replication requires that the bases be accessible for 
Watson-Crick pairing. This normal biochemistry is inter-
rupted by the alkylating agents.35 The work of Alfred 

Gilman and Louis Goodman and their colleagues at Yale 
University demonstrated that nitrogen mustard could abol-
ish lymphomas in experimental animals and had chemo-
therapeutic effects in man. These studies, carried out during 
World War II, were the start of cancer chemotherapy. The 
classes of alkylating agents include the nitrogen mustards 
(e.g., mechlorethamine, cyclophosphamide, bendamustine), 
nitrosoureas (e.g., BCNU), ethyleneimines (e.g., thiotepa), 
alkyl sulfonates (e.g., busulfan), and the triazines (e.g., dacar-
bazine, temozolomide).

Temozolomide (Temodar) is the 3-methyl derivative 
of mitozolomide, which was discovered when screening a 
series of 1,2,4-triazenes and triazinones synthesized in the 
1960s and 1970s.36 Mitozolomide was the most promising 
compound, but it had severe and unpredictable side effects. 
Temozolomide, like DTIC, methylates N-7 and O-6 of 
guanine to produce the cytotoxic lesion. Temozolomide is 
approved for the treatment of adult patients with refrac-
tory anaplastic astrocytoma (disease progression after nitro-
sourea or procarbazine) and as adjuvant treatment when 
given with radiation to patients with glioblastoma multi-
forme. The most common side effects are lymphocytopenia, 
transaminitis, nausea and vomiting, hyperglycemia, anemia, 
and thrombocytopenia.

Bendamustine (Treanda) was used extensively to treat 
lymphoma in the 1980s in East Germany, but only became 
available in the United States in 1990.37 It was approved by 
the FDA in 2008 for the treatment of CLL and indolent B-cell 
non-Hodgkin lymphoma that progressed during or within 6 
months of treatment with rituximab or a rituximab-contain-
ing regimen. It acts as an alkylating agent causing intrastrand 
and interstrand crosslinks between DNA bases. The role of 
the purine ring in the molecule is not clear. It is usually used 
in combination with rituximab for the treatment of CLL and 
lymphoma. Common adverse reactions include nausea, fatigue, 
vomiting, diarrhea, fever, constipation, loss of appetite, cough, 
headache, unintentional weight loss, difficulty breathing, rashes, 
and stomatitis, as well as immunosuppression, anemia, and low 
platelet counts.

Platinating Agents

The therapeutic properties of cisplatin were deduced from 
studies of bacterial motility in electric currents, where bac-
terial cell death was observed adjacent to platinum elec-
trodes.38 Platinating agents consist of platinum complexed 
with ligands that are displaced by nucleophilic attack to 
produce inter- and intrastrand DNA adducts. Currently 
approved platinating agents include cisplatin, carboplatin, 
and oxaliplatin, which differ in their spectrum of activity 
and untoward side effects. For example, cisplatin is active 
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against lung cancer, head and neck cancer, and in combina-
tion with vinblastine and bleomycin led to the first reliable 
cures of testicular cancer. Cisplatin is highly emetogenic and 
is a potent oto- and nephrotoxin. In contrast, carboplatin 
appears to be less active than cisplatin against tumors of 
the head and neck and perhaps NSCLC. It is less emeto-
genic and nephrotoxic than cisplatin, but more myelotoxic. 
Oxaliplatin (Eloxatin; trans-l-diaminocyclohexane oxalato-
platinum) is a divalent coordination complex of platinum 
consisting of an oxalato group and a 1,2-diaminocylohexane 
(DACH) ligand. This third-generation platinum derivative 
is more active than cisplatin against colon cancer. Unlike 
cisplatin or carboplatin, renal dysfunction, ototoxicity, 
and alopecia are uncommon. The dose-limiting toxicity 
is peripheral neuropathy, which can be acute (lasting less 
than 14 days) or persistent (14 days or greater); an acute 
syndrome of pharyngolaryngeal dysesthesia can be exacer-
bated by exposure to cold (temperature, objects, or liquids). 
Oxaliplatin is approved for the treatment of colorectal can-
cer in either the adjuvant or metastatic settings. The activity 
of oxaliplatin is dependent on the formation of intrastrand 
(Pt)-DNA adducts/crosslinks, similar to that of other 
Pt compounds. DNA crosslinks inhibit replication and 
transcription and activate apoptosis. Oxaliplatin has been 
reported to also downregulate TS and increase sensitiv-
ity to fluoropyrimidines.39 Oxaliplatin forms 2- to 10-fold 
fewer Pt-DNA adducts than cisplatin at equimolar and 
equitoxic concentrations, suggesting that these adducts may 
be more cytotoxic or that alternative mechanisms of action 
exist. DACH-Pt-DNA adducts formed by oxaliplatin are 
bulkier and more hydrophobic than cis-diamine-Pt-DNA 
adducts and may have greater inhibitory effects on DNA 
repair. DNA mismatch repair complexes do not recognize 
DACH-Pt-DNA adducts.

Epigenetic Modulators

The modification of DNA sequences by methylation and 
acetylation provides a remarkably diverse and powerful con-
trol over gene expression. The work of Peter Jones, Steve 
Baylin, and many others highlighted the types of epigenetic 
modifications that appear to be part of malignant transforma-
tion.40 Furthermore, drugs that alter these epigenetic “marks” 
through enzyme inhibition of histone methyltransferases, 
such as decitabine (Dacogen) and azacitidine (Vidaza), or 
histone deacetylases, such as suberoylanilide hydroxamic acid 
(SAHA; vorinostat, Zolinza) and romidepsin, have had 
some success in the clinic.

Romidepsin. Romidepsin, isolated from a culture of 
Chromobacterium violaceum, was found to have cytotoxic 
effects against several human cancer cell lines in  vitro and 

against xenografts. It was subsequently found to inhibit his-
tone deacetylase.41 Romidepsin acts as a prodrug, with the 
disulfide bond undergoing reduction within the cell to release 
a zinc-binding thiol. The thiol reversibly interacts with a zinc 
atom in the binding pocket of Zn-dependent histone deacet-
ylase to block its activity. The FDA approved romidepsin for 
treatment of peripheral T-cell lymphoma (PTCL) in 2011 
based on a Phase II study that showed a 25% response rate 
with 15% of patients achieving a CR.40 The median duration 
of response was 17 months. The most common side effects 
were nausea and vomiting, fatigue, infection, loss of appetite, 
and anemia, thrombocytopenia, and leukopenia.

Vorinostat (SAHA, suberoylanilide hydroxamic acid) 
is a potent histone deacetylase inhibitor approved by the 
FDA for treatment of refractory cutaneous T-cell lym-
phoma based on a large Phase II study.42 Response and 
duration of responses were similar to romidepsin. Side 
effects include fatigue, diarrhea, nausea, hyperglycemia, and 
thrombocytopenia.

Drugs that Affect the Mitotic Apparatus

Vinca Alkaloids, Taxanes, and Epothilones

Microtubules are essential for normal cellular function. They 
form the mitotic spindle, maintain cell shape, organize the 
location of organelles, mediate intracellular transport and 
secretion, and neurotransmission as well as axonemal flow 
and cell motility. Microtubules are composed of α- and 
β-tubulin dimers organized in bundles of 13 protofilaments 
that form hollow cylinders. The protofilaments are aligned 
with the same polarity. The (+) or fast-growing end moves 
outward from the nucleus to the plasma membrane, whereas 
the (−) or slow-growing end marks the site of nucleation 
of the microtubule, which often begins in the centrosome. 
Time-lapse microscopy has demonstrated that microtubules 
grow in spurts or may disappear altogether. This process, 
termed dynamic equilibrium, is an essential feature of micro-
tubule physiology. For microtubules to elongate they require 
the addition of both α- and β-tubulin bound to GTP. Once 
bound to GTP, β-tubulin forms a GTP cap at the elongat-
ing end. Rapid microtubule growth requires bound GTP 
to increase the affinity for other tubulin molecules. During 
depolymerization, GTP is hydrolyzed more rapidly than it 
can be added, resulting in weakening of the bonds that hold 
the tubulin molecules together.

Antimitotic drugs act by interfering with the normal 
dynamic equilibrium of microtubules, thereby disrupting 
the function of the mitotic apparatus. In addition, by affect-
ing microtubules in interphase cells, these drugs inhibit cell 
motility and normal subcellular organization.
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Drugs Affecting Microtubule Polymerization

Paclitaxel (Taxol) was isolated in 1971 by Wani and Wall as 
an active moiety from the bark of the pacific yew, Taxus brevi-
folius.43 The taxanes are large alkaloid esters consisting of a 
taxane ring linked to a four-member oxetan ring at positions 
C-4 and C-5. Docetaxel (Taxotere), a semisynthetic deriva-
tive produced from 10-deacetylbaccatin III, is more water 
soluble and more potent in  vitro. Initially, the difficulties 
encountered in formulating this insoluble compound and its 
toxicities in patients diminished enthusiasm for developing 
this new agent. However, interest in paclitaxel was renewed 
when the Horowitz laboratory identified its unique mecha-
nism of action (i.e., stabilization of polymerized microtu-
bules44). Paclitaxel and docetaxel share broad-spectrum 
antitumor activity including breast, lung, ovarian, and blad-
der cancers. Both have effects against lymphoid malignan-
cies. Nab-paclitaxel (Abraxane) is a derivatized formulation 
of paclitaxel bound to albumin nanoparticles, allowing the 
drug to be administered at a higher maximum tolerated dose 
and without Cremophor-El, thereby eliminating the need 
for extensive premedication. The albumin moiety may help 
target this agent to tumors expressing SPARC, the albumin 
receptor.45

Taxanes preferentially bind to the N-terminal 31 
amino acids of the β-subunit of tubulin oligomers or poly-
mers and inhibit microtubule depolymerization. At nano-
molar concentrations, the taxanes produce a mitotic block 
without increasing microtubule polymer mass. At stoichio-
metric concentrations (1 M drug per 1 M tubulin dimer), 
taxanes polymerize and stabilize microtubules in the absence 
of GTP or microtubule-associated proteins (MAPs); these 
microtubules are resistant to depolymerization by calcium or 
low temperature.

The taxanes have broad-spectrum anticancer activity. 
They are used predominantly in the treatment of solid tumors 
(ovarian, breast, lung, bladder, head, and neck). Although 
docetaxel is more potent than paclitaxel, there is little direct 
evidence that it is more effective. The combination of docetaxel 
with estramustine or prednisone prolongs survival of patients 
with hormone-refractory prostate cancer.46 Preclinical stud-
ies demonstrated that unlike most chemotherapeutic agents, 
taxanes are more active against cancer cells harboring p53 
mutations; this may help explain their widespread activity and 
therapeutic index.47 Both paclitaxel and docetaxel produce 
peripheral neuropathy, dose-limiting bone marrow suppres-
sion, and alopecia. Nausea, vomiting, and diarrhea occur with 
both drugs but are rarely severe. Docetaxel can cause vascular 
permeability (peripheral edema, pleural effusions, and ascites). 
Fluid retention occurs at cumulative doses above 400 mg/m2 
and may be decreased by lower single doses (less than 60 to 
75 mg/m2) or premedication with dexamethasone. Docetaxel 

also produces skin toxicities including an erythematous macu-
lopapular rash of the forearms and hands. Both paclitaxel and 
docetaxel cause type I hypersensitivity reactions characterized 
by flushing, bronchospasm, dyspnea, and hypotension.

Ixabepilone (Ixempra) is a member of the epothilone 
family of natural product macrolides initially discovered as 
cytotoxic metabolites from the myxobacterium Sorangium 
cellulosum. They have a similar mechanism of action to the 
taxanes and compete for a binding site on polymerized 
microtubules.48

Drugs Affecting Microtubule Depolymerization

The vinca alkaloids were identified as extracts from the pink 
periwinkle plant (Catharanthus roseus G. Don.) that pro-
duced granulocytopenia in rats. This observation led to the 
isolation of four active alkaloids, of which two, vincristine 
and vinblastine, became active therapeutic agents. Today, this 
class also includes vinorelbine and vindesine.

The vinca alkaloids are large symmetrical molecules 
consisting of a dihydroindole nucleus (vindoline) connected 
to an indole nucleus (catharanthine) by a methylene bridge. 
Vincristine and vinblastine differ by a single R1 substituent, 
whereas vinblastine and vindesine differ in the R2 and R3 
positions; vinorelbine has a modification of the catharan-
thine ring.

The mechanism of action of these drugs is concentra-
tion related. At substoichiometric concentrations, they bind 
to high-affinity sites at the ends of microtubules (Ka 5.3 × 
10−5 M) and prevent microtubule polymerization. At higher 
concentrations, vincas bind to low-affinity, high-capacity 
sites (Ka 3-4 × 10−3 M) and lead to the disintegration of 
formed microtubules.

Despite structural similarities, the spectrum of activ-
ity and toxicities of the vinca alkaloids are different. For 
example, vincristine is highly effective against non-Hodgkin 
lymphoma, Hodgkin’s disease, and pediatric solid tumors, 
yet vincristine has little activity against adult solid tumors. In 
contrast, vinorelbine is active against breast and lung cancer. 
Vinblastine is most frequently used in the treatment of tes-
ticular cancer and non-Hodgkin lymphoma and is an active 
agent in the treatment of breast cancer. Vinca alkaloids are 
potent inhibitors of angiogenesis, which may contribute to 
their activity.49 Major toxicities include dose-limiting myelo-
suppression and neurotoxicity. Vinblastine and vinorelbine 
produce far greater neutropenia than vincristine, with nadirs 
occurring at 4 to 10 days with recovery seen in most patients 
by 7 to 21 days. All three agents cause mild alopecia and 
are severe vesicants. Vinorelbine may cause chest pain and 
other deep-seated pain of unspecified origin. Respiratory 
reactions include acute bronchospasm and subacute cough; 
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dyspnea and pulmonary infiltrates have also been reported 
and appear responsive to steroids. The most frequent neu-
rotoxicities are numbness and tingling of the extremities, 
loss of deep tendon reflexes, and distal muscle weakness. 
Although the sensory changes are bothersome, they usually 
reverse over time and may not require discontinuation of the 
drug. Loss of motor function is a later and more ominous 
side effect, requiring discontinuation of the medication and 
or a search for other contributing factors.

Brentuximab vedotin is a chimeric anti-CD30 antibody 
conjugated to four molecules of a potent tubulin inhibitor, 
monomethyl auristatin.50 This antibody-drug conjugate tar-
gets CD 30, a surface protein fairly specific to Reed-Sternberg 
cells and anaplastic large-cell lymphoma (ALCL). Key to the 
success of brentuximab vedotin is the cleavable dipeptide linker 
that is stable in serum, but once internalized is cleaved by lyso-
somes releasing auristatin. This drug was approved in 2011 
for the treatment of relapsed Hodgkin’s lymphoma patients 
and of systemic ALCL after failure of at least one multia-
gent chemotherapy regimen. The response rate in Hodgkin’s 
patients with refractory disease was 75%, with 34% complete 
remissions. In ALCL there was an 86% response rate and 
53% complete remissions. Similar to other antitubulin agents, 
brentuximab vedotin causes peripheral neuropathy, with 52% 
experiencing neuropathy of any grade, and 8% grade 3 or 0% 
grade 4 neuropathy. The neuropathy, usually sensory, can also 
be motor and irreversible; patients need to be monitored care-
fully during treatment. Other side effects include marrow sup-
pression, fatigue, and gastrointestinal effects.

Drugs That Affect Protein Synthesis  
and Degradation

Few drugs affecting protein synthesis and/or degrada-
tion have been used for the treatment of cancer. This is 

somewhat surprising given that the complexity of the pro-
cess provided important targets for the development of 
antibacterial antibiotics. The process of protein synthesis 
includes initiation, elongation, and termination requiring 
an array of amino acids, structural proteins, enzymes, and 
substrates including ribosomes, initiation factors, elonga-
tion factors, termination factors, and protein kinases that 
regulate the function of many of these elements. Histori-
cally, l-asparaginase has been the prototype of this class of 
drug. Recent attention has turned to the factors that con-
trol protein degradation. The ansamycins (e.g., geldanamy-
cin) represent a class of agents that interfere with protein 
chaperones (i.e., proteins that bind to and stabilize newly 
formed or damaged proteins). Proteins targeted for degra-
dation due to damage, improper folding, or cellular excess 
may proceed through one of two pathways, lysosomal or 
proteasomal. Bortezomib (Velcade), a drug that broadly 
inhibits proteases that are present in the proteasome, has 
been approved for the treatment of refractory myeloma.51 
It interferes with proteasomal degradation of proteins such 
as the NFκB inhibitor, IκB. NFκB is a constitutively acti-
vated transcription factor in myeloma52 shown to promote 
oncogenesis by increasing growth factors (IL-6, VEGF), 
cellular adhesion molecules (ICAM1, VCAM1), and anti-
apoptotic proteins (bcl-2, IAP). For a drug that interferes 
with a fundamental cellular process, bortezomib is relatively 
well tolerated. Peripheral neuropathy is the most trouble-
some side effect, which can be ameliorated by subcutaneous 
administration.53

Recent attention has focused on the PI3K/AKT 
signaling pathway because it is frequently altered during 
malignant transformation. This pathway provides exquisite 
control over energy utilization (see earlier discussion and 
Figure 46-3) by regulating protein synthesis,54 the most 
voracious energy consumer. Inhibitors of mTOR such as 
everolimus (Afinitor) and PI3Kδ are recent examples of this 
class of agent.
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Chemotherapy of cancers has resulted in some notable 
successes, such as the cure of the majority of patients with 
childhood leukemias, testicular carcinomas, and Hodgkin’s 
and non-Hodgkin lymphomas. In other cancer types, such 
as breast, colorectal, and lung, chemotherapy also cures 
some patients when used in the adjuvant setting, that is, 
after debulking of the cancers with surgery and/or radio-
therapy. However, for these common epithelial cancers, cure 
is rarely attained when the cancers have reached the stage of 
known metastatic disease. In such cases of advanced-stage 
cancers, chemotherapies may provide clinical benefit in the 
form of temporary remission of tumors and abatement of 
symptoms. In most patients, resistance to therapies is man-
ifested as growth of cancers despite administration of drugs 
or in relapse or regrowth after a remission. In this chapter, 
we review reasons for failure of systemic cancer therapies 
(Table 47-1).

Pharmacologic and Physiologic Causes  
of Treatment Failure

Inadequate Drug Dose

In addition to cellular mechanisms of drug resistance, phar-
macologic and physiologic factors may play a role in outcomes 
of cancer therapy. Pharmacologic factors include inadequate 
drug dosing or suboptimal scheduling of agents.1-3 Tradi-
tionally, cytotoxic drugs have been administered at the maxi-
mum tolerated doses based on toxicities to normal tissues. 
Increased therapeutic efficacies with increasing doses, up 
to maximum levels of acceptable toxicity, have been dem-
onstrated for virtually all cytotoxins in preclinical models 
and are supported by clinical data relating dose to efficacy in 
many cancers.3

For recently developed targeted drugs, such as kinase 
inhibitors, the optimal dose may not be the maximum tol-
erated dose in patients. The relationships among antitumor 

efficacy, side effects, pharmacodynamic endpoints, and dose 
of these agents are complex and require novel methodologies 
and study designs.

Suboptimal Schedule of Drug Administration

With regard to schedule, drugs with short half-lives and 
cell cycle phase–specific mechanisms of action are typically 
more active with continuous drug exposure schedules, such 
as repeated dosing and continuous infusions.1 Examples 
include the antimetabolites cytarabine and 5-fluorouracil, 
the antibiotic bleomycin, and topoisomerase I inhibitors.

Drug Sanctuary Sites (Central Nervous System 
and Testis)

A physiologic cause for drug resistance is inadequate distri-
bution of drugs to the central nervous system (CNS) and 
testis, because of the blood-brain and blood-testicular barri-
ers. A major component of these barriers is endothelial cell 
expression of the multidrug transporter P-glycoprotein.4,5 
Thus, relapse in the CNS and testis became evident as major 
sites of treatment failure after most children with acute lym-
phoblastic leukemia achieved a clinical complete remission. 
New treatment strategies such as high-dose methotrex-
ate and intrathecal administration of chemotherapy were 
devised to circumvent the problem of relapse in these so-
called sanctuary sites.

Poor Drug Diffusion into Cancer Tissues

The physiology of abnormal new blood vessel formation 
(angiogenesis) and areas of poor blood supply may also limit 
the ability of anticancer drugs to distribute into cancer tis-
sues and thus result in treatment failure.6,7 Inhibitors of 
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tumor angiogenesis such as sunitinib and bevacizumab have 
been shown to normalize tumor vasculature, thus increasing 
perfusion and distribution of chemotherapeutic drugs and 
potentially enhancing therapeutic efficacy.8

Cellular Mechanisms of Drug Resistance

Intrinsic versus Acquired Resistance

The various types of cellular mechanisms of drug resistance 
are depicted in Figure 47-1. These mechanisms can be either 
intrinsic (i.e., constitutively expressed in the tumor tissue 

from the outset) or acquired (i.e., derived by mutation or 
induction of gene expression within the tumor cell popu-
lation), often after exposure to therapies.9,10 Intrinsic resis-
tance generally refers to the preexisting expression of cellular 
defense mechanisms, which are also present in the normal 
tissues from which the cancer is derived.

Epithelial tissues such as the colon, kidney, and liver 
express many transporters and detoxifying enzymes for xeno-
biotics. These defense mechanisms are also usually expressed 
in carcinomas originated from those organs and confer resis-
tance to many chemotherapeutic drugs. Normal hematolym-
phoid tissues are less well defended against xenobiotics, with 
the exception of certain subtypes (natural killer cells, hema-
topoietic stem cells).11 Thus, lymphomas and leukemias 
express fewer resistance mechanisms and are generally more 
sensitive to chemotherapies than are epithelial cancers.

The distinction between intrinsic and acquired resis-
tance is blurred in the case of oncogenic mechanisms, such 
as mutations of p53 and translocations resulting in high 
activity of the anti-apoptotic protein BCL-2. These onco-
genic mutations result in the inhibition of normal apoptotic 
mechanisms and thus have a dual effect of causing cancer 
and resistance to anticancer therapies, which require apop-
totic c signaling to kill cancer cells.12-25 The tissue micro-
environment of cancers, involving cell-cell and cell-matrix 
interactions, may also lead to resistance to cancer therapies 
via pathways that inhibit apoptosis.26

Genetics of Drug Resistance

One of the hallmarks of cancer is genetic instability, 
resulting in a variety of genetic aberrations, including 

Table 47-1 Causes for Failure of Systemic Cancer Therapies

A. Pharmacologic and physiologic mechanisms

 1. Inadequate drug dosing

 2. Suboptimal schedule of drug administration

 3. Sanctuary sites (blood-brain and blood-testicular barriers)

 4. Poor diffusion and distribution into tumor tissues

B. Cellular mechanisms of drug resistance

 1. Drug efflux transporters

 2. Impaired drug uptake

 3. Mutation or altered expression of molecular targets

 4. Intracellular redistribution of drug

 5. Detoxification of drug or intermediate drug product

 6. Enhanced DNA repair

 7. Decreased drug activation

 8. Altered pathways for programmed cell death (apoptosis)

Figure 47-1 Mechanisms of cellular drug 
resistance.
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aneuploidy, point mutations, deletions, gene amplifica-
tions, and chromosomal translocations.27 These result 
in marked clonal heterogeneity within cancers, resulting 
in altered gene and protein expression and substantial 
diversity among cellular populations in primary cancers, 
metastases, and relapsing tumors after therapies.28,29 
Goldie and Coldman formulated a mathematical model 
relating rates of generation of drug-resistant mutations 
to the number of cells in a cancer at diagnosis, the prob-
abilities for cure, and implications for various treatment 
strategies.30-32 Studies of human cancer cell lines using 
Luria-Delbrück fluctuation analysis have demonstrated 
mutation rates for drug resistance at a frequency of 10−6 
to 10−7 per cell generation.33-36 Moreover, strategies that 
suppress one mechanism of resistance (activation of the 
MDR1 or ABCB1 gene) reduce the frequency of acquired 
resistance and result in the selection of alternative resis-
tance mechanisms.35

It is likely that the rate of development of drug- 
resistant mutants in a cancer varies depending on the 
nature of the genetic instability of that cancer, the drug 
mechanism, and the treatment dose and schedule (selection 
pressure).30-32,37,38 In general, the concept of selection for 
acquired resistance implies that mutations either may preex-
ist as small subpopulations within the cancer or may arise 
during the course of therapy and eventually manifest them-
selves as regrowth of tumor. The tumor cell population in 
newly diagnosed metastatic cancers almost always exceeds 1 
billion cells (equivalent to 1 g or cubic centimeter of tumor). 
Thus, it is very likely that cancers that are intrinsically sensi-
tive to any therapeutic agent will also contain one or more 
drug-resistant clones. This provides a powerful rationale for 
both combination drug therapies (to lessen the likelihood of 
doubly resistant clones) and adjuvant therapies of cancers 
(to cure patients with micrometastatic disease and lower 
tumor burdens).

Recent genetic studies have provided new insights into 
clonal populations and the evolution of resistant variants in 
clinical cancers.39-41 These studies used DNA sequencing 
and sampling of multiple tumor sites of primary and meta-
static cancers to directly demonstrate heterogeneity within 
tumors and changes in the distribution of clonal populations 
after therapies.

Gene amplification, or increase in gene copy num-
ber, was first described for the DHFR gene as a mechanism 
for acquired resistance to methotrexate.42 Amplification 
of genes is now known to be a prominent feature of the 
genomic instability of cells and to be a key genetic mecha-
nism involved in oncogenesis (MYC, HER2, EGFR), as well 
as in drug resistance. It is one of the major mechanisms for 
increasing the expression of drug-resistance genes, including 
MDR1/ABCB1.27,43

Epigenetics and Drug Resistance

In addition to selection of resistant mutants, acquired resis-
tance may develop via epigenetic changes, by induction of 
resistance gene expression.44 For example, various cellular 
stresses, including exposure to ionizing radiation and che-
motherapies, have been shown to increase expression of the 
multidrug transporter gene MDR1/ABCB1.27,45-47 These 
epigenetic mechanisms such as DNA methylation and his-
tone modifications can contribute to heterogeneity in gene 
expression and also offer the possibility of reversing drug 
resistance with drugs such as vorinostat and decitabine 
that target the epigenome.48-55 MicroRNAs are a target for 
epigenetic regulation that can alter drug resistance. Thus, 
downregulation of the miR-200 family results in epithelial-
to-mesenchymal transition (EMT) and upregulation of 
tubulin beta-3 (TUBB3), which can confer resistance to 
taxane drugs.56

Cancer stem cells (CSCs) represent a subset of cells 
within a cancer that have the capacity for sustained prolifera-
tion and that are thought to be primarily responsible for the 
growth of cancer. CSCs typically have an EMT phenotype 
and upregulation of many survival mechanisms, including 
drug transporters and resistance to apoptosis.57-60

Tumor Stroma, Cell-to-Cell Interactions,  
and Drug Resistance

The tumor microenvironment and, in particular, interactions 
of stromal cells with cancer cells have been shown to enhance 
drug resistance.61-64 The underlying mechanism for this 
effect is protection from cell death or apoptosis, mediated 
by both cellular and noncellular components of the tumor 
microenvironment. These stromal components include cel-
lular adhesion molecules in the extracellular matrix, chemo-
kines such as CSCL12, and integrins. Cross talk between 
cancer-associated fibroblasts and malignant cells in tumors 
promotes tumor progression and cell survival in part via cell 
adhesion to fibronectin.64

Drug Efflux Transporters

There are approximately 50 ABC transporters (ATP-bind-
ing cassette membrane proteins) in the human genome.65-67 
Defective forms of several of these transporters are causes of 
human genetic diseases, such as cystic fibrosis and Dubin-
Johnson syndrome.65 Several members of the ABC trans-
porter family have the capacity to efflux small molecules, 
including anticancer drugs, and thus contribute to drug 
resistance. The major drug-resistance ABC transporter genes 
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include MDR1/ABCB1, several members of the MRP/
ABCC subgroup, and ABCG2.65,67,68

P-glycoprotein (P-gp), the product of the MDR1/
ABCB1 gene, is the most prevalent ABC drug-resistance 
transporter and has been extensively studied.69-73 The pro-
tein has a molecular mass of 180 kDa, with 12 transmem-
brane segments and two intracytoplasmic ATP binding 
domains (Figure 47-2). High-resolution electron microscopy 
has revealed that the transmembrane segments form a pore, 
and drug binding sites have been identified within this pore. 
Access of drugs to the transporter is thought to occur both via 
the cytoplasm and by diffusion within the membrane. P-gp is 
a transporter with very broad substrate specificity, including 
approximately a third of all anticancer drugs, as well as many 
other drugs used in other areas of medicine. Active efflux 
of drugs is mediated by conversion of ATP to ADP. Theo-
ries regarding the molecular mechanism of drug extrusion 
include an ATPase-mediated conformational change in the 
protein producing a “flippase” action, which exposes substrate 
drugs to the extracellular environment, and a “membrane 

vacuum cleaner” function in which drugs access the trans-
porter via the bilipid plasma membrane.70 The direct role of 
P-gp in conferring multidrug resistance has been confirmed 
by transfection of the gene in cellular models.72

P-gp is expressed in many normal tissues, where 
it serves as a barrier to drug absorption (small bowel and 
colon), a barrier to tissue entry (endothelial cells of the CNS, 
testis, and placenta), and to facilitate drug excretion (biliary 
tract of the liver and proximal tubule of the kidney.4,73 It is 
also highly expressed in cancers derived from these tissues 
(colorectal, renal) and is one of the constitutive mechanisms 
of drug resistance in these cancers.

P-gp expression in cancers results in a classical multi-
drug-resistance phenotype, with high degrees of resistance 
to the drugs that are transport substrates for the protein. 
These drug substrates include the anthracyclines (doxo-
rubicin, daunorubicin, idarubicin, and epirubicin), vinca 
alkaloids (vincristine, vinblastine, vindesine, vinorelbine), 
taxanes (paclitaxel, docetaxel), epipodophyllotoxins (etopo-
side, teniposide), mitoxantrone, and dactinomycin.70 Many 
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Figure 47-2 Structure and mechanism of action of P-glycoprotein (P-gp). (A) Diagram of P-gp showing the 12 transmembrane segments, 
two nucleotide binding domains (NBDs), and extracellular glycosylation. (B) P-gp forms a central pore and requires ATPase activity to pump drugs 
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newer, targeted drugs such as imatinib are also transport 
substrates for P-gp.74

The clinical significance of P-gp in drug resistance is 
supported by evidence that its expression confers an adverse 
prognosis in many tumor types, including acute myeloid 
leukemias (AMLs), acute lymphoid leukemias, lymphomas, 
myeloma, breast and ovarian cancers, and sarcomas.9,75-81 
In AML, P-gp is expressed in more than 70% of speci-
mens from patients older than age 60, versus 30% to 40% 
of patients up to age 60, and its expression correlates with 
reduced rates of complete remission and shorter survival.80 
In breast cancers, P-gp expression occurs in 40% to 50% of 
specimens and is associated with decreased rates of remis-
sion to P-gp substrate drugs (taxanes and anthracyclines).81 
Selection of multidrug-resistant (MDR) subclones within 
cancer populations is suggested by evidence that P-gp 
expression is more frequent in leukemias and breast cancers 
after patients have relapsed from prior therapy with MDR-
related chemotherapy drugs.80,81

The prevalence and adverse prognostic effects of P-gp 
in many cancers have led to attempts to reverse MDR by 
combining chemotherapy with inhibitors of P-gp.80,82-84  
These clinical trials to reverse or modulate MDR have used a 
variety of competitive and noncompetitive inhibitors of P-gp, 
including verapamil, cyclosporine, quinine, the cyclosporine 
analog valspodar, and others. In general, these attempts have 
not resulted in proven clinical benefit. The reasons for these 
failures are multiple and include the following: inadequate 
concentrations of MDR-reversing agents because of tox-
icities to normal tissues, lack of specificity of P-gp inhibi-
tion leading to drug interactions and off-target effects, use 
of an unselected patient population including patients who 
did not express P-gp, and coexpression of other mecha-
nisms of drug resistance.80,82-84 A particularly problematic 
issue is the co-inhibition by cyclosporins and other MDR 
inhibitors of other ABC transporters as well as the mixed-
function oxidase CYP 3A4, resulting in the need to reduce 
doses of chemotherapeutic drugs while attempting to sensi-
tize P-gp–expressing cancer cells.84-87 Despite these issues, 
cyclosporine has been shown to moderately increase com-
plete remission rates and to significantly prolong survival in 
a randomized clinical trial in AML.80,88 A more potent and 
specific inhibitor of P-gp, zosuquidar, has not prolonged sur-
vival in AML, although the schedule of administration of 
the drug in this trial was suboptimal.89

Several members of the MRP or ABCC gene family also 
function as drug transporters.68,90-97 The MDR- associated 
protein (the MRP1/ABCC1 gene) confers resistance to 
anthracyclines, vinca alkaloids, and epipodophyllotoxins and 
preferentially transports glutathione conjugates of substrate 
drugs.90,91,94-97 In general, MRP1 is not as strongly associated 
with clinical drug resistance and prognosis as MDR1, and 

clinical strategies for reversing resistance related to MRP1 
have not been developed. The MRP2/ABCC2 gene encodes 
the canalicular multiple organic anion transporter, which is 
expressed at high levels in the biliary tract, and transports 
glucuronide and glutathione conjugates of drugs, including 
anthracyclines. It plays a role in hepatic excretion of anti-
cancer drugs, but its role in drug resistance is not clear.92,95 
Its hereditary deficiency results in the Dubin-Johnson syn-
drome.68 The transporter encoded by the MRP3/ABCC3 
gene confers low-level resistance to epipodophyllotoxins as 
well as to methotrexate.68,93 MRP4/ABCC4 and MRP5/
ABCC5 confer resistance to anionic purines and other 
nucleotide analogs and their metabolites.68,98

ABCG2 (BCRP) is another member of the ABC fam-
ily, implicated in clinical resistance to the anthracenedione 
drug mitoxantrone and the camptothecins.99,100 This trans-
porter is 72 kDa in size, less than half the size of the ABCB 
and ABCC subgroups, and is thought to require dimeriza-
tion for its function. It is variably expressed in AML and is 
a negative prognostic factor in that disease.101-103 Together 
with P-gp, ABCG2 is constitutively expressed in both nor-
mal hematopoietic and leukemic stem cells104,105 and is a 
marker of cancer stem cells.60

Polymorphisms in the DNA sequence of ABCB1 and 
other ABC transporters are being studied for their relation-
ship to drug disposition, efficacy, and toxicities.66 Single-
nucleotide polymorphisms of the ABCB1 gene (C1236T, 
G2677T, and C3435T), which have been associated with 
altered drug absorption or disposition in some studies, 
were not found to effect complete remission and survival in 
patients with AML.106 The function and clinical significance 
of the ABC transporter family in anticancer drug resistance 
continue to be investigated.

Two membrane proteins involved in the efflux of cop-
per, ATP7A and ATP7B, have been shown to also transport 
the platinum drugs and contribute to resistance to cisplatin, 
carboplatin, and oxaliplatin.107,108

Impaired Drug Uptake

Cellular entry of most anticancer agents is via passive diffu-
sion. However, some drugs are also transported into cells by 
membrane proteins, and the expression and activity of these 
proteins are determinants of cellular sensitivity or resistance. 
Methotrexate enters cells by means of the reduced folate car-
rier, and decreased expression of this protein results in rela-
tive resistance to the drug.109 Reduced drug uptake has also 
been observed in some cells resistant to platinum drugs.110 
The major copper influx transporter, CTR1, been implicated 
in the regulation of intracellular accumulation of cisplatin, 
carboplatin, and oxaliplatin.107
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Mutation or Altered Expression of  
Molecular Targets

As previously mentioned, the first description of gene ampli-
fication as a genetic phenomenon and as a mechanism for 
acquired drug resistance was the discovery of amplified dihy-
drofolate reductase (DHFR) genes in a cell line selected by 
exposure to increasing concentrations of methotrexate.42 
Multiple copies of DHFR were identified in extrachromo-
somal fragments of DNA, termed double minute chromo-
somes (DMs), in the methotrexate-resistant cells. Resistance 
in these cells was unstable because DMs were not normally 
replicated in the absence of drug selection.111 Subsequently, 
other methotrexate-resistant cells were found to have mul-
tiple gene copies of DHFR integrated into the genome, in 
areas of “homogeneously staining regions,” or HSRs. HSRs 
are more stable because they are integrated into the genome 
and included in the normal process of DNA replication.

Several important classes of anticancer drugs (vincas, 
taxanes, epothilones) act by binding to β tubulins and alter-
ing the dynamic instability of microtubules (Figure 47-3).112 
Alterations in β tubulins, including mutations and changes in 
the proportion of β-tubulin isoforms, particularly the class III 
isoform, have been implicated in resistance to taxanes.112-115 
Vinca alkaloids inhibit tubulin polymerization and thus 
have opposing effects to those of taxanes and epothilones, 
which stabilize polymerized microtubules. These opposing 
mechanisms of action may be reflected in reciprocal effects 
of changes in tubulin content or isotype expression on 
vinca and taxane sensitivities, with resistance to one class of 
drugs accompanied by increased sensitivity to the other.112 

Although mutations in β-tubulin that alter taxane binding 
have been found to confer resistance in cellular models, such 
mutations have not been found in various human cancer clin-
ical specimens.116,117

The microtubule binding protein, MAP-Tau, binds to a 
site on β-tubulin overlapping with taxanes and affects micro-
tubule dynamic instability. Its expression has been associ-
ated with resistance to the taxane drug paclitaxel in breast 
cancer specimens.118,119 Other mechanisms of resistance to 
antitubulin drugs include the P-gp transporter (for taxanes 
and vincas),81 the cell spindle checkpoint control pathway,120 
and regulation of programmed cell death or apoptosis.112,121

The epothilones are a new class of antitubulin cyto-
toxic drugs whose binding site on tubulins overlaps with the 
taxanes.122 In contrast to taxanes, epothilones are not trans-
port substrates for P-gp and therefore have potential antitu-
mor efficacy in cancers that are multidrug resistant because 
of P-gp expression.122,123 However, they are likely to share 
some of the target-related mechanisms of resistance to tax-
anes, such as factors that affect microtubule dynamicity and 
regulation of apoptosis.

Topoisomerase I and II are drug targets for camp-
tothecin and epipodophyllotoxin drugs, respectively, and 
mutations or altered expression of these enzymes have been 
shown to cause cellular resistance to these drugs.33,124-129 
Because drug-induced DNA breakage is proportional to the 
amount of topoisomerase II enzyme, decreased enzyme con-
tent is associated with resistance, and higher enzyme content 
with drug sensitivity.33,125,128

Alteration of drug targets is an important mechanism 
of resistance for new, targeted drugs, such as the tyrosine 
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Figure 47-3 Mechanism of action of tubulin polymerizing and microtubule-stabilizing drugs.

https://CafePezeshki.IR



Natural and Acquired Resistance to Cancer Therapies 657

kinase inhibitors (Figure 47-4).74,130 For the drug ima-
tinib, an inhibitor of the fusion oncoprotein gene BCR/
ABL, point mutations in the kinase domain of its target 
are a major mechanism of acquired resistance in chronic 
myeloid leukemias (CMLs).131 More than 30 such muta-
tions that confer resistance to imatinib have been identi-
fied. Because resistance to imatinib occurs at a rate of 
around 3% of patients per year of drug therapy, such muta-
tions occur relatively infrequently. The drug dasatinib, a 
potent inhibitor of the BCR/ABL kinase, has been shown 
to inhibit almost all of these mutant kinases and to pro-
duce remissions in imatinib-resistant CML.131 One BCR/
ABL mutant, T351I, remains resistant to both imatinib 
and dasatinib, although other new drugs are being devel-
oped for this double-resistant mutation. BCR/ABL gene 
amplification can also result in resistance to the kinase 
inhibitors in CML.132

Intracellular Redistribution of Drug

Intracellular drug sequestration of anthracyclines has been 
observed in cellular models with high expression of the 
major vault protein (MVP), also known as LRP.133 Vaults 
are barrel-like cytoplasmic organelles with a molecular mass 
of 13 MDa, which are thought to function in intracellular 
transport. In addition to high expression of MVP in some 
cellular models of drug resistance, this protein is variably 

expressed in acute myeloid leukemias and may be a factor in 
clinical drug resistance in that disease.134

Detoxification of Drug or Intermediate  
Drug Product

Metabolic inactivation of drugs is a mechanism of resistance 
to many agents. Thus, cytidine deaminase activity can result 
in resistance to cytarabine.135 Dihydropyrimidine dehydro-
genase catabolism of 5-fluorouracil is a determinant of activ-
ity of that agent.136

The DNA-binding glycopeptide drug bleomycin is 
inactivated by an aminopeptidase termed bleomycin hydro-
lase.137 Most cancers are resistant to bleomycin and have high 
levels of this enzyme, whereas sensitive tumors (germ cell 
cancers, lymphomas, squamous carcinomas) have low levels. 
Similarly, most normal tissues have high levels of bleomycin 
hydrolase, but the two major sites of toxicity, lung and skin, 
express low levels.137

For electrophilic DNA alkylating agents and plati-
num drugs, detoxification via nucleophilic sulfur-containing 
compounds is an important class of resistance pathways.108 
Glutathione reductases are an important class of detoxify-
ing enzymes that can generate resistance to such drugs by 
conjugation with glutathione.138-148 Moreover, as previously 
noted, some members of the MRP family of transporters 
can efflux glutathione conjugates of cytotoxic drugs, so that 

Figure 47-4 Cellular pathways 
of programmed cell death, or 
apoptosis.
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metabolic detoxification is coupled to outward transport of 
toxins.68,95,97

Enhanced DNA Repair

DNA repair pathways are important determinants of 
response to alkylating agents and platinum drugs.108,149-152 
Nucleotide excision repair (NER) is a complex, highly reg-
ulated process involving more than 30 proteins. Moreover, 
two general pathways are involved: global genomic NER, 
which repairs damage in transcriptionally silent areas, and 
transcription-coupled NER, which repairs damage to the 
actively transcribed DNA strand. The steps in NER include 
recognition of the damaged DNA, DNA unwinding, inci-
sion, degradation, polymerization, and ligation.151 Evidence 
for the role of many DNA repair genes in response to both 
DNA-damaging drug and ionizing radiation derives in 
part from studies of genetic defects such as ataxia telangi-
ectasia, xeroderma pigmentosum, and Bloom syndrome, in 
which hypersensitivity to DNA-damaging agents has been 
observed.

Among the many genes involved in NER, recent atten-
tion has focused on ERCC1. High expression of the DNA 
excision repair gene ERCC1, which is involved in repair of 
DNA adducts from alkylating agents and platinum drugs, 
has been shown to correlate with adverse outcomes in patients 
with advanced-stage non–small-cell lung cancers treated 
with cisplatin-based chemotherapy.153 In earlier stages of 
lung cancer, patients whose tumors did not express ERCC1 
benefited significantly from cisplatin adjuvant chemotherapy, 
whereas patients whose tumors expressed ERCC1 did not 
benefit from the chemotherapy.154 Paradoxically, high expres-
sion of ERCC1 was found to be a favorable prognostic factor 
for survival in patients with early stages of lung cancer, in the 
absence of adjuvant chemotherapy.154-156

O6-Methylguanyl-methyl-transferase (MGMT) is par-
ticularly important in resistance to the nitrosourea carmus-
tine and the DNA-methylating agent temozolomide.149,151 
MGMT has been identified as a key factor in clinical out-
comes in brain tumors, and drugs to deplete MGMT are 
being developed as potential therapeutic approaches to modu-
late drug resistance.149

Decreased Drug Activation

Most antimetabolite drugs generally require metabolic acti-
vation to generate their active nucleoside or nucleotide moi-
ety, via kinases and phosphoribosyl transferases.157 Thus, for 
cytarabine, generation of ara-dCTP levels intracellularly is 
an important determinant of antitumor efficacy.157 In the 

case of 5-fluorouracil, activation of the drug requires forma-
tion of 5-fluorodeoxyuridine monophosphate (FdUMP).157 
In addition, optimal inhibition of thymidylate synthase by 
5-fluorouracil depends in part on intracellular levels of the 
cofactor 5,10-methylene tetrahydrofolate.158

The oxazaphosphorine mustards (cyclophosphamide 
and ifosfamide) are prodrugs that are activated predominantly 
in liver tissue by mixed function oxidases (CYP enzymes).150 
Although the major mechanisms of resistance to these drugs 
are thought to be inactivation of alkylating metabolites by 
thiol compounds, as well as DNA repair mechanisms, vari-
able levels of mixed function oxidase activity within cancers 
may also be a determinant of their activity.

Altered Pathways for Programmed  
Cell Death (Apoptosis)

Pathways for the regulation of programmed cell death or 
apoptosis are important both in oncogenesis and as deter-
minants of response to cancer therapies (Figure 47-5).12-25 
BCL2 is oncogenic in many B-cell lymphomas, where its 
expression is upregulated by chromosomal translocations 
and other mechanisms. It also functions to protect cells 
from apoptosis after radiation, glucocorticoids, and che-
motherapies.13,14,25 The BCLX gene has long and short 
forms, encoding the proteins bcl-xL and bcl-xS, which 
serve to inhibit and promote apoptosis, respectively.24 Both 
the BCL-2 and the inhibitor of apoptosis (IAP or BIRC) 
families of regulators of cell death are currently being 
explored as targets to sensitize drug-resistant cancer cells to 
chemotherapies.159,160

The relationship between oncogenesis and drug sen-
sitivity or resistance is also exemplified by the p53 pathway, 
which is mutated in the majority of human cancers. Normal 
p53 function is essential for the efficient functioning of the 
mitochondrially mediated apoptotic pathway, particularly 
in response to DNA-damaging agents, including ionizing 
radiation and many chemotherapeutic drugs, such as alkyl-
ating agents, platinums, anthracyclines, and topoisomerase 
inhibitors.12,15,22,23

Individualization of Therapy Based  
on Predictive Multigenic Markers

Knowledge about mechanisms of drug resistance, molecu-
lar targets of drugs, and signaling pathways related to treat-
ments is enabling more precise predictive molecular testing 
of drug efficacy.10 Historically, such approaches were pio-
neered in the treatment of breast cancer by the use of hor-
mone receptor measurements to guide hormonal therapy 
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and testing for overexpression or amplification of the HER2 
gene to identify breast cancer patients for trastuzumab 
therapy. The ability to determine genome-wide expression 
by microarray analysis has resulted in the identification of 
candidate gene profiles that are associated with remissions 

to drugs or drug combinations.161,162 Such approaches may 
lead to increasing individualization of therapy with the use 
of genomic or proteomic panels of predictive markers, but 
prospective validation of such markers in clinical trials has 
been difficult.
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Introduction

All commercially available anticancer agents must have 
undergone Phase I investigation as part of their clinical devel-
opment. As novel anticancer drugs evolved from primarily 
cytotoxic agents to targeted therapies, clinical investigators 
have developed novel Phase I trial designs and endpoints. It 
is estimated that approximately 500 anticancer agents will 
present to the clinical arena within the next decade. It is a 
well-known fact that one of the most important components 
of conducting Phase I trials is eligible patient availability. 
As the number of commercially available agents for several 
tumor types has increased, as well as the number of patients 
treated off-protocol in community settings, the availability of 
patient resources has become a challenge.

As a result, it is important to conduct efficient and effec-
tive trials by maximizing data acquisition while minimizing 
patient numbers. Previously, standard Phase I trials used large 
patient numbers and cohorts. Now, it is the norm to utilize well- 
thought-out trials minimizing patient numbers and cohorts 
by using alternative designs and carefully selecting the starting 
dose. Once thought of only as an alternative to hospice with no 
significant benefit, treatment on a Phase I trial is now viewed 
as an additional therapeutic option. The overall clinical ben-
efit of Phase I trials is approximately 45%, with highly variable 
response rates, depending on the type of agent and the Phase I 
trial under investigation.1 Ethically, the intent of all clinical stud-
ies, for both the patient and physician alike, is therapeutic.2-4 A 
better understanding of the compound(s) under investigation 
and the various types of Phase I clinical trials available will assist 
the investigator in determining at what point and for which 
patient specific Phase I clinical trials should be considered.

Types of Phase I Clinical Trials

Phase I clinical trials are the first stage of drug testing in human 
subjects. These studies play a vital role in the development of 

novel therapeutics. Phase I studies are typically designed to 
assess the safety, tolerability, pharmacokinetics, and pharma-
codynamics of a novel agent. Novel cancer therapeutics are 
usually offered to patients with advanced cancer who have 
had other types of therapies and who have few, if any, remain-
ing treatment options. In addition, because of several tumor 
types with limited current treatment options that could have 
a favorable impact on patient survival, it is considered ethical 
to treat patients with metastatic disease in Phase I trials by 
utilizing novel agents in combination with standard thera-
pies; this is especially true if the standard therapies demon-
strated therapeutic success in previous clinical investigations.

Although the primary stated objective of a typical 
Phase I study is to determine the optimal dose of a novel 
therapeutic for use in subsequent studies, several different 
types of Phase I clinical trials exist to meet specific needs for 
clinical early drug development.

Single Ascending Dose (SAD)

Single ascending dose (SAD) studies are those in which 
groups, or cohorts, of up to six patients are given a small dose 
of the drug and observed for a specific period of time. The 
initial dose is commonly based on one tenth of the murine 
equivalent lethal dose in 10% of animals (MELD10) or the 
human equivalent dose of the no observed adverse effect 
level (NOAEL, the highest nontoxic dose) achieved in the 
most sensitive preclinical species multiplied by a safety fac-
tor (default is greater than 10-fold). If the cohort does not 
exhibit any adverse side effects, a new group of patients is 
then given a higher dose. This continues until intolerable side 
effects are observed. Once such side effects occur in a patient, 
the protocol typically explores whether this is sporadic or 
reproducible, as described later in detail. The highest dose 
administered to a patient on a Phase I trial is referred to as 
the maximum administered dose. The dose that is as high as 
possible but still tolerable for patients is said to be the maxi-
mum tolerated dose (MTD).
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Often, SAD clinical trials can be categorized as being 
first-in-human, first-in-class, or a combination of the two. 
As the name implies, first-in-human clinical trials are those 
that are conducted for the first time in a human patient. In 
order to be tested in humans, a drug typically has to first 
show promise of activity in the laboratory and in animals. 
Normally, a small group of patients (approximately 20) 
will be selected for inclusion into a first-in-human Phase 
I study. First-in-human studies for noncancer indications 
are almost always done in a single ascending dose manner. 
The objective of the first-in-human Phase I trial is to find 
a suitable safe dose (the MTD) for use in later studies that 
will more thoroughly examine efficacy. Once the MTD has 
been determined in a Phase I SAD study, later phase studies 
can be designed and multiple ascending dose studies can be 
performed.

First-in-class studies examine novel drugs that are 
uniquely manufactured or based on a new target or indica-
tion. Such therapeutics are typically innovative and novel,  
and no other pharmaceutical products are currently approved 
for the same therapeutic indication; hence, they have no 
pharmaceutical substitute.

Multiple Ascending Dose (MAD)

Multiple ascending dose (MAD) studies are conducted to bet-
ter understand the pharmacokinetics and pharmacodynamics 
of a drug and determine the dose that is tolerable for repeated 
administration in therapeutic intent trials (Phase II). In these 
studies, a group of patients receives a low dose of the drug and 
the dose is subsequently escalated to a predetermined level. A 
single schedule that is judged optimal from preclinical stud-
ies or multiple schedules may be tested. Specimens (of blood 
and/or other fluids) are collected at various time points and 
analyzed to understand how the drug is processed within the 
body. In cancer, where MAD studies are commonplace, sub-
jects receive repeated doses at a predetermined schedule, and 
new cohorts of patients receive progressively higher doses on 
the same schedule (see later discussion).

Method and Model (MeMo)

MeMo trials are studies that are done in anticipation of a 
Phase I clinical trial. Typically done for “targeted” agents, 
these trials help in the development of a pharmacodynamic 
endpoint. They may help identify either a direct tissue or 
a surrogate tissue marker. This assists in determining if 
the marker can be measured within the tissue and also 
helps to refine the assay needed for pharmacodynamic 
measurement.

Phase I Trials Using Radiolabeled  
Tracer Doses

The use of radiolabeled experimental agents has become an 
increasingly important factor in drug development. In pre-
clinical studies, radiolabeled compounds are frequently used 
in the laboratory to understand the distribution, metabolic 
fate, and localization of experimental drugs both in vitro and 
in vivo. Clinical studies performed as part of Phase I trials, 
or in support of them, may also involve the administration 
of small doses of radiolabeled compounds, called tracers, to 
healthy human volunteers or to patients in order to better 
understand the mechanisms of drug action.

Radiolabeled tracers are synthesized by replacing one 
or more atoms of an experimental drug agent with a radio-
isotope. Radioisotopes must have a suitable half-life in order 
to allow for imaging or detection in biological samples. 
Examples of commonly used isotopes for detection in tis-
sue or blood samples include carbon (14C), hydrogen (3H), 
sulfur (35S), and iodine (125I). Isotopes that are commonly 
used in imaging, specifically in positron emission tomogra-
phy (PET) scanning, include fluorine (18F), carbon (11C), 
and oxygen (15O).

Radiolabeled compounds have allowed researchers to 
study many aspects of a drug’s behavior in vivo.5 Evaluation 
of the mass balance of a drug can be performed to better 
understand how much of an applied dose is recovered with 
respect to time. The metabolism of the drug can be exten-
sively studied to determine if any metabolites might repre-
sent a potential toxicological hazard to the patient. Advances 
in clinical imaging have had great impact on drug discovery 
and development in recent years.6 Clinical imaging studies 
using labeled drug have the potential to facilitate early clinical 
pharmacokinetic/pharmacodynamic assessments, including 
target interaction and modulation.7 This is particularly use-
ful in patients where there are no direct measures of pharma-
cokinetics/pharmacodynamics throughout the tissues of the 
body and at the target.

Studies using a method called microdosing offer the 
prospect of taking a drug directly into human studies by 
administering extremely low doses of radiolabeled agent. 
Microdosing studies may also be referred to as Phase 0 stud-
ies. Using only tiny amounts of radiolabeled drug, researchers 
employ microdosing to establish the likely pharmacological 
dose and thereby determine the first dose for a subsequent 
Phase I study. However, microdosing is not without con-
troversy among researchers in drug development.5 Concern 
has been raised that microdosing may not accurately predict 
the behavior of clinical doses. It has also been suggested that 
nonlinearities may be induced when binding, metabolizing, 
or eliminating systems become saturated, thus resulting in 
differences between low and high doses.
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Drug/Food Metabolic Interaction Studies

The U.S. Food and Drug Administration (FDA) has rec-
ommended that the metabolism of an investigational new 
drug be defined during drug development and that interac-
tions with other drugs be explored as part of an adequate 
assessment of its safety and effectiveness.8 Medicines are 
often used concomitantly with other drugs, and some degree 
of drug-drug interaction often occurs with concomitant 
use. Concomitant medications can abruptly alter metabolic 
routes of absorption and elimination. Although only a small 
proportion of drug interactions are clinically significant, they 
sometimes cause serious adverse reactions.

Therefore, early on in the drug development process, 
appropriate efforts should be made to predict the nature 
and degree of potential interactions so that patients will 
not be adversely affected. The important cytochrome P450 
(CYP450) family of enzymes is found in the liver and plays 
a large role in metabolizing drugs. Many metabolic routes 
of elimination, including most of those occurring via the 
CYPP450 family of enzymes, can be inhibited, activated, 
or induced by concomitant drug treatment. The FDA has 
recommended that detailed studies be performed with the 
major CYP450 enzymes (CYP1A2, 2C9, 2C19, 2D6, 2E1, 
and 3A4). Typically, preclinical testing is performed to inves-
tigate the effects of an agent on metabolic factors, such as 
CYP450, and of inhibition or induction potential. If in vitro 
experiments reveal the potential for drug-drug interaction, 
in  vivo experiments usually will follow. Therefore, Phase I 
clinical trials often include testing for the ability of an experi-
mental agent to affect CYP450 and a determination of 
whether the agent causes a change in concentration of other 
drugs as a result. With the combination of in vitro studies 
and in vivo studies in support of Phase I clinical trials, the 
potential for drug-drug interactions can be studied early in 
the development process, with further study of observed 
interactions assessed later in the process, if necessary.

Organ Dysfunction Studies

The desirable and undesirable effects of a drug arising from 
its concentrations at the sites of action are usually related 
either to the amount administered (dose) or to the result-
ing blood concentrations (accumulation), which are affected 
by its absorption, distribution, metabolism, and/or excre-
tion. Elimination of a drug or its metabolites occurs either 
by metabolism, usually by the liver, or by excretion, usually 
by the kidneys and liver.

Although clinical trials for drug approval are often con-
ducted in patients with normal hepatic and renal function, 
patients in clinical practice, especially those with cancer, may 

have compromised organ function because of underlying 
disease.8 It has been recommended that organ dysfunction 
studies be designed in the form of a formal dose-escalation 
Phase I study, with a complete pharmacokinetic and toxic-
ity profile as endpoints.8,9 The primary goal of the Phase I 
study in an organ-impaired population should be to deter-
mine if the pharmacokinetics are altered to such an extent 
that the dosage requires adjustment, based on degree of 
organ dysfunction, from the dose established in the unim-
paired population.

Because of the uniqueness of eligible patients, these 
studies are typically conducted as multisite studies so that 
they can be completed in a timely and efficient fashion. In 
1999, the National Cancer Institute developed an Organ 
Dysfunction Working Group (ODWG), comprising approx-
imately 12 to 15 Phase I sites. The ODWG has successfully 
completed evaluation of oxaliplatin, imatinib, and bortezomib 
in the renally and hepatically impaired populations.10-15 In 
addition, several additional agents are currently undergoing 
evaluation.

Thorough QT Phase I Studies

Adverse effects on cardiac health have become one of the 
most common causes of product withdrawal from the mar-
ket. As a result, regulatory authorities around the world have 
recently placed greater emphasis on cardiac safety. The FDA’s 
regulatory guidance recommends a thorough QT Phase I 
study to be conducted irrespective of preclinical cardiac find-
ings.16 When a thorough QT study is not feasible for other 
reasons, which may be the case in certain therapeutic areas 
such as oncology, alternative approaches are recommended, 
such as expanding the number and timings of electrocar-
diographic (ECG) recordings in other clinical studies in 
patients.

Dose-Scheduling Studies

Inefficient dose scheduling can lead to treatment failure and 
the inadequate development of a potentially promising ther-
apeutic. Unlike the typical Phase I clinical trial designed to 
determine the MTD, an investigator may be interested in 
determining how often (i.e., how many administrations of 
a schedule) an agent could be safely administered to deter-
mine the long-term toxicity due to cumulative effects. Dose-
scheduling studies are designed to determine the optimal 
administration schedule for an investigational agent.

Dose-scheduling studies can be combined with 
dose-finding studies or can be completely separate studies. 
Pharmacokinetic and safety data obtained during a Phase I 
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dose-finding study may suggest it is feasible to increase the 
dose and/or reduce the frequency of administration of an 
agent, therefore indicating that a dose-scheduling study is 
warranted.

Combination Studies

The typical Phase I dose-finding study is designed to deter-
mine the maximally tolerated dose of a single, novel agent. 
However, an increasing number of patients, particularly in 
oncology, are being treated with drug combinations. The goal 
of a two-agent dose-finding trial is to find the maximally tol-
erated dose of a dose combination (or combinations). Com-
bination studies can be performed to determine the optimal 
dose and schedule of experimental drugs combined with 
standard chemotherapies and also of novel drugs combined 
together.

At the time that a combination study is designed, the 
monotherapy MTDs of the individual agents under investi-
gation are usually known. As a result, a minimal number of 
dose levels are typically needed to achieve the recommended 
dose of both drugs in combination. In the past, combination 
studies were routinely performed as single-arm trials. How-
ever, recent novel designs, which include targeted and stan-
dard therapies, have been designed with several arms with 
differing standard therapies in combination with the novel 
agent under investigation.17 Such a design has been shown 
to expedite the identification of the combination MTD.

A common design for dose-finding studies with mul-
tiple agents is to investigate a single dose, or a small number 
of doses, of one agent and multiple doses of the second agent. 
If the study is combining a novel agent with a standard che-
motherapy, the dose of the novel agent is usually varied while 
the standard chemotherapy is held to a single or a few doses.

Phase I Cancer Clinical Trial Designs

Many Phase I clinical trial design methods have been pro-
posed, and there is currently no consensus among the sci-
entific, medical, and statistical communities on how best to 
perform these studies in humans.

Traditional Design

The most commonly used design, often referred to as the  
traditional or 3+3 design, begins by assigning three patients 
in a cohort at a designated dose level, often one-tenth the 
lethal dose (LD10) in mice or the NOAEL in the most sensi-
tive animal species, scaled to humans.18 Doses to be assigned 
are predefined by the investigators, based on preclinical 
data and clinical experience with similar agents, if it exists. 
One method of assigning successive dose levels uses a set 
of “increasing decreasing” Fibonacci dose-level increments, 
usually 100%, 67%, 50%, 40%, and 33% for each dose level 
thereafter.19-21 These increments are added to each dose to 
get the next dose level. For example, the second dose level is 
100% more than the first, the third dose level is 67% more 
than the second, the fourth dose level is 50% more than the 
third, and so on.

The decision whether to escalate to the next higher 
dose, expand a cohort, or de-escalate to a lower dose is 
made based on the toxicity information received from each 
three-patient cohort (Figure 48-1). If none of the three 
patients experiences a dose-limiting toxicity (DLT), the 
study proceeds to another cohort of three patients at a 
higher dose level (escalation phase). DLTs are predefined 
and often include unacceptable drug-related toxicities as 
defined in grading scales commonly used in oncology, such 
as the National Cancer Institute’s Common Terminology 

Figure 48-1 The traditional “3 + 3” 
Phase I clinical trial design. The 
initial 3-patient cohort begins at a pre-
defined dose. If no DLTs are observed, 
escalation to the next higher dose 
will occur. If a single DLT is observed, 
expansion of the cohort to a total of 
six patients occurs. If more than 1 DLT 
is observed, de-escalation to the next 
lowest dose will occur for a total of six 
patients treated at that dose. Termina-
tion of the study will occur if more than 
one DLT is observed at the starting dose. 
The MTD is defined as the highest dose 
level for which no more than one patient 
out of six experiences a DLT.

3 patients treated

0/3 DLT

Escalation
phase: escalate
to next higher
dose with 3 

patients

Expansion
phase: treat
additional 3

patients at same
dose (6 patients

total)

De-escalation
phase: terminate
escalation. Treat 
total of 6 patients
at next lower dose

1/3 DLT >1/3 DLT

>1/6 DLT1/6 DLT

>1/6 DLT0 or 1/6 DLT

End of study:
MTD is 

determined

De-escalate
further
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Criteria for Adverse Events (CTCAE). If 1 of the 3 
patients treated on a dose-level cohort experiences a DLT, 
up to an additional 3 patients (for a total of 6) are treated 
at that dose level (expansion phase). If none of the addi-
tional patients experiences a DLT, the dose will escalate. If 
at least 2 patients experience a DLT, the MTD is said to 
have been exceeded and the maximum administered dose 
(MAD) has been defined. An additional 3 patients will 
be tested at the next lowest dose level if there were only 
3 patients previously treated at that level (de-escalation  
phase). In this particular case, the MTD is therefore 
defined as the highest dose level for which no more than 
1 patient in 6 experiences a DLT. Table 48-1 shows the 
different dose escalation/deescalation decisions associated 
with toxicity outcomes at a given dose for an example of 
the 3+3 design.

The rolling six design (RSD) has been used by the 
Children’s Oncology Group as an alternative design to the 
3+3 design.22,23 Because ethical considerations of informed 
consent almost always preclude a first-in-human trial in a 
pediatric population, the RSD is used to reduce trial inter-
ruptions and delays where there is prior human experience. 
The RSD begins like the 3+3 design and enrolls a cohort 
of 3 subjects on a dose. A fourth subject can be enrolled if 
at least one of the first 3 patients has not fully completed 
the initial first-dose evaluation for toxicity and no more 
than 1 of the previous 3 subjects has experienced a DLT. 
A fifth (sixth) patient can be enrolled if at least 1 of the 
first 4 (5) subjects has not completed the initial observa-
tion period and no more than 1 DLT has been observed. 
If not more than 1 fully evaluable patient at a specific dose 
cohort experiences a DLT, the study enrolls a new cohort of 
patients on the next highest dose. If at any time, 2 of 2 to 6 
patients receiving the same dose experience a DLT, the study 
enrolls a new cohort of subjects on the next lowest dose. If 
6 patients were already entered at the next lowest dose, that 

next lowest dose is selected as the MTD. The RSD allows 
for temporal overlap of the two cohorts of 3 subjects used 
in the 3+3 design. Hence, the probability of trial suspension 
to further accrual is lower in the RSD design as compared 
to the 3+3 design.22

Modifications to the Traditional Design

A fundamental conflict in Phase I trial design exists between 
escalating too quickly, resulting in the potential exposure 
of patients to excessive toxicity, and escalating too slowly, 
resulting in the treatment of patients at doses too low to 
be efficacious.19 A major criticism of the traditional Phase 
I design is that the potential exists for many patients to be 
treated at subtherapeutic dose levels. In addition, the length 
of time these studies often take can inhibit the ability to rap-
idly bring new agents to subsequent Phase II and Phase III 
studies. Several variations to the traditional design have been 
developed in order to reduce the number of patients treated 
at doses below the biologically active level and to improve 
on the precision of the MTD definition. Some of the most 
commonly used types of modified traditional designs include 
those proposed by Storer24 and by Simon and colleagues.18

The Storer BD design uses a two-stage approach.24 In 
the first stage, only a single patient is entered at each dose 
level. Dose escalation continues with one-patient cohorts 
until a DLT is observed. Accrual to the second stage then 
begins at one lower dose level and follows the traditional 
(three-patient cohort) design. Such a scheme allows fewer 
patients to be treated at dose levels less likely to be effica-
cious. Storer also proposed defining the MTD by fitting 
the first-course toxicity data to a logistic dose-toxicity curve 
and letting the MTD be defined as the dose level associated 
with a target DLT rate (e.g., 20% to 30%).24 This allows for 
a more precise MTD definition.

Simon described three types of accelerated titration 
designs that were modifications of the traditional design 
(referred to by Simon as Design 1).18 The Simon Design 2 
is similar to the Storer design in that it uses single-patient 
cohorts during the initial stage, but the switch to the second 
stage (the traditional design) occurs when either the first 
instance of first course DLT is observed or if two patients 
exhibit grade 2 toxicity, as defined by the CTCAE, during 
their first course of treatment.18 The Simon Design 3 mim-
ics Design 2, except for the incorporation of more rapid dose 
escalation by using double-dose steps during the single-
patient cohort stage. Finally, the Simon Design 4 is similar 
to Design 3, except switching to the second (three-patient 
cohort) stage may occur when either the first instance 
of a DLT occurs or the second instance of grade 2 toxic-
ity is observed in any course of treatment. The three Simon 

Table 48-1 Dose Escalation/De-escalation Decisions Associated  
with Toxicity Outcomes at a Given Dose for a Popular Version of the  
3 + 3 Design

No. of Patients with 
Dose-Limiting Toxicity

Decision

0/3 Escalate one level

1/3 Treat 3 more at same level

1/3 + 0/3* Escalate one level

1/3 + 1/3* Stop and choose previous dose as the MTD

1/3 + (2/3 or 3/3)* Stop and choose previous dose as the MTD

2/3 or 3/3 Stop and choose previous dose as the MTD

*Note that those rows with number of toxicities equal to 1/3 + t/3 (for t = 0, . . . , 3) corresponds to 
situations in which one toxicity is observed in the first cohort of 3 patients enrolled at the current 
dose and t toxicities are observed in the second cohort of patients enrolled at that dose.
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accelerated titration designs also allow for intrapatient dose 
escalation, permitting escalation for an individual patient if 
toxicity during their previous course was less than grade 2 as 
defined by the CTCAE and did not result in a DLT. Accel-
erated titration designs have become very popular, as they 
can dramatically reduce the number of patients required, 
shorten the duration of the trial, and provide a great deal of 
information about cumulative toxicity, interpatient variabil-
ity, and steepness of the dose-toxicity curve.25 Most impor-
tantly, they provide all patients a maximum opportunity to 
be treated at a therapeutic dose. In reviewing several accel-
erated titration–design Phase I trials, it was identified that  
the advantages of its use from a prospective perspective were 
a minimal amount of patients needed to reach the MTD, a 
lower percentage of patients treated at potentially subthera-
peutic doses or with an ineffective agent, and cost contain-
ment.26-30 However, accelerated titration designs did not 
expedite the speed of completion of studies overall, relative 
to traditional designs when compared to matching studies 
done in high-throughput Phase I centers.

Cytotoxic versus Targeted Design

One of the assumptions inherent in the traditional Phase I 
design is that both toxicity and clinical benefit will increase 
as the dose of an agent increases. For cytotoxic therapeutic 
agents, this assumption usually holds true. Recently, however, 
several agents have been developed that target specific tumor 
characteristics, such as receptor function, and these agents 
may not follow the standard efficacy/toxicity model. Specifi-
cally, targeted agents may demonstrate a plateau on the dose-
efficacy curve, meaning higher doses will not improve clinical 
benefit. In addition, toxicity occurring with the use of these 
agents, if it occurs at all, may not necessarily increase as the 
dose increases. For drugs of this type, determining the MTD 
may not be feasible or useful. For targeted agents that do not 
produce immediate or consistent drug-related toxicity, three 
categories of alternative endpoints have been considered: (1) 
measuring inhibition of a target, (2) plasma drug levels that 
are biologically relevant, and (3) surrogate markers of bio-
logic activity in nontumoral tissues.31

Several Phase I trial designs have been developed 
for studies examining targeted, noncytotoxic agents.32-34 
Hunsberger and colleagues proposed several designs based 
on the assumption that there is a binary (positive or nega-
tive) response that is measured in each patient after treat-
ment with an agent; this response indicates whether or not 
the desired effect has been achieved.32 The simplest of these 
designs mimics the traditional 3+3 design but adapts it to 
examine response rather than toxicity. The goal of this design 
is to recommend the lowest dose meeting a predefined level  

of activity (response) for further testing. Dose escalation 
occurs when a predefined number of responses are not 
observed. Dose de-escalation will occur if the predefined 
level of activity has been exceeded.

Pharmacokinetically Guided Dose-Escalation 
Method (PGDE)

The pharmacokinetically guided dose-escalation (PGDE) 
method of clinical trial design was proposed by Collins and 
associates as a more informative and efficient alternative to 
the traditional design.19,35 The authors retrospectively ana-
lyzed the results of several Phase I studies of chemothera-
peutic agents and demonstrated that observed toxicity was 
not a function of the dose administered to the patient, but 
rather was a function of the area under the curve (AUC) of 
plasma drug concentration measured over time of exposure. 
The PGDE Phase I clinical trial design targets the AUC 
associated with the mouse LD10. Patients are treated at one-
tenth of the mouse LD10, as in the traditional method, but 
escalation to the next dose and subsequent doses is based 
on the distance of the observed AUC in humans to the tar-
get mouse LD10 AUC. The retrospective analysis performed 
by Collins and colleagues indicated that the sample size of 
Phase I clinical trials could be reduced by as much as 50% 
by using the PGDE over the traditional design.19 Although 
several studies have reported success with the PGDE design, 
it is still not widely used in the drug development com-
munity.36 One reason for the lack of use is the presence of 
large interpatient variability in AUC for the same adminis-
tered dose.25 For some drugs (e.g., antimetabolites and vinca 
alkaloids), toxicity is a function of exposure time above a 
threshold rather than AUC, and the use of a PGDE design 
is not justified.37 Finally, the requirement of real-time phar-
macokinetic monitoring inherent in the PGDE design has 
been considered a limitation to its use.36,38 Pharmacokinetic 
correlative studies, however, have become standard measure-
ments in almost all oncology Phase I trials as they help to 
better understand Phase I trial outcomes.

Continual Reassessment Method (CRM)

O’Quigley and co-workers proposed the Continual Reas-
sessment Method (CRM) as an alternative Phase I study 
design. This Phase I design uses formal statistical methods of 
dose-toxicity modeling to guide dose escalation.39 The CRM 
is considered superior by many because it allows the use of 
toxicity information gained at earlier time points of the study 
to assign subsequent doses. The CRM design is considered 
less likely to treat patients at toxic doses and more likely to 
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treat patients at doses considered efficacious.40 The CRM, as 
originally designed, works by fitting a dose-toxicity curve to 
the available toxicity data and assigns subsequent patients to 
the dose most likely to be associated with a predefined tar-
get toxicity level. Therefore, the MTD is defined as the dose 
estimated to produce a desired predefined toxicity rate. The 
estimated dose-toxicity curve is refitted after the outcome of 
each individual patient is determined, and the next patient is 
assigned the dose estimated to be nearest the MTD based 
on the new data.40 Because of its complexity, involvement of 
a capable statistician is necessary in the design and execution 
of a CRM-designed clinical trial.

Statistical Considerations of  
Phase I Studies

There are many designs available to estimate the MTD, 
as discussed earlier. Two of the main design types used 
in practice are either algorithmic in nature (e.g., the pre-
viously described 3+3 design) or model-based designs 
(i.e., designs based on a statistical model). The purpose 
of the 3+3 design is not to produce accurate estimates of 
the probability of toxicity at a given dose but to quickly 
identify a dose level that does not exhibit too much toxic-
ity. An alternative to algorithmic approaches such as the 
3+3 design, and one more amenable to the goal of pre-
cisely estimating (i.e., estimating with more certainty) the 
MTD, is model-based methods. The conceptual frame-
work for most model-based Phase I designs is Bayesian. 
Bayesian designs treat the probability that a patient will 
experience toxicity at a given dose as a quantity about 
which the investigator has some degree of uncertainty. 
Moreover, this uncertainty is quantified via probability. 
The Bayesian framework provides a means by which one 
can learn about the toxicity rates at the different doses and 
naturally make decisions based on the data observed in a 
sequential manner.

Using these model-based designs requires that the 
investigator explicitly specify a target probability of toxic-
ity. The target probability of toxicity represents the rate of 
toxicity acceptable to the investigator (the 3+3 design has 
an implicit target rate of toxicity of approximately 17%). For 
compounds associated with very severe life-threatening tox-
icities, the target probability may be set by the investigator 
at 0.10 (i.e., 10%), whereas for other compounds with more 
mild toxicities it may be acceptable to set the target probabil-
ity of toxicity at 0.35. As with algorithmic designs, patients 
are sequentially enrolled into the trial in cohorts of patients. 
After each cohort of patients has been evaluated for toxicity, 
the decision to escalate, stay, or de-escalate from the current 

dose is based on the dose that has the expected probability of 
toxicity closest to the target toxicity.

An important advantage of model-based Phase I 
designs is that they allow one to combine information from 
patients treated at different dose levels, that is, to “borrow 
strength,” in order to more reliably predict what may occur at 
a particular dose given to a future patient. A second advan-
tage is the ability to adjust the target probability of toxicity 
to match the characteristics of the compound under investi-
gation. A third advantage of model-based methods is that, 
unlike the 3+3 design, the cohort size is not limited to 3 
patients and, more importantly, a variable cohort size may 
be used. Although one could argue that algorithmic designs 
can also use alternative cohort sizes, the complication associ-
ated with changing the cohort size when using “X+X” algo-
rithmic approaches (e.g., 2+2, 4+4, 5+5) is that the implicit 
targeted rate toxicity changes with the size of the cohort. We 
should note that there are other algorithmic designs which 
do not tie the implicit target toxicity rate to the cohort size 
but these methods are very rarely used and tend to place too 
many patients on doses that are too toxic (reviewed in Iva-
nova and colleagues41).

Although model-based designs have been available 
since the early 1990s, these methods have not gained as wide 
an audience as biostatisticians would like. This is because it 
can be difficult to explain these methods to nonstatisticians, 
and the methods are difficult to implement.42 These difficul-
ties are being addressed by making computer code available 
to investigators and by providing innovative designs that tar-
get endpoints other than the typical endpoint in a classical 
implementation of a Phase I oncology design.

Pharmacodynamic Markers in Phase I 
Studies: Tissue Analysis

Overview of Pharmacodynamic Markers  
in Tissues

In recent years, there has been significant progress in the 
development of drug-targeted therapies, particularly those 
that target receptor tyrosine kinases (RTKs).43,44 The 
emergence of molecularly targeted agents against numerous 
targets offers potentially greater anticancer efficacy with 
fewer side effects. Despite these recent advances, assessing 
the effects of these agents individually or in combination, 
or combined with conventional therapies, has created sig-
nificant challenges for basic scientists and clinical investi-
gators to effectively integrate molecular targeted therapies 
into clinical practice.45 Because the number of possible 
drug-target combinations is enormous, better strategies 
are needed to understand the pharmacodynamic effects of 
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investigational agents in tumors.46 One of the most infor-
mative approaches is to implement correlative tissue-based 
analyses in clinical studies.47 This section discusses the 
development of reliable assays for quantifying pharmaco-
dynamic effects in tissues, the effects of different agents on 
various markers and their correlation with clinical outcome, 
and issues that pose challenges for incorporating tumor tis-
sue analysis into clinical trials.

Quantitative Analysis of Pharmacodynamic 
Markers in Tissues

Investigators typically rely on immunohistochemistry (IHC)  
assays to measure the pharmacodynamic effects of molec-
ular targeted therapies in tissues. The majority of these 
studies use chromogenic or immunoperoxidase staining, 
which are semiquantitative and have other limitations.48 
In contrast, immunofluorescence (IF) detection methods 
can provide simultaneous labeling of multiple proteins 

in one sample and a quantitative assessment using a con-
tinuous scale.49 Recent research efforts have focused on 
the development of IF-based assays to quantify protein 
expression patterns and apoptosis in tissues for Phase I  
studies (Figure 48-2).50,51 Initially, this work focused on 
developing a method to detect apoptosis in endothelial cells, 
which requires three fluorochromes to visualize the total 
cell nuclei, endothelial cells, and terminal deoxynucleotidyl 
transferase-dUTP nick end labeling (TUNEL)-positive 
cells.52 Hence, multiple labeling techniques can facilitate 
visualization of specific cell types by eye as a result of colo-
calization of different fluorochromes (see Figure 48-2). 
However, manual quantification is limited to enumerating 
“positive” and “negative” cells in random microscopic fields 
using a categorical score and may not be able to detect sub-
tle but significant changes.53

Various platform technologies have been developed to 
facilitate quantitative in situ assessment of protein expres-
sion.54 Most of these systems are designed for standard 
IHC assays using chromogenic substrates. Measuring the 

VEGFR-2 Phosphorylation

Survival Factors

Signal Transduction

Phosphorylated-AKT

VEGFA

PDGFR Phosphorylation

Apoptosis

Endothelial & Tumor Cells

RTK Inhibition

Figure 48-2 Pharmacodynamic analysis of molecular targeted therapies in tumor tissues. Correlative tissue studies may help determine 
the pharmacodynamic effects of targeted therapies on receptor tyrosine kinase phosphorylation, growth factors, signal transduction, and apoptosis in 
Phase I studies. Immunofluorescence detection permits the analysis of biomarkers in specific cell types, such as phosphorylation of PDGFR-β in endo-
thelial cells. Measuring endpoints that include target or pathway inhibition linked to apoptosis may provide better evidence of the biological effects 
of the drug in the tumor and correlation with clinical outcome. (Red, endothelium; green, protein expression or terminal deoxynucleotidyl transferase-
dUTP nick end labeling (TUNEL); yellow, colocalization of endothelium and protein or TUNEL.)
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pharmacodynamic effects of molecular targeted therapies 
requires the ability to detect specific cell types, such as endo-
thelial cells, and quantify their protein expression patterns. 
One platform technology capable of quantifying multiple 
fluorochromes in fixed tissue specimens is the laser scanning 
cytometer (LSC). The LSC platform is an automated analy-
sis system described as a cross between a flow and a static 
image cytometer. Lasers are used to simultaneously excite 
different fluorochromes in cellular specimens that emit dis-
crete wavelengths detected by a set of photomultiplier tubes. 
Together these features permit the ability to generate high-
content stoichiometric data on heterogeneous populations 
of large numbers of cells. Thus, the LSC is used much like 
a flow cytometer to obtain multicolor immunofluorescence 
intensity information on fixed specimens.

Several Phase I studies have incorporated LSC- 
mediated analysis to determine drug-target interactions, 
effects on downstream signaling pathways, and rates of 
apoptosis in skin and tumor tissues.49-51,55 Because the LSC 
is a platform technology, many different applications can 
be developed to exploit its inherent capabilities. Research 
efforts have been focused on developing specific tissue-based 
applications using LSC technology in an attempt to stan-
dardize the methodology for consistent data generation that 
can be compared between different tissue specimens and 

molecular targeted therapies. Although LSC-mediated data 
acquisition is automated, the process requires a systematic 
interactive approach to maintain high quality-control stan-
dards and ensure consistent data generation (Figure 48-3). 
Pharmacodynamic data generated using a process to analyze 
markers in entire tumor tissue cross sections has consistently 
provided biological evidence of the effects of targeted thera-
pies and correlation with clinical outcome.49,56,57

Pharmacodynamic Analysis of Receptor 
Tyrosine Kinase Targeted Therapies

Aberrant expression of cell-surface RTKs, such as epidermal 
growth factor receptor (EGFR), plays a pivotal role in the 
progression of cancer.58 Drugs that target RTKs are designed 
to block the intrinsic enzymatic activity that catalyzes the 
transfer of the gamma-phosphate of ATP to tyrosine resi-
dues in protein substrates.59 Inhibiting phosphorylation 
of these tyrosine residues prevents downstream signaling 
events, which affect cellular function (e.g., proliferation, dif-
ferentiation, migration, or apoptosis).60 Thus, the ability to 
measure phosphorylation status and signal-transduction 
pathways has become an important pharmacodynamic end-
point in clinical studies.

Figure 48-3 Quantitative analysis of 
pharmacodynamic effects in tissues using 
LSC technology. Pathological verification 
of biopsy samples is essential for mapping 
tumor regions and excluding normal and 
necrotic regions from the analysis. Lasers 
detect individual cells within the mapped 
region of interest based on immunofluores-
cence staining. LSC-generated scattergrams 
display the percentage of cell populations 
based on user-defined gating using controls, 
e.g., apoptotic endothelial cells. Alternatively, 
protein expression levels, such as phosphory-
lated VEGF receptor-2, measured by mean 
fluorescent intensity may be determined as 
shown in the histogram. (Immunofluorescent 
image appears with permission of Eaton Publishing, 
Westborough, MA 01581, USA; Cover, BioTechniques, 
Vol. 28, No. 6 (June 2000)).
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Gefitinib

Gefitinib (Iressa, ZD1839) was the first in a new class of small, 
molecular targeted therapies against EGFR to gain market 
approval (based on two Phase II studies) for non–small-cell lung 
cancer.61,62 Although the Phase II studies did not incorporate 
correlative tissue studies, it was demonstrated in two different 
Phase I studies of gefitinib that pharmacodynamic endpoints 
can be measured in both tumor and skin tissues. In a meta-
static colorectal cancer trial, total EGFR levels; phosphorylation 
of EGFR, AKT, and ERK; p27 levels; beta-catenin expres-
sion; and apoptosis were assayed before and after treatment in 
tumor biopsies, with interesting results in only a small number 
of patients. In another Phase I study of gefitinib in metastatic 
breast cancer, comparison of pre- and posttreatment ERBB2 
and EGFR values was not statistically significant between the 
subgroups of patients regarding responsiveness to treatment.63

Serial skin biopsies have been analyzed as potential sur-
rogate tissues for monitoring the biologic effects of molecular 
targeted therapies. A Phase I study of gefitinib in advanced 
solid malignancies incorporated skin, but not tumor, biop-
sies to determine the effects on EGFR signaling.64 Levels of 
 phosphorylated-EGFR expression were completely inhibited; 
however, no changes in total EGFR expression were observed 
after treatment. Other downstream markers in the EGFR net-
work were affected by ZD1839, including phosphorylated-
Ras-mitogen-activated protein kinase (MAPK) and STAT3, 
Ki67, p27(kip1), and apoptosis (Table 48-2).65-67 Although 
significant changes were observed in almost all of the mark-
ers when comparing pre- and posttreatment skin biopsies in 
small numbers of patients, none of the changes correlated 
with dose or clinical response.

Pharmacodynamic Analysis of  
Signal Transduction Inhibitors  
and Other Targets

Vemurafenib

Vemurafenib (PLX4032, Zalboraf ) is an ATP-dependent 
serine/threonine kinase inhibitor approved for use in patients 
with stage IV melanoma with BRAF(V600E) mutations. 

Forty percent to 60% of melanomas, and 7% to 8% of all can-
cers, carry an activating mutation in B-RAF. Ninety percent of 
reported BRAF mutations result in a substitution of glutamic 
acid for valine at amino acid 600—the V600 mutation. This 
BRAF mutation constitutively activates BRAF and down-
stream signal transduction in the MAP kinase pathway. Pre-
clinical studies showed that vemurafenib inhibits the kinase 
activity of BRAF with the V600 mutation at low nanomolar 
concentrations, abrogates signaling through the MAP kinase 
pathway, and blocks proliferation of cells carrying BRAF with 
the V600 mutation in vitro at high nanomolar concentrations.

In the Phase I clinical trial, the extent of pathway inhi-
bition and tumor responses correlated with higher plasma 
drug exposures. Patients with vemurafenib plasma exposures 
(AUC0→24) less than 300 mM hr experienced no measurable 
tumor responses, whereas 24 of 32 patients treated at the 
MTD/RP2D of 960 mg BID had PRs or CRs, where the 
AUC0→24 was 1741 μM hr. Paired biopsies were taken from 
selected patients, at baseline and after 14 days of exposure. 
Decreases in cytoplasmic, though not nuclear, pERK corre-
lated well with tumor response. Greater than 80% inhibi-
tion of cytoplasmic ERK phosphorylation was observed in 
responding patients, which suggests that near-total inhibi-
tion of BRAF signaling is required for clinical benefit.68

Aflibercept (VEGF-trap, Eylea) is a recombinant protein 
consisting of segments of the extracellular domains of human 
vascular endothelial growth factor receptors 1 (VEGFR1) 
and 2 (VEGFR2) fused to the constant region (Fc) of human 
IgG1. Aflibercept functions as a soluble decoy receptor, bind-
ing to blood vascular endothelial growth factors (VEGFs) and 
preventing VEGFs binding to the VEGFR-1, -2 receptors. 
Aflibercept is approved for use in age-related macular degen-
eration and in combination with chemotherapy for colorectal 
cancer. In Phase I clinical trials in cancer patients, the satura-
tion of aflibercept by circulating VEGF was used to determine 
the appropriate dose for Phase II/III trials. Preclinical studies 
demonstrated a requirement for free aflibercept to exceed the 
VEGF-aflibercept complexes for antitumor activity. At doses of 
2 mg/kg69 and 800 mg,70 there was no further increase in com-
plex formation, and free drug levels remained in excess of bound 
aflibercept levels. These concentrations correlated with DCE-
MRI effects on tumor perfusion (see later discussion), immu-
nologic evidence of VEGF binding, and clinical outcome, thus 
allowing selection of a biologically active dose on a rational basis.

Recent Therapeutic Successes  
with Phase I Trials

Although the traditional role for Phase I studies has been 
the evaluation of toxicity of the MTD and RP2D, with 

Table 48-2 Recent Successful Phase I Trials

Drug Patients Response 
Rate

Stable 
Disease

Disease 
Control

Erivedge65 33 55% 33% 88%

Vemurafenib66 16 69% 19% 88%

Crizotinib67 10 30% 40% 70%
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efficacy evaluated in expansion cohorts and Phase II trials, 
recent studies with enriched populations for specific targets 
have shown significant responses, followed by successful ran-
domized Phase III trials and FDA approval, although the 
approval occasionally occurred even before or in the absence 
of the Phase III trial (see Table 48-2). Erivedge (GDC0449) 
received FDA approval after remarkable results from the 
Phase I trial, where responses were seen in 18 (55%) of 33 
patients with locally advanced or metastatic basal cell car-
cinomas, with an additional 11 (33%) patients achieving 
stable disease; progression was seen in only 4 patients.65 
In the Phase I trial of vemurafenib (PLX4032), in patients 
with melanoma harboring the BRAF V600E mutation, 
complete or partial responses were observed in 11 (69%) 
of the 16 patients treated in the dose-escalation phase and 
26 (81%) of the 32 patients treated at the extension phase 
with the recommended Phase II doses.66 Vemurafenib was 
subsequently approved after the results of a randomized 
Phase III trial showing improved overall survival compared 
to dacarbazine in patients with BRAF V600E mutated in 
previously untreated patients with metastatic melanoma.71 
In the Phase I trial of crizotinib (PF-20341066), there were 
3 responders and 4 patients with stable disease, including 3 
patients with tumor reduction of 20% and one with stable 
disease for 28 weeks, among the 10 patients with ALK rear-
ranged non–small-cell lung cancer.67 The promising results 
were confirmed in the Phase II study, where 47 (57%) of 82 
patients with ALK rearrangement achieved partial response, 
and 27 (33%) had stable disease, mostly by tumor shrinkage 
that did not meet criteria for partial response.72 These highly 
successful drugs may change the paradigm in Phase I stud-
ies, bypassing Phase II studies to move directly into random-
ized Phase III studies in an attempt to allow rapid access to 
drugs with the potential to significantly improve survival in 
selected patient populations.

Challenges and Perspectives

There are many challenges involved in successfully incorpo-
rating tissue analysis in the design of a clinical study. Acquir-
ing the tissue alone requires the commitment of the sponsor, 
scientists, oncologists, interventional radiologists, commit-
tees, and patients. Standardization of tumor sampling, tis-
sue procurement, and storage procedures is critical to ensure 
that quality tumor tissue is being evaluated. A lack of quan-
titative standardization among different assays may lead to 
unintentional interpretation and variability among labora-
tories. Other issues that may affect interpretation of phar-
macodynamic data are intra- and intertumor heterogeneity, 
tissue microenvironment (skin versus tumor), compensatory 

mechanisms, and timing of biopsies after initiation of ther-
apy and after the last dose. It is worth emphasizing that few 
studies have attempted to link target or pathway inhibition 
with tumor-cell apoptosis. It is possible that some agents may 
demonstrate transient target inhibition, but fail to induce 
apoptosis.49 Thus, measuring pharmacodynamic endpoints 
that include target or pathway inhibition linked to cellular 
fate, such as apoptosis, may provide better evidence of the 
biological effects of the drug in the tumor.

Pharmacodynamic analysis of tumor tissues can pro-
vide direct proof of whether an investigational agent affected 
its intended target and downstream consequences on signal 
transduction and apoptosis; however, such studies are lim-
ited. Recent studies have demonstrated that skin may serve 
as a surrogate tissue to confirm drug-target inhibition, signal 
transduction, and kinetics in clinical studies. However, anal-
ysis of biomarkers in tumor tissues may better represent the 
biological effects of a targeted therapy, as tumor cells often 
respond differently compared to normal cells. More quanti-
tative studies are needed to identify reliable biomarkers and 
the correlation between the effects in skin, tumor, and clini-
cal outcome. Another promising surrogate source that could 
potentially be used to assess the effects of targeted agents 
is the circulating tumor cell or endothelial cell. These cells 
may better represent the tumor microenvironment and are 
now being routinely isolated for a variety of applications.73 
Ongoing research efforts are aimed at developing assays to 
analyze the pharmacodynamic effects of drugs on circulat-
ing tumor and endothelial cells. Furthermore, pharmacody-
namic studies in tumor tissue may also identify the genomic 
and proteomic profile of the population with the greatest 
chance to benefit from treatment. For example, the thera-
peutic activity of trastuzumab (Herceptin) would likely 
have been missed if patients had not been preselected based 
on their HER2 status.

Clearly, there is a need for better strategies to assess the 
effects of molecular targeted therapies early in clinical devel-
opment. For example, in a Phase I trial of bevacizumab, no 
objective responses were observed out of 25 patients.74 Not 
until a series of randomized Phase II and III trials over a 
period of more than 5 years was the clinical activity of beva-
cizumab established. However, it is generally not practical to 
perform large randomized trials for drugs without evidence 
of biological activity early in their development, and there-
fore, many promising drugs may not be developed. Given the 
large number of targeted therapies entering clinical testing, 
it is crucial that Phase I studies incorporate correlative end-
points to determine biological activity and optimal dosing 
and scheduling for Phase II and III trials. Ultimately, clinical 
development of targeted therapies would benefit if the rec-
ommended dose was identified early and actually known to 
inhibit the target for which it was designed.
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Imaging Techniques in Phase I Studies

A variety of imaging techniques can play an important role in 
Phase I studies of anticancer drugs when used as an objectively 
measured indicator of a biological/pathobiological process or 
pharmacologic response to treatment (i.e., as a biomarker75). 
Imaging biomarkers can be used to determine if the drug is 
hitting the target and if it has the anticipated biological activity, 
and they can also provide an early indication of whether or not 
the new agent has clinical activity.76 The information provided 
by imaging biomarkers, taken together with information from 
molecular biomarkers and clinical pharmacology, provides the 
input required to determine how aggressively to pursue the 
development of a particular drug or a backup drug for a given 
target. In addition, imaging biomarkers can assist in the selec-
tion of the dose and/or schedule for Phase II studies.77

The ability to detect a labeled drug at one thousand-
fold lower concentrations than needed to produce pharma-
codynamic effects makes nuclear medicine the modality best 
suited for determining if the drug is hitting the target.78 A 
number of imaging modalities can be used to determine if 
the drug has the anticipated biological or antitumor activ-
ity. The more commonly used methods are dynamic con-
trast-enhanced magnetic resonance imaging (DCE-MRI) 
and [18F]fluoro-2-deoxyglucose (FDG) positron emission 
tomography (PET). DCE-MRI, which employs a com-
monly used contrast agent (gadopentetate dimeglumine), 
has been implemented in several Phase I studies to quantify 
the effects of antivascular agents on the tumor blood supply 
within hours to days after the start of treatment.79 Further 
research will be needed to determine if it is a suitable marker 
for predicting clinical activity.

FDG-PET uses an 18F-labeled glucose analog (FDG) 
that is transported into cells by GLUT-1 and GLUT-3 and 
phosphorylated by hexokinase. Because FDG-6-P is a poor 
substrate for glucose-6-phosphatase, there is little dephos-
phorylation, and the radioactivity is trapped in the cell.80-82 
Glucose metabolism is quantified as the activity in the tumor, 
normally restricted to the region of highest activity, relative to 
the amount of activity injected and patient’s body weight, the 
so-called Standardized Uptake Value (SUV). The potential 
for FDG-PET to assess drug-induced biological effects before 
a change in tumor size was illustrated clearly in patients with 
advanced gastrointestinal stromal tumors treated with ima-
tinib mesylate.83 Tumor FDG activity decreased markedly 
from baseline as early as 24 hours after a single dose of ima-
tinib in all patients demonstrating a response by computed 
tomography (CT) or MRI weeks later. Conversely, increased 
tumor FDG activity, activity at new sites, or both were seen 
in all patients with disease progression evident at a later date 
by conventional means. In patients with progressive disease 
after treatment with imatinib, FDG-PET metabolic response, 

defined as SUV decrease or increase by 25% from baseline at 4 
weeks, provided an early prediction of response to sunitinib.84 
Although a variety of treatment regimens result in reduced 
FDG activity following the first cycle of therapy, after macro-
phage activity (which can result in increased FDG uptake) has 
subsided, yet before response is evaluable by standard meth-
ods,80 such dramatic effects are not generally observed so early 
after treatment. Nonetheless, FDG-PET shows considerable 
promise to provide an indication of decreased tumor viability 
earlier than conventional methods and may provide a valuable 
downstream biomarker for biologic activity in Phase I trials.

Although it is not reasonable to expect clinical efficacy 
in the advanced-stage patients entered into Phase I trials and 
assessment of clinical response is not a primary focus of Phase I 
trials, any indication that the drug/target affects tumor growth 
is beneficial. Typically, tumor burden is assessed using either 
CT or MRI data. The method most commonly used to assess 
clinical effect is based on Response Evaluation Criteria in Solid 
Tumors (RECIST), which was put forth in 2000 as a simpler 
way to measure the response of tumors to experimental treat-
ments.85 The recently updated criteria (RECIST 1.1) include 
important changes such as the inclusion of cystic bone lesions 
with identifiable soft tissue components and progressing previ-
ously irradiated lesions as measurable disease, definition of mea-
surable lymph nodes as those with shortest axis at least 1.5 cm, 
and progressive disease by PET scan defined as the presence of 
positive PET in a previously negative area.86 It should be noted 
that, in practice, RECIST are generally modified to address 
some of the concerns raised by the International Cancer Imag-
ing Society (ICIS) regarding the strengths and weaknesses of 
using the RECIST criteria and what other issues should poten-
tially be added to a response criterion.87 Nonetheless, even with 
these changes, concerns remain regarding RECIST, especially 
in the context of early-phase trials.88 One point of particular 
concern is whether the single longest tumor dimension, deter-
mined in an axial plane, accurately represents changes in tumor 
burden, because most tumors grow and regress irregularly.89 
Another concern is how relevant the categorical response 
assessments (complete response, partial response, stable dis-
ease, and progressive disease), which were originally based on 
the error in oncologists’ physical measurements of solid spheres 
arranged in random size order on a soft mattress and covered 
with a layer of foam rubber, are in the context of early-phase 
trials.90,91 It seems an alternative model, where response is con-
sidered a continuous variable, the change in tumor size (esti-
mated as the single longest dimension, the cross product of the 
longest dimension and the perpendicular longest dimension, or 
volume) after treatment,92 would be much more useful for eval-
uating clinical effect in Phase I trials. Some of the limitations 
from the RECIST criteria, including the evaluation of targeted 
therapies that frequently cause disease stabilization instead of 
objective response, may be addressed with the proposed PET 
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response criteria in solid tumors (PERCIST), which classifies 
the metabolic response into complete (CMR), partial (PMR), 
stable (SMD), or progressive (PMR) based on complete resolu-
tion of FDG uptake in the measurable target lesions, reduction 
of at least 30% of the FDG uptake, changes from 29% decrease 
to 30% increase in FDG uptake, or increase of at least 30% in 
the FDG uptake, respectively.93

Conclusion

Cancer is and will be a major cause of death and morbidity in 
the United States and worldwide. Despite significant improve-
ments in diagnosis, surgical techniques, general patient care, 
and local and systemic therapies, most deaths from cancer are 
still due to metastases that are resistant to conventional treat-
ment. Novel therapeutic approaches are critically needed if we 
are to improve patient outcome. Phase I studies are the critical 
link in targeting cancer, because they represent the first trans-
lation of years of laboratory/preclinical studies to the patient.

As drug development has evolved to a more tumor- 
targeted or tumor-specific focus, so has the evolution of 

Phase I trials moved from the more generic, mathematical 
modeling to a more rational design. In addition, it is increas-
ingly being recognized that incorporation of select endpoints 
relative to patient eligibility in Phase I trials is needed to more 
effectively and efficiently develop drugs clinically. Although 
the classification of most cancers is still based in large part 
on tissue type, tumor size, nodal status, and metastatic sites, 
there has been a rapid progress in the molecular character-
ization of solid tumors. Several Phase I designs are incorpo-
rating these tools, not so much as response predictors, but to 
help determine feasibility and to develop diagnostic/predic-
tive tools for future clinical use. The hope is that a more per-
sonalized approach to clinical care will increase the efficacy 
of treatment, while decreasing its toxicity and cost. The end 
result is the development of Phase I trials aimed not only at 
defining dose and safety, but also at assisting in target valida-
tion while increasing the probability of benefit through the 
use of enriched populations (Figure 48-4). Recent studies 
have shown that effective drugs can be more expeditiously 
approved if used in a molecularly defined patient population, 
with a rapid transition from Phase I studies to proof-of- 
concept Phase II and randomized Phase III trials, with more 
rapid introduction into clinical practice.
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Introduction

The term pharmacogenetics is believed to have first been used 
in 1959 by Vogel who defined it as “the study of geneti-
cally determined variations revealed by the effect of drugs.”1 
Motulsky described the field similarly, but perhaps from the 
viewpoint of the clinical observer, calling the interaction “drug 
responses and their modification by hereditary influences.”2 
With the advent of the ability to sequence the entire human 
genome3,4—wherein technology allows one the ability to 
rapidly and accurately determine billions of pieces of genetic 
information on a given individual—the term pharmacogenetics 
has slowly been replaced with pharmacogenomics to denote 
the consideration of the entire genome. Notwithstanding the 
term employed, the field is as relevant as ever. It offers the 
promise of achieving a paradigm of personalized drug ther-
apy based on an individual’s unique genetic makeup.

In reality, personalized care has been practiced for cen-
turies, if one defines personalization as the consideration of 
all clinical, biologic, and environmental factors that make each 
patient unique. What changed with the sequencing of the first 
human genome—and through the simultaneous technologi-
cal advances of profiling individuals (and, in cancer, tumors) 
on many levels (DNA, RNA, proteins, epigenetics)—was 
the expectation that “personalized medicine” would now also 
mean inclusion of molecular information. Some have termed 
this type of care precision medicine.5 Pharmacogenomics, 
using that historical view, is therefore one of the oldest and 
most foundational pieces of precision medicine and precision 
therapeutics. Yet from the standpoint of how much there is 
still to know and implement, even after 50 years, pharmacoge-
nomics is in its relative infancy.

Pharmacogenomics in Oncology

In cancer therapeutics, pharmacogenomic considerations are 
particularly relevant, for three reasons. First, many oncology 

drugs can have severe, undesirable toxicities. If genetic deter-
minants or predictors of such toxicity could be identified, it 
might be possible to dramatically decrease undesirable harm 
when prescribing chemotherapy. Second, the stakes in cancer 
therapeutics are high. Lack of efficacy of a given treatment 
means loss of time, which in cancer care often is of semi-
nal importance. Finally, pharmacogenomic considerations 
in oncology are complicated by the fact that there are two 
genomes in play: the genome of the patient (the germline or 
inherited DNA) and the genome of the tumor (the somatic 
or cancer DNA). Pharmacogenomic study has come to 
encompass the consideration of both, and thus it includes 
single-nucleotide polymorphisms (SNPs), gene copy num-
ber alterations (copy number variants, CNVs), and acquired 
changes (tumor mutations) as they relate to drug response or 
toxicity.6,7 Somatic changes are of clear importance, including 
several that have led to the development of successful thera-
peutic interventions against a mutational event. However, for 
the scope of this chapter, we specifically restrict our consider-
ations to germline genetic changes, because somatic changes 
reflect disease subcategorization at the molecular level, which 
is distinct from interindividual variability in drug response. 
In addition, in contrast to disease genetics, pharmacogenom-
ics focuses specifically on predictive genetic markers of out-
come from drug interventions, so we do not discuss DNA 
changes that potentially confer cancer susceptibility.

Even when considering only germline changes, 
pharmacogenomic questions have broad implications for 
oncology therapeutics in three very important ways:
  

 1.  In oncology, the concept of the therapeutic index is cru-
cial. Many chemotherapy drugs were initially identi-
fied through screens for compounds that killed dividing 
cells.8 Such drugs are still the mainstay of most anticancer 
regimens, but these cytotoxic drugs (and also even newer 
anticancer drugs that may work differently) are limited by 
possessing a narrow therapeutic index: the ratio between 
the dose that results in toxicity to the majority of indi-
viduals taking the drug, compared to the dose that results 
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in effect in the majority of individuals taking the drug.  
It is therefore rational to consider pharmacogenomic fac-
tors as potential determinants for drug dosing for chemo-
therapy drugs, in which relatively small changes in the dose 
can have dramatic undesirable effects (shifting the thera-
peutic index toward toxicity). Examples of this are pro-
vided later in the chapter.

 2.  In related fashion, it might be straightforward to under-
stand how germline pharmacogenomic variants can be 
relevant for predicting the likelihood of toxicity from a 
drug, because germline variation in genes important for 
drug metabolism and excretion in the host might directly 
confer differences in enzyme function within these path-
ways. Indeed, many of the current, best studied examples 
of pharmacogenomic findings in oncology relate to toxic-
ity predilection.9 However, it has been interesting to also 
find that germline polymorphisms may affect response 
to treatment in malignancies. We explore ways that 
this occurs in this chapter. The important point is that 
germline pharmacogenomics has concrete promise for  
defining both toxicity and response in cancer therapeutics.

 3.  Germline pharmacogenomic discoveries have the poten-
tial to identify new oncology drug targets. Although this 
area remains one of ongoing research, germline mutations 
such as BRCA1 may allow individuals with cancer to 
be more susceptible to certain types of DNA-damaging 
agents, such as poly(ADP-ribose)polymerase (PARP) 
inhibitors.10,11 While drugs identified in this way remain 
under development, the number of examples like this 
is likely to increase, especially as more is learned about 
inherited changes in DNA structure and variation.

  
In this chapter we illustrate explicit examples of 

the first two points. However, we encourage the reader to 
simultaneously consider how, from the examples provided, 
opportunities for new drug discovery/identification of new 
drug targets (point 3) can also arise through the study of 
pharmacogenomics.

Genotyping and Phenotyping

Pharmacogenomic discovery and clinical implementation 
require the technical ability to accurately measure geno-
types—the DNA sequence variation at specific genetic loci 
or regions. Most germline DNA variations fall into the class 
of SNPs, or single base-pair changes that occur with some 
relative prevalence in the human population (for example, 
a change from a guanine (G) to adenine (A) in the DNA 
strand [i.e., G/A polymorphism] in more than 1% of all 
individuals). Numerous technologies have been developed 

to perform genotyping and decipher such information at 
the DNA level.12 Combining genetic data and associating 
it with a phenotype—an outward characteristic or trait—is 
where genomic information becomes valuable. Genotype-to-
phenotype associations lie at the heart of pharmacogenom-
ics, wherein all phenotypes of interest relate to drug effects 
(toxicities, response, drug levels in the blood, or drug effects 
on other biomarkers of drug action in the body). Clini-
cal examples might include extreme drug phenotypes such 
as death, intermediate phenotypes such as development 
of severe hypertension, or more subtle phenotypes such as 
drug-induced hyperglycemia. The importance of accurate 
phenotyping also cannot be understated. Pharmacogenomic 
associations may not be detectable if phenotypes are not 
carefully defined and measured (ideally prospectively), or if 
important covariates such as cumulative drug dose are not 
considered. Similarly, relevant pharmacogenomic effects 
could be obscured by inappropriately combining phenotypes 
that are actually distinct.13

Pharmacogenomic Discovery Approaches

Single-Gene Approaches

Initial pharmacogenomic discovery methods typically con-
sisted of “single-gene” approaches. These approaches pre-
suppose that a given single gene (with purported a priori 
importance) is relevant to that drug’s metabolism or action. 
Typically, these candidate genes code for enzymes involved in 
the mechanistic pathway of a drug’s action or its metabolism. 
Variants within the candidate gene are then genotyped and 
analyzed in relation to a given drug phenotype.

The paradigmatic story of irinotecan pharmacoge-
nomics is a classic single-gene example. Irinotecan is an 
intravenous chemotherapy drug first studied clinically in 
the late 1980s.14,15 It is now used widely in the treatment 
of colorectal cancer. Importantly, irinotecan is a prodrug, 
requiring activation (through the action of carboxylester-
ase-2) to SN-38, an inhibitor of topoisomerase I, and then 
inactivation to SN-38 glucuronide (SN-38G) for elimina-
tion.16,17 The stage for the pharmacogenomic story began 
with a phase I study conducted at The University of Chicago, 
which examined irinotecan on a weekly schedule and which 
suggested that the extent of glucuronidation to SN-38G 
was inversely correlated with irinotecan’s dose-limiting tox-
icity.18 Based on the fact that pharmacogenetic variation had 
been suggested to be related to toxicity for a few other can-
cer drugs at the time,19-21 it was hypothesized that genetic 
factors resulting in reduced glucuronidation may be a cause 
of predisposition to irinotecan toxicity.18 Studies in liver 
tissue from patients with a genetic deficiency of bilirubin 
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glucuronidation (Crigler-Najjar syndrome) were conducted, 
and it was found that these liver tissues were unable to form 
SN-38G.22 However, transfection with cDNAs encoding 
the enzyme UDP-glucuronosyltransferase 1A1 (UGT1A1) 
resulted in SN-38G formation.22 This result was intrigu-
ing, because a genetic polymorphism in UGT1A1 had 
recently been identified that was associated with variation 
in glucuronidation.23,24 The polymorphism is now known 
to be an insertion/deletion in the UGT1A1 promoter (the 
“TATA” box) that reduces transcription of the gene, such 
that the resulting enzyme activity is inversely correlated to 
the number of TA repeats.25 Six repeats is considered the 
wild-type (normal function) genotype, and individuals typi-
cally have either 6 or 7 repeats, most commonly (5 and 8 are 
rare).26 Using a special pharmacogenomic nomenclature, the 
6-repeat genotype is termed *1, whereas having 7 repeats is 
called *28.

Given that there was a candidate polymorphism, an 
in  vitro pharmacogenetic study was next conducted. Liver 
tissues were again used to test the hypothesis that genetic 
variability in the UGT1A1 promoter was associated with 
SN-38G formation (which it was),27 and then, importantly, 
with irinotecan toxicity in patients being treated with the 
drug.28 The latter was further demonstrated (specifically an 
association with neutropenia from irinotecan) in a larger 
study of irinotecan-treated patients (350 mg/m2 every 3 
weeks).29 Severe neutropenia was significantly more com-
mon in patients with two copies of the *28 variant (*28/*28; 
50% of such patients had severe neutropenia) compared to 
only 12.5% in those with a *1/*28 genotype, and no patients 
with severe neutropenia among those having *1/*1 geno-
types. The relative risk of severe neutropenia was 9.3 (95% 
confidence interval 2.4-36.4) for the *28/*28 patients.29 
The authors29 and, later, others30 also confirmed the meta-
bolic role of UGT1A1 with supportive pharmacokinetic 
information.

Based on the data, the FDA drug label for irinote-
can was revised in 2005 to include the pharmacogenomic 
information about UGT1A1. It recommends that patients 
with the *28/*28 genotype should be treated with a reduced 
starting dose of irinotecan.31

A large study including 250 metastatic colorectal 
cancer patients went on to redemonstrate the pharmacoge-
nomic importance of UGT1A1, finding an odds ratio of risk 
of approximately 9 for those with the highest risk genotype 
(*28/*28) for developing immediate severe neutropenia after 
irinotecan, although the pharmacogenomic relationship did 
not persist for subsequent treatment cycles of irinotecan.32 
A meta-analysis of the data was performed and published 
in 2007.33 The meta-analysis included nine studies and a 
total of 821 patients. It confirmed the importance of *28 
homozygosity. However, it interestingly suggested that the 

pharmacogenomic effect was most important for patients 
receiving higher doses of irinotecan (150 mg/m2 or higher). 
At lower doses (doses that are still in the commonly used 
range), there was no statistically significant increased risk for 
patients with the *28/*28 genotype.

Given these nuances and concerns about the predic-
tive power of irinotecan pharmacogenomics during initial 
dosing, some have argued that UGT1A1 genotyping can-
not be justified as a mandatory test in every patient for the 
purpose of initial dosage adjustment.34 Indeed, UGT1A1 
*28 does not meet the typical standards for clinical speci-
ficity and sensitivity required of most diagnostic tests (one 
analysis suggested that its median positive predictive value 
was 50% [range 15% to 57%] and median negative predic-
tive value was 85% [range 79% to 96%]).26 Moreover, the 
*28 genotype alone is not sufficient to describe risk in indi-
viduals of some ethnic backgrounds, since the *6 allele also 
results in decreased UGT1A1 activity.26,35 Nonetheless, 
the test clearly has potential clinical value in ethnic groups 
with a high prevalence of the *28 genotype and when high 
doses of irinotecan are planned, but these latter consider-
ations emphasize the need for ongoing study of ways to 
improve the understanding of toxicity risk with irinotecan 
administration. Including other risk alleles within UGT1A 
in a haplotype-based analysis may increase the predictive 
value, because several other variants in these genes have 
now also been shown to alter enzymatic activity and affect 
irinotecan-related outcomes.36

Pathway Approaches

Pathway approaches use the rationale that a single gene may 
be of limited lone importance from a pharmacogenomic 
standpoint, because few drugs are metabolized by or have 
mechanisms involving only one gene product. In other words, 
most drugs are likely to be under multigenic control.37 There-
fore, pathway approaches hypothesize that a set of genes 
defining a specific metabolic or mechanistic pathway might 
sensibly be interrogated as a composite set, for pharmacoge-
nomic relevance. Typically, investigators will select various 
polymorphisms of interest that have potential biologic rel-
evance in the genes of interest (e.g., exon SNPs that change 
the coding sequence, or SNPs in promoter regions)—or, less 
specifically, they will select SNPs that “tag” regions across 
the genes of interest. Despite the reasonable rationale, to our 
knowledge this approach to pharmacogenomics has yet to 
yield any salient, clinically important results. Such studies 
often suffer from the problem that multiple SNPs are being 
tested, meaning that there is limited power for demonstrat-
ing statistical significance of any one SNP in small sample 
sizes (see further discussion of this later).
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Genome-Wide Approaches

Single-gene approaches like those described earlier have 
the advantage that the analyses are conducted on very 
focused areas of the genome, areas having potentially the 
highest relevance. Typically, some evidence already exists 
that the gene is important on a functional level, usually 
through studies showing that the gene product is under 
differential expression or that the gene product is key to 
determining the pharmacokinetics of a drug. When only a 
single gene or even a few genes (as in pathway approaches) 
are being considered, only a limited amount of genomic 
information must be tested and assimilated using bioinfor-
matic techniques.

In contrast, genome-wide association studies (GWAS) 
take an unbiased approach to pharmacogenomic discovery. 
These are open to the possibility that any gene is important 
(unbiased) and they can identify new genetic targets (i.e., 
they are hypothesis generating). The limitations of GWAS 
include a need for vast computational ability, the possibility 
of false discovery (explained further later), and, typically, a 
requirement for genetic information on a large number of 
individuals to identify compelling associations.

One well-executed example of the power of this 
approach is illustrated by the work of Yang and col-
leagues.38 The authors set out to identify germline genetic 
factors that might predict therapy response in pediatric 
acute lymphoblastic leukemia (ALL). They and others 
had observed that significant interindividual heterogeneity 
existed for treatment response in ALL, and that most prior 
work had focused on tumor-related factors which might 
explain such variation. The authors hypothesized that 
unidentified germline (host) factors might also be impor-
tant. Indeed, one pharmacogenomic factor had already been 
well described for a drug commonly used to treat ALL and 
other leukemias—6-mercaptopurine—although the phar-
macogenomic relationship was that of the role of TPMT 
(thiopurine methyltransferase) activity in predicting severe 
toxicity (bone marrow suppression) from that drug,39,40 
not treatment response. The story of TPMT/6-mercapto-
purine (and, relatedly, TPMT/thioguanine) toxicity phar-
macogenetics is one of the earliest and best-characterized 
examples of the potential utility of pharmacogenomics. The 
FDA labels for 6-mercaptopurine and thioguanine have 
been revised to include TPMT pharmacogenetic infor-
mation,41 and some hospitals have implemented routine 
ordering of TPMT testing before administration of these 
agents.42 This pharmacogenomic relationship had been 
identified through a candidate gene approach.

Yang and associates, however, wanted to determine 
whether there were germline factors predictive of treatment 
response in ALL.28 Rather than restricting their analysis to 

any one candidate gene, they performed a GWAS of more 
than 470,000 germline SNPs to identify genotypes that 
associated with increased risk of minimal residual disease 
(MRD) in two independent cohorts (318 children and 169 
children) with newly diagnosed ALL. They identified 102 
SNPs associated with MRD in both cohorts.38 Twenty-
one of these SNPs were also associated with antileukemic 
drug disposition, strengthening a plausible link between 
MRD eradication and greater drug exposure. Many SNPs 
were in regions never previously studied as potential phar-
macogenomic loci. Interestingly, five of the top associated 
SNPs were located in the interleukin 15 gene (IL-15) gene.38 
IL-15 was previously shown to protect lymphoid tumors 
from glucocorticoid-induced apoptosis in vitro,43 and IL-15 
expression in ALL blasts had been linked to central nervous 
system (CNS) involvement at diagnosis and an increased 
risk of CNS relapse.44 Therefore, the link between germline 
SNPs in IL-15 and worse outcomes, for several possible rea-
sons, seemed strong. Because the authors did not (for obvi-
ous reasons) have an untreated control group in their study, 
it was impossible to say whether these IL-15 germline SNPs 
were truly pharmacogenomic SNPs (predictive of residual 
disease through their action on antileukemic drug action) or 
prognostic SNPs that conferred a worse outcome, regardless 
of treatment. This points to how GWAS approaches can, 
simultaneously, yield powerful results and be hypothesis-
generating, encouraging further follow-up of the role of IL-15 
in this disease and its treatment. This point notwithstanding, 
at least some of the top 102 SNPs in this study were linked 
to antileukemic drug disposition and can therefore be char-
acterized as pharmacogenomic, showing the power of this 
approach as a pharmacogenomic discovery tool.

Whole-Genome Sequencing (WGS)

Very recently, WGS methods have begun to become more 
commonplace.45 This approach has the advantage of theo-
retically identifying every piece of genetic information (and 
also variation) across the entire genome, including every base 
pair, deletion/insertion, and copy number change. GWAS 
approaches, in contrast, classically cover only a limited num-
ber of such variants across the entire genome. Concrete 
examples of applications of WGS to pharmacogenomics are 
still currently awaited.

Bioinformatic Considerations

Last, it is important to describe the potential for false dis-
covery in pharmacogenomic analyses. This is the inherent 
possibility that a variant will be found to be statistically 
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associated with a phenotype by chance alone.46-48 When one 
is assimilating millions or even billions of pieces of genetic 
information at once (as in GWAS and WGS methods), the 
sheer number of association tests being performed is so large 
that one must adjust the threshold of statistical significance 
that defines a positive result.46 As an additional measure of 
sorting true-positive findings from false positives, it is typi-
cally accepted that high-quality pharmacogenomic results 
are those for which the association can be replicated in an 
independent population.49 Here again, assurance that the 
phenotypes match and were collected in similar fashion is an 
important methodological step.

Clinical Relevance of Pharmacogenomic 
Findings During Implementation

A number of oncology drugs have been studied to uncover 
pharmacogenomic effects,9,34 and other well-validated oncol-
ogy drug-gene interactions exist (TPMT/6-mercaptopurine; 
5-fluorouracil/DPYD). An even greater number of promis-
ing associations have been described for many other drugs 
that await further characterization and validation.

What remains to be further elucidated for many of 
these associations is the degree to which individual associa-
tions have an effect on a clinical outcome when assimilated 
within the larger context of all variables that affect a thera-
peutic decision. By this we mean: when a clinician makes 
a prescribing choice, he or she already is used to—and is 
accomplished at—incorporating many factors to make the 
best drug choice. These include all of the elements of “tradi-
tional” personalized care: clinical factors about comorbidi-
ties, organ function, allergies, and drug-drug interactions; 
biologic factors such as disease subtype, age, and gender; and 
environmental factors such as habits, social environment, 
and compliance. The question is whether a specific phar-
macogenomic association for a drug’s toxicity or response 
likelihood—which is probabilistic by its very nature and 
is usually identified in a large cohort showing an overall 
effect—will matter for an individual patient when the cli-
nician has to assimilate the pharmacogenomic information 
along with all other treatment factors, including potentially 
other important genetic factors. In many respects, it is a 
question that resolves around the effect size of the pharma-
cogenomic effect. The UGT1A1 example—where the dose 
of the drug being administered (irinotecan) seems to matter 
as to whether the pharmacogenomic effect is observable33—
may be one example of this dynamic and delicate interdepen-
dence between genetic effects and other clinical effects (such 
as dose) interacting (or one predominating) to determine the 
clinical phenotype.

A nononcology example here is perhaps illustrative. 
Using a genome-wide approach in a group of 1953 patients 
with major depressive disorder, researchers were interested 
in finding pharmacogenomic markers predictive of treat-
ment response for the antidepressant drug citalopram.50 
Their results identified an SNP having an association with 
response with a P of approximately 1×10−6. This SNP 
was then positively replicated by the same authors in a 
smaller, independent cohort of patients. Patients who were 
homozygous for the allele of interest had an 18% reduc-
tion in absolute risk of having no response to treatment.50 
Moreover, when this SNP was considered in a second 
analysis along with another SNP that had been indepen-
dently associated with response likelihood, the combined 
reduction in risk (as one might predict) was even greater: 
23%.51 Despite these exciting findings, the authors exam-
ined their own data in another way to estimate the overall 
independent clinical predictive effect of using the genetic 
markers themselves. The authors found that it was, at best, 
modest, with a c-statistic of 0.58 using a receiver opera-
tor characteristic analysis, which expresses the probability 
of correctly identifying a responder from a random pair of 
patients.51 This demonstrates that the effect of other clinical 
and environmental variables—besides pharmacogenomic 
variables—remains powerful. Others have argued this as 
well.52 We believe that multivariate analyses which include 
genetic variables among other accepted clinical variables 
are what will be truly needed to demonstrate the clinical 
effectiveness of pharmacogenomic discoveries. In oncology, 
where another layer of potential deterministic relevance is 
involved (i.e., the tumor DNA), the link between a germ-
line pharmacogenomic variant and a clinical outcome of 
interest is likely to be even more complex. Deciphering the 
stringency of such genotype-phenotype relationships in 
clinical use is one of the most pertinent questions currently 
facing pharmacogenomics.

Conclusions

Studies have led to the identification of genetic factors 
governing drug response and toxicity for hundreds of 
drugs,53 including some chemotherapy drugs and agents 
used in the long-term therapy of cancer patients. Corre-
sponding pharmacogenomic tests are available for clinical 
use for certain drugs, including chemotherapies, for which 
significant evidence has been accumulated, and FDA 
drug labels are increasingly incorporating consideration 
of pharmacogenomic factors in the prescribing informa-
tion. Knowledge about pharmacogenomics can manifest 
as patient-specific dose modifications, optimization of 
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treatment choice when several equivalent therapies exist, 
or avoidance of a therapy when toxicity risks outweigh 
potential benefits. Even with this progress, important 
steps remain in navigating the translation of pharmacoge-
nomic knowledge into widespread clinical use. However, 
precision medicine is unlikely to turn backward, and 

pharmacogenomics promises to be part of that evolution. 
On a population scale in oncology, it has the potential to 
reduce the significant burden of illness that is conferred 
when chemotherapies cause toxicity, or when chemo-
therapies do not work. In that regard, there are few more 
important questions facing oncology today.
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Introduction

Monoclonal antibodies have emerged as mainstays of cancer 
therapy and have had a significant impact on the morbidity 
and mortality of several cancers. This chapter will discuss the 
attributes that make antibodies powerful cancer therapeu-
tics, how some antibodies are used clinically, and the devel-
opment of new antibodies with clinical promise.

Antibody Structure and Function

Antibodies are heterodimeric proteins composed of two 
heavy chains and two light chains connected by disulfide 
bridges. The two light chains each contain one variable region 
(VL) and one constant region (CL), whereas each heavy 
chain contains one variable region (VH) and up to three dis-
tinct constant regions (CH1 to -3) (Figure 50-1). Differential 
utilization of CH domains can be used to classify antibodies 
into five main groups, or isotypes: IgD, IgA, IgG, IgM, and 
IgE. For example, IgM uses heavy-chain constant domains 
from the CHμ gene, whereas IgG uses the CHγ gene. IgG is 
the isotype most commonly used in cancer immunotherapy 
and is the focus of this chapter.

Structurally, antibodies can be divided into two func-
tional modalities: the fragment of antigen binding (Fab) and 
the fragment of crystallization (Fc).

The Fab is responsible for antigen binding and is 
composed of the full-length light chain (VL + CL) and the 
VH and CH1 domains of the heavy chain. The VL and VH 
domains, collectively referred to as the variable fragment (Fv), 
contain six hypervariable regions called complementary deter-
mining regions (CDRs). The antigen binding pocket, also 
referred to as the paratope, is formed by opposition of three 
CDRs located on the VL domain (CDR-L1, -L2, -L3) with 
three CDRs on the VH domain (CDR-H1, -H2, -H3). The 

paratope of the antibody binds to a small region of approx-
imately five to eight amino acids on the antigen called the 
epitope. A complex system of genetic recombinations and 
rearrangements is responsible for generating diversity among 
CDR sequences, resulting in a human antibody repertoire 
with between 1010 and 1011 distinct paratopes.1

The Fc portion of IgG antibodies is composed of CH2 
and CH3 domains and is required to initiate effector immune 
responses such as complement-dependent cytotoxicity 
(CDC) and antibody-dependent cell-mediated cytotoxic-
ity (ADCC). IgGs engage immune effector cells via Fc-γ 
receptors (FcγRs), which are expressed on a diverse range 
of hematopoietic cells. In humans, there are three activating 
FcγRs: FcγRI (CD64), FcγRIIA (CD32A), and FcγRIIIA 
(CD16). When engaged, these receptors transduce activating 
signals via immunoreceptor tyrosine-based activation motifs 
(ITAMs), resulting in initiation of ADCC or phagocytosis. 
Similarly, FcγRs can transduce inhibitory signals via immu-
noreceptor tyrosine-based inhibitory motifs (ITIMs). The 
primary inhibitory receptor in humans is FcγRIIB (CD32) 
which is expressed on a wide range of effector cells, with the 
notable exception of natural killer (NK) cells. In addition, 
neutrophils express FcγRIIIB, which is a GPI-linked iso-
form that serves as a decoy receptor and a sink for immune 
complexes. IgGs can also bind to neonatal Fc receptors 
(FcRn), which mediates transplacental transfer of maternal 
antibodies to the fetus. FcRns are also expressed in the vas-
cular endothelium, where they bind IgGs and return them 
to the circulation, thereby prolonging their serum half-life.2

Development of Monoclonal Antibodies

The introduction of hybridoma technology in 1975 by 
Kohler and Milstein allowed for the mass production of 
murine monoclonal antibodies.3 This technology used 
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murine B cells from immunized mice fused together with 
an immortalized murine plasma cell line. Through a series of 
selections and limiting dilutions, a clonal population could 
be isolated that produced antibodies specific for a single epi-
tope. Eventually, antibodies to tumor antigens were devel-
oped and tested in clinical trials. The results of early trials 
demonstrated limited therapeutic benefit, primarily due to 
the production of human anti-murine antibodies (HAMAs), 
which resulted in rapid clearance of the drug and occasion-
ally significant immune-mediated adverse events such as rash 
and renal failure.4,5 In addition, the lower affinity of murine 
Fc to human FcRn may contribute to shorter serum half-
life.6 In the early 1980s, IgG genes were cloned and expressed 
in mammalian cells, paving the way for the development of 
chimeric antibodies, which contain murine variable regions 
and human constant regions.7,8 Chimeric antibodies have 
reduced immunogenicity compared to their murine counter-
part, but some patients still develop an immune response to 
the residual murine component (Figure 50-2). Humanized 
antibodies, which contain human heavy and light chains and 
murine CDRs, were developed in the late 1980s in an effort 
to further reduce immunogenicity.9

Currently, fully human antibodies are being produced 
using two common approaches: screening recombinant anti-
body libraries and engineering transgenic animals to express 
human immunoglobulin genes. A library of antibody frag-
ments can be generated from human B cells, or by using 
cloning techniques, and can be used to construct phage or 
microbial display libraries. These libraries are subjected to 
multiple rounds of screening against the antigen of interest, 
and eventually high-affinity antibody fragments can be iso-
lated.10 These fragments can be used to generate full-length 
human antibodies.

More recently, transgenic mice expressing various 
human antibody gene sequences have been used to develop 
high-affinity, highly specific, fully human antibodies.11 

Panitumumab, an antibody targeting the epidermal growth 
factor receptor (EGFR), is an example of an antibody gener-
ated in transgenic animals and is currently approved for the 
treatment of refractory metastatic colon cancer.12

Mechanisms of Action  
of Anti-Cancer Antibodies

Signaling Perturbation

Solid tumors often upregulate expression of growth fac-
tor receptors or depend on these receptors for their pro-
liferation or survival, with an enhanced capacity to invade 
and metastasize. Members of the epidermal growth factor 
(EGF) family of receptors, including EGFR1, HER2/neu 
(EGFR2), EGFR3, and EGFR4, are often overexpressed on 
solid tumors and thus serve as attractive targets for antibody 
therapy.13 Most antibodies targeting EGFR family members 
work in part by inhibiting ligand binding and subsequent 
downstream oncogenic signaling (Figure 50-3). Notable 
exceptions are antibodies that target HER2/neu. Because 
this receptor has no known ligand, anti-HER2/neu anti-
bodies such as trastuzumab and pertuzumab perturb sig-
naling by preventing dimerization with other EGFR family 
members.14

ADCC

Several tumor-targeted monoclonal antibodies rely on acti-
vation of host immune responses, such as ADCC, in order 
to exert their full therapeutic benefit. Both IgG1 and IgG3 
subclasses can bind with high affinity to FcγRs and initiate 
ADCC-mediated killing of tumor cell targets. Antibody-
coated tumor cells bind to FcγRs on innate effector cells, pri-
marily NK cells, macrophages, and neutrophils, leading to 
targeted release of cytoplasmic granules containing perforin 
and granzyme, resulting in tumor cell apoptosis (see Figure 
50-3). Preclinical studies demonstrated that FcγRs are criti-
cally important for the antitumor activities of trastuzumab 
and the anti-CD20 antibody rituximab.15 Furthermore, 
expression of inhibitory FcγRIIB limits the efficacy of trastu-
zumab and rituximab in  vivo, suggesting that the balance 
between activating and inhibitory FcγRs is a critical deter-
minant of the antitumor activity of these antibodies. Positive 
correlations between FcγRIIA-131H and FcγRIIIA-158V 
polymorphisms and clinical outcomes have been demon-
strated in patients with follicular lymphoma treated with 
rituximab16,17 and patients with refractory colorectal cancer 
treated with cetuximab.18 Similarly, patients with metastatic 
breast cancer harboring FcγRIIA-131H and/or FcγRIIIA-
158V polymorphisms show a greater response to trastu-
zumab-based treatment regimens compared to patients with 
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the 131R and/or 158F polymorphisms.19 The FcγRIIIA-
158V receptor has a higher affinity for human IgG1 and a 
greater capacity to mediate ADCC compared to the 158F 
receptor.20,21

CDC

In addition to binding FcγRs, IgG1 and IgG3 subclasses are 
potent activators of the classical complement cascade. The 
cascade is initiated with the binding of the C1q complex to 
the Fc domain of antibodies bound to tumor antigens. The 
C1q complex is composed of the hexameric C1q protein 
bound to the zymogens C1r and C1s. Binding of multiple 
C1q molecules activates its enzymatic activity, resulting in 
cleavage and activation of the C1s serine protease, which in 
turn activates downstream complement proteins culminating 

in the formation of the membrane attack complex (MAC). 
The MAC forms a pore in the lipid bilayer that compromises 
membrane integrity and causes target cell death. Certain 
complement protein fragments, such as C5a, induce a local 
inflammatory response by functioning as chemoattractants 
for neutrophils, monocytes, and lymphocytes. Rituximab is 
capable of mediating CDC against various B-cell malignan-
cies in vitro in part because of its ability to translocate CD20 
onto lipid raft microdomains, resulting in more efficient 
complement fixation.22 The antitumor activity of rituximab 
is abolished in C1q knockout animals, supporting CDC as 
an important mechanism underlying the therapeutic efficacy 
of rituximab.23 Clinically, however, the importance of CDC 
in the context of rituximab therapy is still undetermined. 
Patients with follicular lymphoma harboring the C1qA276 
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allele, which results in reduced serum levels of C1q com-
pared to the C1qG276 allele, had prolonged remission fol-
lowing rituximab monotherapy compared to patients with 
the G allele.24 Efforts to optimize CDC led to the develop-
ment of ofatumumab, which also binds to CD20 but at a 
distinct epitope from rituximab.25 Ofatumumab has been 
demonstrated to induce more CDC in  vitro compared to 
rituximab, even in the setting of low CD20 expression where 
rituximab is not efficacious.26 Unlike rituximab, ofatumumab 
does not directly induce apoptosis in B-cell lines, suggest-
ing that ADCC and CDC are the primary mechanisms of 
action of ofatumumab.25 However, preliminary clinical data 
show that ofatumumab has limited efficacy in the setting of 
rituximab-resistant follicular lymphoma27 and comparable 
efficacy in the setting of non-Hodgkin lymphoma (NHL), 
although data from trials directly comparing ofatumumab to 
rituximab are lacking.25 In the setting of refractory chronic 
lymphocytic leukemia (CLL), patients demonstrated a 47% 
to 58% response rate to ofatumumab, leading to its approval 
by the U.S. Food and Drug Administration (FDA) in 2009 
for the treatment of refractory CLL.28

Induction of Adaptive Immunity

There is growing evidence to suggest that tumor-targeted 
antibodies are capable of inducing a therapeutically relevant, 
tumor-targeted adaptive immune response. ADCC, CDC, 

and tumor cell signaling perturbation result in target cell 
apoptosis, which creates tumor cell fragments that can be 
phagocytosed by antigen-presenting cells (APCs), such as 
macrophages and dendritic cells. Antibodies can also serve 
as opsonins by coating tumor cells and engaging Fc recep-
tors on APCs to induce phagocytosis. These engulfed anti-
gens can be processed through the endocytic pathway and 
presented on MHCII molecules to prime tumor-specific 
CD4+ T-cell responses. Alternatively, tumor antigens can be 
loaded on to MHCI molecules to prime CD8+ cytotoxic T 
cell (CTL) responses, in a process called cross presentation29 
(see Figure 50-3). Activated CTLs are capable of directly 
killing tumor cells that express cognate antigen on MHCI 
and have powerful prognostic significance in a wide range of 
human cancers.30 In vitro, myeloma cells coated with an anti-
syndecan1 antibody are capable of activating dendritic cells 
and inducing the cross presentation of cancer-testis antigen 
NY-Eso-1, generating NY-Eso-1–specific CTLs capable of 
lysing myeloma targets.31 Similarly, antibody-coated mela-
noma and ovarian cancer cells were capable of inducing cross 
presentation of various tumor cell antigens, resulting in the 
generation of melanoma- and ovarian cancer–specific CTLs 
capable of lysing tumor cell targets.32 Blockade of inhibi-
tory FcγRIIB enhances dendritic cell activation and cross 
presentation, suggesting a potential therapeutic approach to 
boost antibody-initiated adaptive immunity.33 Recent work 
in the setting of colorectal cancer shows that cetuximab in 
combination with chemotherapy induces a potent CTL 

Figure 50-3 Mechanisms of action of mono-
clonal antibodies. ADCC, Antibody-dependent 
cell-mediated cytotoxicity; MAC, membrane 
attack complex.
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response and thus may contribute to the in vivo activity of 
cetuximab.34 Animal models demonstrate that the therapeu-
tic efficacy of HER2/neu-directed antibodies is due in part 
to induction of an adaptive immune response, as depletion of 
T cells abrogates antitumor activity.35,36 Although the pre-
clinical data implicating the induction of adaptive immunity 
as an important effector mechanism of tumor-targeted anti-
bodies are provocative, more clinical evidence is needed to 
determine the clinical relevance of this mechanism of action.

Antibodies Targeting Solid Tumors

As mentioned earlier, EGFR family members are overex-
pressed in a multitude of solid tumors, including colorectal, 
lung, head and neck, ovarian, and malignant gliomas. The 
most extensively studied anti-EGFR1 antibody (Table 50-1) 
is cetuximab, which binds to EGFR1 and blocks ligand 
binding, receptor dimerization and induces EGFR internal-
ization and degradation, culminating in inhibition of receptor-
mediated phosphorylation.37,38 Preclinical data suggest that 
ADCC and CDC may be important to the efficacy of cetux-
imab; however, more clinical data are needed to validate these 
claims. Cetuximab monotherapy has limited clinical activity 
but significantly improves outcomes when combined with 
chemotherapy.39 First-line therapy with cetuximab added to 

a regimen of FOLFIRI (leucovorin, fluorouracil, and irinote-
can) chemotherapy significantly improves overall survival com-
pared to FOLFIRI alone in the setting of metastatic colorectal 
cancer.40 It is important to note that the mutational status of 
KRAS, which is downstream of EGFR, is critical in predicting 
response to cetuximab: patients harboring activating KRAS 
mutations generally do not benefit from cetuximab therapy.39

Panitumumab is another antibody targeting EGFR, 
but unlike cetuximab, panitumumab possesses an IgG2 iso-
type and thus is unable to induce high levels of ADCC or 
CDC. Panitumumab significantly improves progression-free 
survival (PFS) and overall response rates in patients with 
refractory metastatic colon cancer compared to best sup-
portive care (BSC).12 Like cetuximab, use of panitumumab 
is relegated to patients with wild-type KRAS.41

Three new anti-EGFR antibodies are currently being 
evaluated in Phase I and Phase II clinical trials: necitu-
mumab, zalutumumab, and nimotuzumab. Necitumumab is 
a fully human IgG1 that binds to a similar epitope of EGFR 
compared to cetuximab and has antitumor activity that is 
comparable or superior to cetuximab in preclinical mod-
els.42,43 No hypersensitivity reactions have been reported 
so far, whereas for cetuximab, approximately 3% of patients 
develop hypersensitivity reactions requiring treatment, 
mostly during the first infusion of antibody. Phase III stud-
ies are ongoing in the setting of non–small-cell lung cancer 
(NSCLC) (NCT00982111).

Table 50-1 FDA-Approved Antibodies Used in Oncology

Generic Name (Trade Name) Target Antibody Isotype Cancer Indication

Rituximab (Rituxan) CD20 Chimeric IgG1 Chronic lymphocytic leukemia B-cell non-Hodgkin lymphoma

Trastuzumab (Herceptin) HER2/neu Humanized IgG1 Breast cancer, gastric/gastroesophageal junction 
adenocarcinomas

Alemtuzumab (Campath-1H) CD52 Humanized IgG1 Chronic lymphocytic leukemia

Cetuximab (Erbitux) EGF receptor Chimeric IgG1 Colorectal cancer, squamous carcinoma of the head and  
neck

Bevacizumab (Avastin) VEGF Humanized IgG1 Colorectal cancer, non–small-cell lung cancer, renal cancer, 
glioblastoma

Panitumumab (Vectibix) EGF receptor Human IgG2 Colorectal cancer

Ofatumumab (Arzerra) CD20 Human IgG1 Chronic lymphocytic leukemia

Pertuzumab (Perjeta) HER2/neu Humanized IgG1 Breast cancer

Ipilimumab (Yervoy) CTLA-4 Human IgG1 Melanoma

Immunoconjugates

Ibritumomab tiuxetan (Zevalin) CD20 Murine IgG1 B-cell non-Hodgkin lymphoma

131I-tositumomab/tositumomab 
(Bexxar)

CD20 Murine IgG2a B-cell non-Hodgkin lymphoma

Brentuximab vedotin (Adcetris) CD30 Chimeric IgG1 Anaplastic large-cell lymphoma, Hodgkin’s lymphoma

EGF, Epidermal growth factor; FDA, U.S. Food and Drug Administration; VEGF, vascular endothelial growth factor.
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Zalutumumab is capable of inducing ADCC in addi-
tion to inhibiting receptor phosphorylation. Results from a 
Phase III trial showed modest improvement in PFS com-
pared to BSC in patients with squamous carcinoma of the 
head and neck, although no improvement in overall survival 
was demonstrated.44

Nimotuzumab has been shown to sensitize NSCLC 
cell lines with high EGFR expression to radiation therapy 
while having no effect on EGFR low-expressing lines.45 
Nimotuzumab has a highly favorable toxicity profile with 
virtually no grade 3 or 4 skin toxicities observed, often a 
dose-limiting toxicity seen with other anti-EGFR antibod-
ies. Unlike cetuximab and panitumumab, nimotuzumab has 
a 10-fold lower affinity for EGFR and binds to EGFR in a 
manner that still allows the receptor to adopt an active con-
firmation and mediate ligand independent signaling.46 This 
basal level of signaling may be enough to sustain growth 
of normal cells and explain nimotuzumab’s favorable tox-
icity profile. An alternate hypothesis is that nimotuzumab 
requires bivalent binding for stable attachment to EGFR, 
and that normal cells do not have sufficient EGFR expres-
sion to mediate enough bivalent binding to be adversely 
affected.47 Based on favorable Phase II studies, nimotu-
zumab is approved for use in more than 20 countries in 
patients with head and neck cancer and/or gliomas.48

HER2/neu is overexpressed and gene amplified in 
25% to 30% of breast cancer, and these properties confer 
a negative prognosis in patients. It is also overexpressed in 
some adenocarcinomas of the lung, ovary, and gastrointes-
tinal tract.49 Trastuzumab monotherapy showed a 26% 
response rate in patients with untreated metastatic breast 
cancer50 and significantly improved PFS and OS when com-
bined with chemotherapy, although some patients developed 
serious cardiotoxicity.51 The exact mechanism of action of 
trastuzumab is still unclear but is thought to involve inhibi-
tion of receptor dimerization, inhibition of receptor shed-
ding, and activation of immune effector mechanisms such as 
ADCC.14

Trastuzumab emtansine, commonly referred to as 
trastuzumab-DM1 (T-DM1), is an immunoconjugate in 
which the cytotoxic agent DM1 is covalently attached to 
trastuzumab. DM1, a derivative of maytansine, is a highly 
potent antimitotic but has limited clinical utility due to a 
poor therapeutic window. Phase I and II studies have dem-
onstrated that targeted delivery of DM1 with T-DM1 sig-
nificantly improves toxicity and has antitumor activity in 
patients with metastatic breast cancer previously treated 
with HER2 targeted agents.52,53 In addition to the cyto-
toxic effects of DM1, T-DM1 maintains trastuzumab’s 
mechanisms of action, including signaling perturbation and 
induction of ADCC.54 Results from a pivotal Phase III trial 
demonstrate that T-DM1 improved PFS without significant 

cardiotoxicity in breast cancer patients whose disease had 
progressed following trastuzumab therapy.55

Pertuzumab is another approved HER2-directed anti-
body that binds to a distinct epitope from trastuzumab, but 
has complementary mechanisms of action including inhibi-
tion of receptor dimerization and induction of ADCC.56,57 
Results from the CLEOPATRA trial demonstrated that 
adding pertuzumab to a combination of trastuzumab plus 
chemotherapy significantly increased PFS in patients with 
metastatic breast cancer compared to trastuzumab plus 
chemotherapy alone.58 Notably, no enhanced cardiotoxicity 
was seen in patients receiving pertuzumab and trastuzumab 
combination therapy.58 These results formed the basis for 
the FDA approval of pertuzumab in 2012.

Antibodies Targeting Hematological 
Malignancies

Rituximab is a chimeric antibody that targets CD20 and is 
used clinically for the treatment of a wide range of B-cell malig-
nancies. A pivotal study leading to FDA approval showed 
a 48% response rate to rituximab in patients with relapsed 
low-grade or follicular lymphoma.59 Combination therapy 
with rituximab and cyclophosphamide, doxorubicin, vincris-
tine, and prednisone (CHOP) chemotherapy improved OS 
in elderly patients with large B-cell lymphoma.60 In the set-
ting of CLL, rituximab seems to be more effective in patients 
who have not received prior chemotherapy.61 This antibody 
continues to be an indispensable backbone for the therapy of 
patients with B-cell malignancies.

Alemtuzumab is approved for the treatment of flu-
darabine-refractory CLL and binds to CD52, which is 
highly expressed on various B- and T-cell malignancies. 
CD52 is a GPI-linked protein with unknown function that 
is normally expressed in parts of the male reproductive tract 
and on a wide range of leukocytes, including lymphocytes 
and monocytes. The exact mechanism of action of alemtu-
zumab is unclear but is thought to involve CDC, ADCC, 
and induction of apoptosis. In addition to chemoresistant 
CLL, alemtuzumab has activity in the setting of prolympho-
cytic leukemia (PLL) and low-grade NHL.62-64 Significant 
toxicities attributed to alemtuzumab therapy include myelo-
suppression and opportunistic infections, sometimes leading 
to death. These toxicities are presumably a result of CD52 
expression on normal leukocytes.

CD30 is a member of the TNF superfamily and is 
expressed by the malignant Reed-Sternberg cells charac-
teristic of Hodgkin’s lymphoma. Brentuximab vedotin is 
an antibody-drug conjugate composed of the anti-CD30 
antibody brentuximab linked to the anti-microtubule agent 
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monomethyl auristatin E (MMAE). On binding to CD30, 
the antibody-CD30 complex is internalized and trafficked 
to the lysosome, where MMAE is released by proteolysis. 
MMAE binds to tubulin, resulting in cell cycle arrest and 
apoptosis. Brentuximab vedotin is generally well tolerated, 
with neutropenia and peripheral neuropathy being the most 
common serious adverse events. Results of Phase II studies 
show a 75% overall response rate in patients with relapsed 
or refractory Hodgkin’s lymphoma after stem cell transplant 
and an 86% response rate in patients with anaplastic large-
cell lymphoma.65,66

CD74 is another interesting target for non–CD20-
expressing malignancies such as multiple myeloma. CD74 
was originally described as the invariant chain of MHC 
Class II and was shown to be critical for proper loading of 
peptide and trafficking of MHCII molecules to the cell sur-
face. More recently, non-MHC Class II–related functions of 
CD74 have been described, including its role in cell survival 
and proliferation. The ligand for CD74 is macrophage inhib-
itory factor (MIF), and because CD74 is not capable of initi-
ating signaling on its own, CD44 is required as a co-receptor. 
CD74 is expressed on 85% of NHL, CLL, and various mul-
tiple myeloma cell lines and has limited cell surface expres-
sion on normal cells.67 Milatuzumab is a chimeric antibody 
that targets CD74 and has shown efficacy in preclinical 
studies of multiple myeloma and NHL.68,69 Milatuzumab 
does not induce ADCC or CDC and is rapidly internalized 
on binding to CD74. This rapid internalization of antibody-
CD74 complexes makes milatuzumab a prime candidate 
for the development of an antibody drug conjugate. Pre-
clinical studies on a milatuzumab-doxorubicin conjugate are 
encouraging.70 Currently, milatuzumab is in multiple Phase 
I and II studies for multiple myeloma (NCT00421525), 
CLL (NCT00603668), and NHL (NCT00989586).

Antibodies Targeting Immune Cells

Ipilimumab, an antibody that targets cytotoxic T-lympho-
cyte–associated antigen (CTLA-4), is the first anti-cancer 
antibody to gain FDA approval that specifically targets non-
malignant immune cells. CTLA-4 is expressed on T-cells 
and is a negative regulator of T-cell activation (Figure 
50-4). T-cell activation is initiated by engagement of the 
T-cell receptor (TCR) with peptide-loaded MHC; how-
ever, co-stimulatory signals are needed to ensure proper 
activation. The most important of these signals is the 
interaction of CD28 on T cells with the B7 family mem-
bers CD80 and CD86 on APCs. CTLA-4 binds to CD80 
and CD86 with higher affinity than CD28 and serves to 
inhibit activation by outcompeting CD28 and transducing 

inhibitory signals. CTLA-4 suppresses antitumor immu-
nity by downregulating CD4+ T-cell responses and enhanc-
ing the immunosuppressive effect of T-regulatory cells 
(Treg).71 Targeting CTLA-4 with a monoclonal antibody 
demonstrated remarkable antitumor activity in preclinical 
models,72 and ipilimumab showed promise in early clinical 
studies that demonstrated antitumor activity and activation 
of antitumor immune responses.73 Notable adverse events 
included immune-related diarrhea and vitiligo, consistent 
with ipilimumab’s mechanism of action. A pivotal Phase III 
trial showed that ipilimumab therapy improved median sur-
vival by 3.6 months in patients with metastatic melanoma, 
making ipilimumab the only therapeutic demonstrated to 
improve survival in patients with metastatic melanoma.74

Another emerging target for antibody therapy is pro-
grammed cell death protein 1 (PD-1). PD-1 is upregulated 
on activated T cells and serves to dampen effector T-cell 
responses in peripheral tissues, including the tumor microen-
vironment. PD-1 is also expressed on Treg cells and has been 
demonstrated to promote the development and activity of 
peripherally induced Treg cells.75 PD-1 ligands, most nota-
bly PD-L1, are expressed on tumor cells and myeloid cells 
in the tumor microenvironment, providing further rationale 
for therapeutic targeting of this pathway.76 Data from two 
large Phase I trials of the anti-PD-1 antibody BMS-936558, 
a fully human IgG4, demonstrated safety and antitumor effi-
cacy in the setting of metastatic melanoma, renal cancer, and 
NSCLC.77,78 Remarkably, monotherapy with BMS-936558 
resulted in durable antitumor responses, even in the set-
ting of NSCLC, which in contrast to melanoma and renal 
cancer had not been considered to be an immunotherapy-
responsive tumor. In addition to multiple Phase I and II 
trials, BMS-936558 is also being evaluated in combination 
with ipilimumab for the treatment of metastatic melanoma 
(NCT01024231).

Whereas ipilimumab and BMS-936558 block sig-
naling through inhibitory receptors, another approach to 
re-activate anti-tumor immunity is to activate stimulatory 
receptors. CD40 is a stimulatory receptor expressed by 
many different cell types including B cells, dendritic cells, 
monocytes, endothelial cells, and fibroblasts. The ligand for 
CD40, CD40L, is primarily expressed on activated T cells 
and platelets. Engagement of CD40 leads to B-cell prolifera-
tion and maturation of dendritic cells, resulting in enhance-
ment of T-cell activation. Interestingly, CD40 is expressed 
on a wide range of malignancies, including nearly all B-cell 
malignancies and many solid tumors, and engagement of 
CD40 on some malignant cells leads to apoptosis.79 Three 
antibodies targeting CD40 are currently being evaluated for 
safety and efficacy. Dacetuzumab (SGN-40) is a humanized 
IgG1 with weak agonist activity that is capable of inducing 
ADCC in  vitro and has antitumor activity against B-cell 
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lymphoma xenografts in vivo.80 A Phase I study of dacetu-
zumab showed encouraging antitumor activity in NHL 
patients, with the most common adverse events being related 
to cytokine release syndrome, including fever, headache, and 
fatigue.81

Lucatumumab (HCD122) is an IgG1 that is a pure 
antagonist of CD40 capable of inducing ADCC and has 
shown activity against B-cell CLL in preclinical models.82 A 
recent Phase I study showed that lucatumumab is reason-
ably well tolerated; however, it shows minimal activity as a 
single agent in the setting of relapsed CLL.83

CP-870,813 is a fully human IgG2 that functions 
as a CD40 agonist and has antitumor and immunostimu-
latory activity in patients with melanoma.84 Remarkably, 
CP-870,813 in combination with gemcitabine has also dem-
onstrated activity in a small cohort of patients with pancre-
atic cancer.85 In the same study, the authors used a mouse 
model of spontaneous pancreatic cancer to identify a poten-
tial mechanism of action of CP-870,813. Unexpectedly, the 
antitumor activity of CP-870,813 was independent of T 
cells and dependent on its capacity to alter the phenotype 
of tumor-associated macrophages to a more tumoricidal 
phenotype.85

Antibodies Targeting Angiogenesis

The tumor stroma is enriched with pro-angiogenic factors 
that facilitate recruitment and remodeling of blood vessels 

essential for tumor growth. A critical driver of vascular 
endothelial cell migration and proliferation is the vascular 
endothelial growth factor (VEGF) family, comprising six 
members (VEGF-A through -E and placental growth fac-
tor [PlGF]). VEGF has three known receptors, VEGFR1 
through -3, with VEGFR-1 and -2 being most relevant to 
tumor biology. VEGF levels are increased in a wide range 
of malignancies and are often associated with a poor prog-
nosis.86 Bevacizumab is an antibody targeting VEGF-A and 
has been shown to improve survival when combined with 
chemotherapy in patients with metastatic colon cancer.87 
The most frequent adverse event was hypertension, with no 
increased incidence of hemorrhage, frequently observed in 
other trials of bevacizumab.87 The addition of bevacizumab 
to a regimen of carboplatin and paclitaxel improved response 
rates and survival in patients with NSCLC, although a sig-
nificant increase in bleeding, specifically lethal pulmonary 
hemorrhage, was observed.88 Single-agent bevacizumab 
received accelerated approval for the treatment of glioblas-
toma multiforme (GBM) based on demonstrated durable 
response rates and manageable adverse events when admin-
istered as monotherapy.89,90 Larger clinical trials are needed 
to evaluate bevacizumab’s impact on the clinical course of 
GBM. The role of bevacizumab in the setting of HER2/
neu–negative metastatic breast cancer is a subject of debate. 
In 2008, bevacizumab received accelerated approval for the 
treatment of HER2/neu–negative metastatic breast can-
cer based largely on results from the E2100 trial, which 
demonstrated that combination therapy with bevacizumab 
and paclitaxel improved PFS compared to paclitaxel alone, 

Figure 50-4 Potential targets to enhance 
T-cell activation. APC, Antigen-presenting 
cell; IDO, indoleamine 2,3-dioxygenase; 
MHC, major histocompatibility complex; TCR, 
T-cell receptor.
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with no significant difference in OS between the two treat-
ment arms.91 However, subsequent trials showed that the 
addition of bevacizumab to chemotherapy resulted in only 
modest improvements in PFS, with no impact on overall 
survival.92-94 Based on the results of these trials, the FDA 
revoked approval of bevacizumab for the treatment of met-
astatic breast cancer in 2011, citing an unfavorable risk/
b enefit profile. Debate continues on the utility of using PFS 
or pathological complete response (pCR) versus overall sur-
vival to evaluate the clinical efficacy of new drugs and treat-
ment regimens.

VEGFR-2 is upregulated in the tumor vasculature. 
Signaling through VEGFR-2, as opposed to VEGF-1, is suf-
ficient to mediate the pro-angiogenic functions of VEGF.95 
The VEGF/VEGFR-2 axis is also detrimental to the antitu-
mor immune response, whereas signaling through VEGF-1 
may promote lymphoid development.96 Ramucirumab is a 
fully human IgG1 that specifically targets VEGFR-2 and 
inhibits VEGF binding. A Phase I study demonstrated anti-
tumor efficacy. However, significant toxicities were observed 
including hypertension, abdominal pain, vomiting, and deep-
vein thromboses.97 Several Phase II and III studies in the 
setting of renal, breast, colon, and NSCLC are ongoing.95

Recent work suggests that cancer-associated fibro-
blasts (CAFs) are an important source of pro-angiogenic 
stimuli, such as VEGF and fibroblast growth factor (FGF). 
CAFs from tumors resistant to anti-VEGF therapy upreg-
ulate expression of other pro-angiogenic factors and may 
contribute to resistance of VEGF targeted therapy.98 A 
potential therapeutic target for CAFs is fibroblast activated 
protein-alpha (FAP), which is highly expressed on CAFs 
compared to normal fibroblasts.99 Depletion of FAP+ stro-
mal cells results in inhibition of tumor growth and activation 
of antitumor immune responses.100 However, clinical efforts 
to target FAP using the anti-FAP antibody sibrotuzumab 
have been disappointing.101 One possible explanation for 
this lack of efficacy is that sibrotuzumab does not inhibit the 
enzymatic activity of FAP.102 Conjugation of sibrituzumab 
to the antimitotic DM1 has shown promise in a preclinical 
study. However, further studies are needed to determine the 
clinical utility of this antibody-drug conjugate.103

Antibody Engineering

Advancements in protein engineering have allowed for the 
modification of antibody structure in an attempt to improve 
targeting and enhance antitumor activity. Bispecific antibod-
ies represent an important class of engineered antibodies 
that are capable of recognizing two distinct antigens. The 
most common bispecific antibodies target a tumor antigen 

and CD3, which is a component of the T-cell receptor. 
Bispecific T-cell engagers (BiTEs) are a class of bispecific 
antibodies that link the variable domains of an antitumor 
antibody with the variable region of an anti-CD3 antibody. 
BiTEs induce robust polyclonal T-cell activation, resulting 
in targeted release of perforin and granzyme and tumor cell 
apoptosis. Importantly, BiTES are capable of stimulating 
T-cells and inducing tumor cell lysis in the absence of co-
stimulatory signals and MHC expression. Blinatumomab 
is a BiTE that binds to CD19 and CD3 that has clinical 
activity in patients with minimal residual disease (MRD) 
positive, B-cell acute lymphoblastic leukemia (ALL).104 Of 
the 20 patients treated, 16 became MRD negative, and 12 of 
the 16 responders had never turned MRD negative with any 
previous treatment.104

Bispecific antibodies that have an intact Fc domain 
are termed trifunctional antibodies, because of their capacity 
to bind and activate FcγR+ immune effectors. Trifunctional 
antibodies targeting a tumor antigen and CD3 are capable 
of inducing T-cell–mediated lysis in addition to ADCC and 
phagocytosis. Catumaxomab is an example of a trifunctional 
antibody that has dual specificity for CD3 and epithelial 
cell adhesion molecule (EpCAM), which is ubiquitously 
expressed on tumors of epithelial origin.105 Catumaxomab 
contains one light chain and one heavy chain from an anti-
EpCAM mouse IgG2, and one light chain and one heavy 
chain from an anti-CD3 rat IgG2b. The Fc domain generated 
from mouse and rat constant regions binds preferentially 
to activating FcγRs, with low binding to FcγRIIB, result-
ing in potent ADCC and phagocytosis of EpCAM+ tumor 
cells.105 Interestingly, preclinical studies demonstrated that 
the related antibody, BiLU (anti-human EpCAM × anti-
mouse CD3), was capable of eliciting a protective adaptive 
immune response against syngeneic tumors.106 A small clini-
cal study showed that catumaxomab was capable of eliciting 
tumor-specific T cells, suggesting that induction of adaptive 
immunity may contribute to catumaxomab’s mechanisms of 
action.107 Catumaxomab is approved in the European Union 
for the treatment of malignant ascites and been shown to 
improve quality of life and increase time to next paracente-
sis.108 The main adverse events associated with catumaxomab 
are related to severe cytokine release syndrome, necessitating 
careful dosing and patient monitoring.

Modifications to the Fc domain are capable of enhanc-
ing effector functions and improving the pharmacokinetic 
profile of monoclonal antibodies. Fc mutational analyses 
have identified optimal amino acid sequences that result 
in greater binding to activating FcγRs and C1q to enhance 
ADCC and CDC. An anti-CD19 antibody engineered 
to have greater FcγR binding demonstrated more potent 
ADCC, phagocytosis, and antitumor activity compared to 
its parent antibody.109 Improving interactions with neonatal 
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FcRs can extend serum-half life and potentially reduce the 
cost of treatment.110 However, modulation of oligosaccha-
ride residues within the CH2 domain is the modification 
that has been most widely used to date.

Human IgG molecules contain two N-linked, 
 complex-type oligosaccharides within the CH2 domain. 
These oligosaccharides contain a fucose residue, and removal 
of this residue dramatically enhances the capacity of anti-
bodies to mediate ADCC, even at low antigen densities.111 
Obinutuzumab is a defucosylated anti-CD20 antibody that 
displays greater ADCC in  vitro and anti-lymphoma activ-
ity in vivo compared to rituximab.112 Two Phase I studies of 
obinutuzumab demonstrated activity in the setting of relapsed  
NHL with manageable adverse events, mostly associated 
with infusion-related toxicity.113,114 Interestingly, both stud-
ies showed activity (13% to 22% response rate) in a subset of 
patients refractory to rituximab.113,114

Summary and Future Directions

Monoclonal antibodies have revolutionized the treatment of 
cancer and will continue to serve as mainstays of cancer ther-
apy for the foreseeable future. Antibodies offer the unique 
capability to specifically engage a tumor cell and stimulate 
a multifaceted program of cell death involving perturbation 
of homeostatic signaling and activation of the host immune 
system, without overt toxicity. Advances in antibody therapy 
are contingent on the identification and validation of new 
tumor antigens, manipulation of the tumor microenviron-
ment, and optimization of antibody structure to improve 
effector functions and cytotoxic drug delivery.
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Introduction

Key features of the immune system are its abilities to distin-
guish self from nonself, to recognize and respond to a myriad 
of foreign molecules (antigens) with exquisite specificity, to 
remember previously encountered antigens and quickly 
mobilize an expanded response, and to scan the entire 
body continuously for antigens. These properties make the 
immune system ideal for defending the host against devel-
oping and recurrent cancers and nascent metastatic tumor 
deposits, at least in theory. In spite of its promise, however, 
the application of immunological approaches to the cancer 
problem has only recently started to yield the dramatic results 
long anticipated by immunologists.1-4 The major obstacle to 
using the immune system and its various components to pre-
vent or treat human cancer has been a lack of understand-
ing of the fundamental mechanisms that govern the immune 
response. These include the mechanisms by which cells of 
the immune system recognize antigens, expand and differen-
tiate, find and destroy aberrant cells and pathogens, and die 
or become quiescent when no longer needed. The inability to 
direct these processes toward the destruction of cancer cells 
in the body in a consistent and effective way has thwarted 
many attempts at cancer immunotherapy to date. However, 
there are now a number of clear instances in which immuno-
logical approaches have brought significant benefit to cancer 
patients. This progress sustains the belief that the immune 
system has much to offer in controlling cancer, if only we 
could better control and direct its destructive powers.

Very recently, major advances have been made in under-
standing how cells of the immune system become activated 
on encountering an antigen and how they communicate with 
their external environment and with each other. Some of these 
advances are a direct result of the Human Genome Project, 
which has enabled the discovery of previously unknown genes 
coding for families of cytokines and receptors involved in 
regulating inflammatory and immune responses.5 Others are 
derived from insights gleaned from studies of how the immune 
system defends the host against microbial pathogens. The 

normal host has various mechanisms that help rid it of invading 
pathogens.6 Collectively, these mechanisms are called innate 
or natural immunity, and they require no previous  contact with 
the pathogen to become active. Acquired immunity, on the other 
hand, is an immune response triggered by an encounter with a 
foreign cell or molecule and involves an amplification process 
that increases the number of lymphocytes able to recognize 
and respond to an invader. Until recently, the means by which 
innate immune mechanisms distinguish pathogens from self 
were unknown. A number of studies have demonstrated that 
the innate immune system recognizes many lethal microbial 
pathogens by means of pattern recognition receptors (Toll-like 
receptors, TLRs) on antigen-presenting cells (APCs).7-10 These 
receptors recognize common molecular patterns shared among 
bacteria or viruses but not present on normal or cancerous host 
cells, such as lipoprotein, peptidoglycan, lipopolysaccharide, 
lipoteichoic acid, bacterial DNA, and viral double-stranded 
RNA. The triggering of pattern recognition receptors by such 
molecules has three important effects on the APCs of the 
immune system: (1) expression of stable and high levels of 
pathogen-derived peptide-MHC complexes on the cell surface, 
which will trigger T-cell responses; (2) expression of high lev-
els of co-stimulatory molecules such as CD80 and CD86 that 
prime and activate antigen-specific T cells; and (3) secretion of 
a large number of proinflammatory cytokines, such as inter-
leukin 1 (IL-1), IL-6, IL-12, TNF-α, GM-CSF, and type 1 
interferon.7-10 The proinflammatory cytokines further activate 
APCs, directly activate the innate killer cells of the immune sys-
tem (NK cells and macrophages), and promote T-cell differen-
tiation into antigen-specific helper T cells or cytotoxic T cells 
that mediate acquired immunity. These new findings explain 
the mechanism of action of bacterial adjuvants, which have long 
been used in animal models to enhance immunization toward 
protein and peptide antigens. They also suggest that the rela-
tive inefficiency of immunization with tumor antigens may be 
due, in part, to failure of the vaccines to stimulate the innate 
arm of the immune system, which is required for maximal 
amplification of antigen-specific, T-cell–mediated (acquired) 
immune responses. Thus, developing approaches to trigger 
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innate immunity in concert with more traditional approaches 
to stimulate acquired immunity represents a promising new 
strategy for cancer immunotherapy.

Other important advances concern the biology and 
activities of dendritic cells (DCs).11-13 These are a heteroge-
neous group of cells involved in antigen detection, capture, 
processing, and presentation to T cells. DCs are the major 
cell type expressing germline-encoded immunoreceptors 
(TLRs, C-type lectin-like receptors, Ig-like molecules), and 
they are at the forefront of host defense mechanisms against 
microbial pathogens and altered self-molecules, such as 
those as encountered in virus-infected cells and autoimmune 
and antitumor responses.

Innate Recognition of Microbial 
Pathogens by Toll-Like Receptors

Recognition of Pathogen-Associated 
Molecular Patterns

An essential role of our immune system is to sense and 
protect us from infection by pathogenic microorganisms 
and establish tolerance to self-antigens. One of the most  
important mechanisms that the immune system distinguishes 
“infectious non-self ” from “self ” is the development of rec-
ognition of pathogen-associated molecular patterns (PAMPs).6 
This PAMPs recognition system was first identified in  
Drosophila as Toll, an essential molecule for embryonic pat-
terning, as well as for antifungal immunity.14 The first mam-
malian homologue of Toll was identified as Toll-like receptor  
4 (TLR-4), which was shown to recognize lipopolysaccha-
rides (LPS) from gram-negative bacteria. Signaling TLR-4 

triggers APCs to upregulate MHC class I/class II molecules 
and co-stimulatory molecules, as well as secrete proinflam-
matory cytokines, and therefore enable DCs to activate 
T-cell–mediated adaptive immune responses.15,16 To date, 
10 TLR family members have been found in humans and 12 
TLR family members in mice, which recognize the patho-
gen-associated molecular patterns, including proteins, lipids, 
and nucleic acids.

TLR Structure

TLRs are type 1 transmembrane proteins. The extracellular 
portion of TLRs contains the leucine-rich repeats, which are 
essential for ligand binding. The intracellular portion shares 
a common structure with IL-1 receptor, called the Toll/IL-1 
receptor homologous (TIR) domain, which is critical for signal 
transduction. The TLR genes are dispersed throughout the 
genome, with TLR1 and TLR6 genes on chromosome 4p14, 
TLR2 and TLR3 on 4q3.3-q35, TLR4 on 9q32-q33, TLR5 
on 1q33.3-q42, TLR7 and TLR8 on Xq22, and TLR9 on 
3q21.3.7-9

TLR Subdivision and Ligands

Phylogenetic analyses of the amino acid sequence and 
structure of TLRs, in combination with analyses of TLR 
ligand binding, suggest that TLRs evolved along three 
major pathways (Figure 51-1):
  
 1.  Recognition of nucleic acid: TLR7 and TLR8 rec-

ognize single-stranded viral RNA; TLR9 recognizes 

Figure 51-1 Toll-like receptor (TLR) family subdivi-
sion Phylogenetic analyses of the amino acid sequence 
and structure of TLRs suggest that they are evolved to 
recognize a variety of pathogen-derived signals such as 
microbial nucleic acids, lipids, and proteins.TLR7 (ssRNA)

TLR8 (ssRNA)

TLR9 (CpG-DNA)

TLR5 (Flagellin)
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double-stranded bacterial and viral DNA. TLR3 recog-
nizes  double-stranded viral RNA.

 2.  Recognition of lipid and lipoprotein: TLR4 recognizes LPS; 
TLR1, TLR2, and TLR6 recognize bacterial lipoprotein.

 3.  Recognition of protein: TLR5 recognizes bacterial flag ellin.

Dendritic Cells Link Innate  
and Adaptive Immunity

Dendritic cells are specialized antigen-presenting cells, 
which display an extraordinary capacity to stimulate naïve 
T cells and initiate primary immune responses.11,12 This 
established function of DCs has now offered the hope 
to apply DC-based immunotherapy for cancers. Recent 
studies suggest that DCs also play critical roles in the 
induction of peripheral immunological tolerance, regu-
late the types of T-cell immune responses, and function 
as effector cells in innate immunity against microbes. In 
both humans and mice, DCs can be grouped into two 
major subsets: the myeloid conventional DCs (mDC) and 
the plasmacytoid DCs (pDCs). Both display functional 
plasticity depending on the types of activation signals and 
also their resident microenvironments. However, mDCs 
and pDCs display different sets of TLRs and appear to 
regulate innate and adaptive immunity in different ways 
(Figure 51-2).

Myeloid DCs and Plasmacytoid DCs Express 
Different Sets of TLRs

In humans, mDCs can be identified by CD4+CD11c+lineage 
and pDCs can be identified by CD4+CD11c-lineage-
BDCA-2+ILT7+. Strikingly, whereas mDCs express TLR2, 
3, 4, 5, 6 and 8, pDCs express only TLR7 and TLR9. In 
response to the microbial ligands for TLR2, 3, 4, 5, 6 and 8, 
mDCs produce the TH1 polarizing cytokine IL-12 and cyto-
kines IL-1, IL-6, IL-10, and TNF-α and undergo maturation 
by upregulation of MHC class I/class II and co-stimulatory 
cytokines CD80, CD83, and CD86.10-12 In response to 
microbial ligands for the TLR7 and TLR9 and viral infec-
tion, pDCs rapidly produce massive amounts of type 1 IFNs, 
including IFN-α, IFN-β, and IFN-ω. Therefore, pDCs are 
also known as specialized type 1 IFN-producing cells (IPC), 
which represent the key cell type in antiviral innate immunity. 
pDCs also have the ability to produce IL-6 and TNF-α on 
activation through TLR7 and TLR9 and undergo differentia-
tion into mature DCs that express high MHC class I/class II 
and co-stimulatory molecules CD80/CD86 and acquire the 
ability to prime naïve T-cell activation.10-12

Functional Plasticity of DCs

In humans, DCs were found to display different effector 
functions in directing T-cell responses that are regulated by 

Myeloid DCs (mDC) Plasmacytoid DCs (pDC)
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Figure 51-2 Toll-like receptor (TLR) expression in human dendritic cell subsets Myeloid DCs (mDC) and plasmacytoid DCs (pDC) express 
different sets of TLRs. Whereas mDCs preferentially express TLRs 1, 2, 3, 4, 5, 6, and 8, pDCs preferentially express TLRs 7 and 9. TLR stimulation of both 
DC subsets leads to the upregulation of MHC class I and class II molecules and T-cell co-stimulatory molecules CD80 and CD86. However, the two DC 
subsets express distinct cytokine profiles in response to TLR recognition, with mDCs producing IL-12 and pDCs producing primarily type I interferons.
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the maturation stage of DCs and the maturation signals.11,12 
Whereas mDCs at the mature stage induce TH1 differentia-
tion and strong cytotoxic T lymphocyte (CTL) responses, 
mDCs at the immature stage induce IL-10–producing CD4+ 
and CD8+ regulatory T cells. Two groups of signals were 
shown to stimulate immature mDCs to induce TH1 dif-
ferentiation: (1) LPS derived from gram-negative bacteria 
(TLR4-L), gram-positive bacteria Staphylococcus aureus 
(SAC) (may trigger multiple TLRs), and double-stranded 
viral RNA (TLR3-L); and (2) T-cell signals such as CD40L 
and IFN-γ. Several signals were shown to stimulate imma-
ture mDC to induce TH2 differentiation, including epithe-
lial cell–derived cytokine TSLP and helminth Schistosoma 
mansoni egg antigen.17,18 pDC-derived mature DCs also 
display different effector functions depending on the types 
of differentiation factors. Whereas pDCs activated by IL-3 
and CD40L preferentially promote TH2 differentiation, 
pDCs activated through TLR7 or TLR9 prime naïve T cells 
to produce IFN-γ and IL-10.12

Targeting TLRs on DCs to Induce Effective 
Antitumor Immunity

A major class of adjuvants for vaccines used in humans or 
in experimental animal models are killed microbials or 
 microbial-derived products that trigger different TLRs.19 
The current understanding of TLR biology and DC biol-
ogy reveals that the immune system has been evolved to 
fight against microbial pathogens, but does not have an opti-
mal system for sensing and effectively responding to cancer. 
Therefore, a basic principle of developing a cancer vaccine 
is to instruct DCs to recognize tumor antigens as foreign 
by introducing microbial-derived adjuvants together with 
tumor antigens (Figure 51-3). In animal models, stimula-
tion of TLR9 mainly expressed on plasmacytoid DCs with 
CpGs has been shown to increase the immunogenicity of 
different forms of cancer vaccines, including peptide vac-
cines, DNA vaccines, tumor cell–based vaccines, and DC-
based vaccines.19 Stimulation of TLR4 (mainly expressed 
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Figure 51-3 Generation of antitumor immune responses through dendritic cell–mediated T-cell priming Tumor-associated peptide antigens 
(TAA, red) expressed in the context of surface MHC class I (HLA) molecules on the surface of tumor cells can activate TAA-specific T cells to perform 
cytolytic functions and/or release inflammatory cytokines to further amplify the adaptive immune response. Generation of such tumor-reactive T cells 
requires stimulation of naïve T cells by activated dendritic cells (DCs) expressing both the appropriate TAA and co-stimulatory molecules such as CD86 
and CD70. These signals together lead to the activation, proliferation, and trafficking of TAA-specific T cells to the tumor site, where they can induce 
tumor regressions. Cancer vaccines can introduce TAAs into DCs in several ways, including nucleic acids coding for TAAs, tumor cell lysates, whole TAA 
proteins, or TAA-derived peptides. DCs can then process and present these TAAs to naïve T cells in the context of MHC class I molecules. However, opti-
mal T-cell activation requires the expression by DCs of co-stimulatory ligands for CD27 and CD28, which are known to be upregulated by the combina-
tion of TLR stimulation or interferon-α, along with ligation of the CD40 receptor. Thus, the generation of an optimal antitumor T-cell response requires a 
combination of TAA-specific vaccination with DC activation signals provided by TLR ligands and CD40-specific antibody.
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by mDCs) by MPL, BCG, or murine β-defensin can also 
promote the immunogenicity of cancer vaccines. Several 
studies suggest that the ability of mDCs to present antigens 
and activate antigen-specific T cells can be greatly enhanced 
by activated pDCs through a type-1 IFN-dependent mecha-
nism in both antiviral immune responses and autoimmune 
responses.20 We have shown that pDCs activated by CpG 
promote the ability of mDCs to present melanoma antigens 
to T cells and induce strong tumor-specific CTL responses 
in vitro and in vivo. In addition, pDCs activated by CpG also 
strongly activate NK cells, which kill tumor cells and further 
enhance the ability of mDCs to take up dead tumor cells and 
cross-present tumor antigens to CD8+ T cells.21

The Nature of Antitumor Immunity

T Cells Can Recognize Self-Antigens  
Expressed by Tumors

Over the past 10 years, numerous tumor antigens have been 
described that can be recognized by T cells.22 These have been 
identified by two major methods: (1) molecular cloning using 
tumor antigen–specific T cells derived from cancer patients, 
and (2) analysis of candidate antigens based on gene expres-
sion and molecular profiling of tumors. Many of these antigens 
are expressed on normal tissues and are therefore considered 
to be “self ” antigens. Examples of this class of antigen include 
melanocyte differentiation antigens that are expressed on mela-
noma cells as well as normal melanocytes. These include tyrosi-
nase, MART-1, gp100, and TRP-1.22 Differentiation antigens, 
expressed on tumor as well as the normal tissue of origin, can be 
targeted in immunotherapeutic strategies, as long as the normal 
tissue is nonessential. Mutated antigens, endogenous retroviral 
antigens, and antigens expressed in tumor and testis have also 
been described to be expressed in the context of MHC class I 
and class II molecules, capable of being recognized by CD8+ 
and CD4+ T cells, respectively. Although mutated antigens 
may be more easily recognized than “self ” antigens, it is also 
possible that peripheral tolerance develops against the muta-
tions, because co-stimulation may be absent in tumors, which 
are often present for many years before clinical diagnosis.

Autoimmune Vitiligo and Response  
to Immunotherapy

Because many tumor antigens are also expressed by normal 
host tissues, such as normal melanocytes in the case of mela-
noma antigens, obtaining an effective antitumor immune 
response requires overcoming self-tolerance. Indeed, in some 
settings, effective immunotherapy has been correlated with 

autoimmune responses against host tissues. IL-2, a cytokine 
that can stimulate the proliferation of T cells, can result in 
significant long-lasting regression of disease in some patients 
with metastatic melanoma and renal cell cancer (see later 
discussion). Interestingly, Rosenberg found that whereas 
0 of 104 renal cancer patients treated with high-dose IL-2 
developed vitiligo, the immune destruction of normal mela-
nocytes, 11 of 74 melanoma patients treated with high-dose 
IL-2 developed vitiligo.23 Furthermore, vitiligo was seen 
in 26% of melanoma patients who demonstrated objective 
tumor response to IL-2, whereas no vitiligo was observed in 
patients who did not respond to the IL-2. This suggests that 
tolerance to self-antigens can be overcome in the induction 
of an effective antitumor immune response.

Cancer Vaccines, Cytokines,  
and Immunotherapy

Cytokine Therapy of Cancer

Perhaps the strongest evidence that immune responses can 
result in a significant antitumor effect in patients is the fact 
that a subset of patients with metastatic melanoma can have 
complete tumor regressions and long-term survival follow-
ing the administration of the T-cell growth factor IL-2. Of 
270 patients with metastatic melanoma treated with high-
dose IL-2, 43 (16%) had an objective response (complete or 
partial response).24 More importantly, 60% of those patients 
who achieved a complete response had prolonged disease-
free intervals and long-term survival (more than 10 years). 
This demonstrates that it is possible, by activation of the 
immune system, to induce clinically meaningful responses in 
patients. Future studies are needed to focus on understand-
ing more fully the mechanism of response in patients so that 
improved strategies can be designed that will result in higher 
response rates and improved survival.

Another cytokine with significant clinical activity is 
interferon alpha, a type I interferon that is normally produced 
by plasmacytoid dendritic cells following viral infections. In 
randomized trials, high-dose interferon therapy has been 
shown to decrease tumor recurrence and increase survival in 
stage III melanoma patients (following surgical resection of 
tumor-positive lymph nodes).25 Another study investigated 
prognostic markers in melanoma patients receiving interferon 
alpha in the adjuvant setting. Patients who developed auto-
antibodies during interferon therapy, including antithyroid, 
antinuclear, or anticardiolipin antibodies, had significantly 
enhanced survival compared to patients who did not develop 
signs of autoimmunity.26 This again highlights the link 
between immunotherapy and autoimmunity as discussed 
earlier. In addition, it suggests that although interferon has 
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pleiotropic effects on tumor and host tissues, such as effects 
on tumor vasculature and direct inhibitory effects on tumor 
proliferation, the mechanism of action in melanoma patients 
is by stimulating antitumor immunity by breaking toler-
ance to self-antigens. This may be due to the effects of type I 
interferons on antigen-presenting cells or T cells. In addition, 
interferon alpha can upregulate MHC molecules on tumor 
cells, thereby rendering them better targets for T cells.

Current Status of Cancer Vaccines

With clear evidence that the immune system can play an 
important role in mediating clinical responses in cancer 
patients, current efforts are focused on developing cancer vac-
cines in order to enhance efficacy as well as specificity, because 
nonspecific immune stimulation can result in autoimmunity, 
as discussed. Two major approaches have been pursued in 
cancer vaccine strategies: the use of whole tumor cells or the 
use of specific tumor antigens (Table 51-1).

Whole-Cell Cancer Vaccine Strategies

Cancer vaccine strategies have been performed using 
derivatives of both autologous and allogeneic tumor cells. 
Although the use of autologous tumor cells is more labor 

intensive, in that vaccines need to be prepared individually 
for each patient, autologous tumor has the advantage of 
containing specific mutations for that patient, which may 
be seen as more foreign compared to shared self antigens. 
Cell lysates fed to autologous dendritic cells, isolation of 
heat shock proteins bound to autologous antigens, and gene 
modification of autologous tumor with immune-enhancing 
cytokines have been evaluated in clinical trials. In murine 
models, transduction of tumor cells to express GM-CSF 
results in enhanced antitumor immune responses against 
parental non-transduced tumor cells.27 Antitumor activity 
of GM-CSF–expressing tumors was found to be dependent 
on host bone-marrow–derived antigen-presenting cells, 
CD1d-restricted NK T cells, CD4+ and CD8+ T cells, and 
antibodies.28,29

Antigen-Specific Vaccine Approaches

As discussed earlier, numerous tumor antigens have now been 
identified that can be recognized by T cells in the context of 
MHC class I and class II molecules. Many of these antigens 
are shared among specific types of tumors, and represent  
a feasible target for vaccine development. Antigen-specific vac-
cine approaches have included the use of specific peptide epi-
topes, whole proteins, and recombinant DNA and viral vaccines. 
The advantage of whole protein and recombinant approaches 

Table 51-1 Advantages and Disadvantages of Various Cancer Vaccine Approaches

Whole-Tumor Vaccines Antigen-Specific Vaccines

Autologous Allogeneic Peptide Whole Protein DNA Recombinant Viral

Advantages

Easily produced X X X

Contains shared antigens, so can be used 
on multiple patients

X X X X X

Contains multiple antigens, including 
unknown antigens

X X

Contains multiple epitopes from the same 
antigen

X X X X X

Contains individual mutated antigens X

Disadvantages

Costly X X X

Needs to be produced for individual 
patients

X

Stimulates a neutralizing antibody X

Low levels of antigen expression X X X

Potentially stimulates competing antiviral 
immune responses

X
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using the entire antigen gene is that multiple class I and class 
II epitopes may be presented.30 However, whole proteins have 
been expensive and challenging to produce clinically, and viral 
vaccines can induce neutralizing antibodies that prevent the 
efficacy of serial doses of vaccine. Peptide vaccines, in combina-
tion with specific adjuvants, have demonstrated potential clini-
cal efficacy in the case of chronic myelogenous leukemia and 
have been the most consistent method of inducing high levels 
of circulating antigen-specific T cells.31,32 However, in the case 
of patients with metastatic melanoma, high levels of tumor-spe-
cific T cells in the blood do not always result in tumor regres-
sion.33 Therefore, future efforts are focused on stimulating 
stronger and more effective T-cell priming through the use of 
specific adjuvants such as TLR agonists, using concepts learned 
from basic studies of antiviral immunity as described earlier. 
This may result in T cells with increased affinity and specific-
ity as well as enhanced memory and effector function. One 
method to more carefully manipulate the specific pheno-
type of tumor-reactive immune cells is to generate and select 
specific T cells in the laboratory followed by reinfusion into 
patients. This is termed adoptive immunotherapy.

Adoptive Immunotherapy of Cancer

One of the most significant recent advances in clinic immu-
notherapy has been the adoptive transfer of tumor-reactive 
lymphocytes. A number of lines of evidence have demon-
strated the clinical effectiveness of this approach, including 
donor-lymphocyte infusion following allogeneic bone marrow 
transplantation, treatment of metastatic EBV-driven lympho-
proliferative tumors, and therapy of metastatic melanoma.34,35

Tumor-Infiltrating Lymphocytes

In the setting of metastatic melanoma, T cells can be found 
at the tumor site (tumor-infiltrating lymphocytes, or TILs) 
that are specific for melanoma antigens, such as MART-1 
and gp100 (Figure 51-4). Because the tumor is growing, 
either these T cells are nonfunctional or the tumor is resistant 
to recognition or lysis. However, when TILs are expanded 
ex vivo and reinfused, clinical regressions are seen in patients 
with metastatic disease. A number of reasons may explain 
the effectiveness of ex vivo expanded lymphocytes compared 
to endogenous T cells. First, large numbers can be generated 
in the laboratory that may be difficult to achieve in vivo. Sec-
ond, expanding the lymphocytes ex vivo takes them out of 
the suppressive tumor microenvironment. Finally, growth 
ex  vivo may allow reactivation of lymphocytes rendered 
anergic or nonfunctional by in vivo toleragenic mechanisms. 
Initially, transfer of tumor-reactive T cells alone resulted in 
response rates of greater than 20%, but clinical regressions 
were often transient, and it was clear from gene marking 
studies that the T cells did not survive long in vivo.36,37

More recently it was found that transient lympho-
depletion using cytoxan and fludarabine before T-cell infu-
sion resulted in improved response rates and T-cell survival. 
Eighteen of 35 patients (51%) with metastatic melanoma 
exhibited objective responses following lymphodepletion 
and adoptive T-cell transfer.38,39 Substantial numbers of 
infused lymphocytes were found in the circulation in some 
patients more than 2 years after infusion. This dramatic 
improvement following lymphodepletion may be due to a 
number of potential mechanisms including elimination of 
regulatory T cells and enhancement of lymphocyte homeostatic 
proliferation.

Tumor biopsied to harvest
infiltrating T cells

Tumor fragments
incubated with il-2

Tumor-reactive T cells
re-infused into patient

T cells
proliferate

T cells

Cancer
cells
die

Figure 51-4 Expansion of tumor-infiltrating lymphocytes (TILs) from melanoma tumors T cells capable of specifically recognizing tumors 
can be found in some metastatic melanomas. When tumor fragments are cultured in the T-cell growth factor interleukin-2 (IL-2), the T cells expand and 
destroy the tumor cells in vitro. The expanded TIL can then be reinfused into metastatic melanoma patients in combination with interleukin-2.
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Current studies of adoptive immunotherapy are 
focused on optimizing the generation of T cells ex vivo and 
their proliferation in vivo. For example, murine models sug-
gest that proliferation of adoptively transferred T cells can 
be greatly enhanced in vivo by the addition of active immuni-
zation, such as dendritic cell vaccines.40 In addition, signifi-
cant efforts are focused on the introduction of novel genes 
into T cells in order to enhance their ability to recognize, 
migrate to, and eliminate tumor cells. In a recent study, non-
specific peripheral blood T cells were gene modified with a 
 melanoma-specific T-cell receptor and then reinfused into 
melanoma patients. Two patients (of 17) demonstrated 
objective clinical responses, demonstrating that gene modifi-
cation of lymphocytes is a feasible and potentially efficacious 
maneuver, although future studies are focused on enhancing 
the overall response rate.41

Gene-Modified T Lymphocytes

Because tumor-reactive lymphocytes are naturally found 
in melanomas, much of the work in adoptive therapy has 
focused on this disease. Although tumor-reactive lympho-
cytes are rarely found in other common cancers, antibodies 
that recognize these tumors in a relatively specific fashion 
have been described. Therefore, chimeric receptors have 
been designed using antibody variable regions extracellularly 

fused to T-cell signaling chains intracellularly (Figure 51-5). 
The initial studies demonstrated the ability to redirect T-cell 
specificity in vitro against ovarian cancer.42 Lysis of ovarian 
cancer cells by human lymphocytes redirected with a chime-
ric gene composed of an antibody variable region and the Fc 
receptor gamma chain, but subsequent receptors have been 
designed that recognize human immunodeficiency virus 
(HIV) as well as a number of other tumor types.43-45

Besides redirecting T-cell recognition, the introduc-
tion of novel genes into effector lymphocytes may be used 
to enhance other functional properties, such as T-cell migra-
tion to the site of tumor and activation status. For example, 
Kershaw and colleagues introduced the chemokine receptor 
gene CXCR2 into T cells and demonstrated the ability of 
these modified cells to migrate toward chemokines pro-
duced by tumor cells.46 In addition, receptor genes have been 
introduced with signaling chains containing co-stimulatory 
sequences in order to enhance T-cell activation.47

In summary, the infusion of tumor-reactive, ex  vivo 
expanded T cells has clearly demonstrated the effectiveness 
of T-cell–mediated immunity in the treatment of patients 
with metastatic cancer. Future studies will focus on enhanc-
ing response rates through generation of T cells with greater 
activity and ability to migrate to tumor, durability of response 
by improved maintenance of T cells in vivo, and the use of 
T cells in nonmelanoma tumors by redirecting cells with 
native T-cell receptor or novel chimeric receptor genes.
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Figure 51-5 Insertion of genes into lymphocytes to enhance antitumor properties Genes can be inserted into T cells using retroviral vectors. 
These genes can endow the T cells with novel properties. Using genes encoding tumor antigen-specific T-cell receptors (TCRs) or chimeric antibody/ 
T-cell receptor genes, T cells can gain the ability to recognize new targets. Using co-stimulatory receptor genes, T-cell activation can be further 
enhanced. Finally, introducing chemokine receptor genes into T cells can enhance T-cell migration to tumor sites.
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Immune Regulatory Cells and Molecules 
in Human Cancer

Immunoregulatory cells and molecules are natural mecha-
nisms that the immune system uses to prevent autoimmune 
destruction. Tumors often exploit these mechanisms to 
evade antitumor immunity, and several have been reported 
to be upregulated in human malignancy, including gastric 
cancer, ovarian cancer, melanoma, Hodgkin’s disease, and 
kidney cancer (Table 51-2).

Regulatory T Lymphocytes in Human Cancer

CD4+D25+, naturally occurring regulatory T cells (Treg), 
constitute 5% to 10% of peripheral CD4+ T cells, which 

play an essential role in the active suppression of autoimmu-
nity in both humans and rodents. Treg appear to differenti-
ate as a unique T-cell lineage in the thymus from immature  
T cells expressing T-cell receptor (TCR) with medium to 
high affinity for self-antigens, which depends on IL-2 and  
co-stimulatory molecules provided by activated APCs.48-52 
Foxp3, a member of the forkhead transcriptional factor 
family, has been demonstrated to be the master regulator of 
Treg development in the thymus, as well as Treg suppressive 
function. Increasing evidence suggests that tumor-specific 
Treg exist and play an essential role in immune tolerance 
to tumors and thus represent a major hurdle for antitu-
mor immunotherapy. In addition, the tumor microenviron-
ment appears to be the site where tumor-specific infiltrating  
T cells are actively converted into tumor-specific Treg.

53

Melanoma is perhaps the most immunogenic of solid 
tumors, as melanoma-specific CD4+ and CD8+ T cells can 
be isolated directly from tumor deposits. Yet the tumor 
metastases grow unabated, thereby implying that immune 
regulatory mechanisms may be preventing full activation and 
effector function by tumor-infiltrating T cells. Although it 
is not clear why melanoma-specific T cells found in tumor 
deposits are not functioning to eliminate the tumor in vivo, 
a number of studies have been performed in melanoma 
patients to help provide some insight into potential regula-
tory pathways that are active.

Indeed, CD4+CD25+ Treg have been isolated from 
melanoma deposits, and in fact some Treg lines have been 
found to be specific for LAGE-1 and ARCT1, expressed 
by melanoma cells.54,55 In a DC melanoma vaccine study, 
Chakraborty and colleagues found that vaccine-induced 
specific CTL responses declined by day 28, and this was 
associated with expansion of CD4+CD25+IL-10+ T cells.56 
CD4+CD25+ FoxP3 expressing cells were also found to be 
overrepresented in melanoma lymph-node metastases.57 
This may represent a mechanism by which tumors escape 
the immune system by first generating immunosuppression 
at the local lymph-node site.

Besides CD4+CD25+ Treg, melanoma cells them-
selves may produce factors or express receptors that can 
either induce regulatory immune cells or suppress effector T 
cells directly. For example, melanoma cells have been found 
to express IL-10, which is capable of inducing Tr-1 cells, 
another CD4+ regulatory cell type that can induce T-cell 
anergy and suppression of immune responses, primarily via 
the production of high levels of IL-10 and TGF-β.58,59

A significant body of work has been performed in 
evaluating the cellular infiltrate of ovarian cancer. Zhang and 
co-workers performed immunohistochemical analysis of 
186 advanced-stage ovarian cancer patients and found that 
the 5-year survival was 38% for patients whose tumors were 
infiltrated by CD3+ T cells versus 4.5% for patients with 

Table 51-2 Potentially Targetable Immunoregulatory Molecules

Molecule Cellular Expression Mechanism of Action

CTLA-4 Helper T
Cytotoxic T

Provides co-inhibitory  
signaling during naive 
T-cell priming

Treg Induces local tryptophan 
metabolism by DCs, 
directly inhibits T cells

Membrane Bound

PD-1 Helper T
Cytotoxic T

Inhibits T-cell proliferation, 
cytokine production, and 
cytotoxicity

IL-10 Tumor
Tri

Regulates growth and differ-
entiation of a wide variety 
of immune cells

IL-13 iNKT Induces immature myeloid 
cells to produce TGF-β

TGF-β Tumor
Tr1, Treg

Directly suppresses prolifer-
ation of antigen-activated 
T cells

Immature myeloid

Soluble

VEGF Tumor Blocks DC differentiation 
and maturation, leading 
to accumulation of iDC 
and iMC

IDO Tumor
Dendritic

Depletes local trypto-
phan, inhibiting T-cell 
proliferation

ARG1 Tumor
Immature myeloid

Depletes local arginine, 
inhibiting CD3f expression 
and T-cell activation

iNOS Tumor
Immature myeloid

Generates nitric oxide, 
inhibiting T-cell prim-
ing, proliferation, and 
cytotoxicity
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an absence of intratumoral T cells.60 T-cell infiltration was 
associated with increased interferon-γ, interleukin-2, and 
specific chemokines within the tumor. However, another 
group found that not all CD3+ T-cell subpopulations were 
favorably correlated with outcome in ovarian cancer patients. 
Accumulation of CD4+CD25+ Treg cells in ovarian can-
cer was found to predict decreased survival for both stage 
III and stage IV patients.61 Wolf and associates confirmed 
and extended these findings by demonstrating that quan-
titative FoxP3 levels of ovarian biopsies by real-time PCR 
could identify a patient subgroup with decreased overall sur-
vival.62 Finally, Sato and colleagues found that ovarian cancer 
patients with a higher CD8+/Treg ratio in tumor tissue had 
an increased survival.63 Together, these studies suggest that 
effector T cells play an important role in mediating an anti-
tumor immune response in ovarian cancer patients, whereas 
Treg negatively influences this response. This implies that 
strategies to enhance tumor-specific CD8+ T cells while 
decreasing Treg may be effective in improving the outcome 
for ovarian cancer patients.

Myeloid-Derived Suppressor Cells  
in Human Cancer

There is accumulating evidence that progressive tumor 
growth is correlated with an increased frequency of 
immature myeloid cells (iMC) and immature DCs (iDC) 
in the tumor microenvironment, which can inhibit the 
function of tumor-specific T lymphocytes.64-66 These 
immature myeloid cells can be induced by tumor-
derived factors such as vascular endothelial growth fac-
tor (VEGF), macrophage colony-stimulating factor, 
IL-6, granulocyte-macrophage colony-stimulating fac-
tor, IL-10, and gangliosides. The proangiogenic cytokine 
VEGF is a major contributor to immune suppression, and 
tumors often produce large quantities of VEGF that can 
be detected in the serum of cancer patients.67,68 In vitro 
studies have shown that VEGF can block DC maturation, 
leading to the production of iMCs; conversely, blocking 
VEGF promotes normal DC differentiation and enhances 
antitumor function.69

Tumors from patients with cancer often contain iDCs 
with reduced T-cell stimulatory capacity, often expressing low 
levels of the co-stimulatory molecules CD80 and CD86; fur-
ther, they fail to upregulate them even in the presence of DC 
maturation factors.70,71 Increased levels of circulating imma-
ture myeloid cells have also been observed in the peripheral 
blood of patients with lung, breast, head and neck, and esoph-
ageal cancer.65,72 Importantly, patients with cancer often show 
a significant reduction in normal circulating levels of mature 
DCs that can be reversed on surgical removal of tumors.73,74 

Thus, abnormal differentiation and maturation of DCs 
in vivo, mediated by tumor-derived soluble factors, likely play 
a substantial role in preventing the effective priming of a 
productive, T-cell–mediated antitumor immune response. 
Circulating levels of iMCs have been well correlated with 
stage of disease and poorer prognosis, and surgical resection 
of tumors has been shown to decrease the number of periph-
eral blood iMCs in both human and animal models.75-77

Immature MCs mediate their immunosuppres-
sive activity through the inhibition of IFN-γ production 
by CD8+ T cells in response to MHC class I–associated 
peptide epitopes presented on the iMC surface.78 This 
effect requires direct cell-to-cell contact and is mediated 
by reactive oxygen and nitrogen species, such as hydrogen 
peroxide (H2O2) and nitric oxide (NO), secreted by the 
iMCs in close proximity to the T cell.79,80 Although the 
precise mechanism of action on T cells has yet to be fully 
elucidated, there is some indication that iMCs act, in part, 
through downregulation of the CD3ζ chain on respond-
ing CD8+ T cells.81,82 A population of iMCs has been 
described in the peripheral blood of cancer patients having 
high arginase-1 activity capable of depleting local arginine 
levels and down-modulating CD3ζ levels on T cells. Deple-
tion of this iMC subset in vitro restored CD3 expression 
and normal T-cell responses.83,84

In summary, there is evidence to suggest that the balance 
of immature and mature myeloid cells can have a significant 
effect on both naturally occurring and vaccine-induced antitu-
mor T-cell responses. It is becoming increasingly apparent that 
effective cancer immunotherapy may require the correction of 
aberrant myeloid cell differentiation frequently observed in 
tumor-bearing hosts.

Immune Checkpoint Blockade

The development of a new class of effective cancer immuno-
therapy agents has recently become possible because of advances 
in our understanding of T-cell activation and regulation. 
T-cell activation is initiated by interaction of the TCR with 
MHC-bound peptide antigens on APCs (see Figure 51-3). 
However, effective priming of naïve T cells also requires a 
second, co-stimulatory signal mediated by the binding of 
CD28 on the T-cell surface to CD80 or CD86 (Figure 
51-6). These two signals together allow T cells to proliferate, 
acquire antitumor effector functions, and eventually migrate 
to disease sites for tumor-cell killing.85 T-cell activation is 
tightly regulated by a number of inhibitory signals in order 
to avoid prolonged immune responses that can potentially 
damage normal tissues. Inhibitory signals that are intrinsic 
to T cells are known as immune checkpoint molecules, with 
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the most well studied being cytotoxic T lymphocyte–asso-
ciated protein 4 (CTLA-4) or programmed cell death 1 
(PD-1).85,86

CTLA-4 Blockade

CTLA-4 is expressed by activated CD4 and CD8 T cells. 
It is a homologue of T-cell co-stimulator CD28 but has a 
higher binding affinity for its ligands. On T-cell activation, 
signaling pathways lead to the expression of CTLA-4, which 
is then mobilized from intracellular vesicles to the cell sur-
face, where it outcompetes co-stimulator CD28 for binding 
to its ligands. Binding of CTLA-4 to CD86 proteins inter-
rupts CD28 co-stimulatory signals and, as a result, limits 
T-cell responses (see Figure 51-6). In addition to the intrin-
sic restriction of effector T-cell responses due to expres-
sion of CTLA-4 on effector cells, there can also be extrinsic 
restriction of effector T-cell responses due to the expression 
of CTLA-4 on regulatory T cells as well.87-89

Because of the negative regulatory effects of CTLA-4 
on T-cell responses, it was hypothesized that blockade of 
CTLA-4 signaling would potentiate antitumor immune 
responses. Indeed, anti-CTLA-4 antibodies were able to cause 
rejection of syngeneic transplanted tumors in mice.90 These 
preclinical studies led to the development of an antibody to 
block human CTLA-4 (ipilimumab), which was shown in 
Phase III clinical trials to improve overall survival of patients 

with advanced melanoma.91 Initial Phase I and Phase II clinical 
trials in other cancer patients demonstrated that ipilimumab 
treatment could also induce significant antitumor activity.92,93 
Subsequently, a Phase III randomized trial showed that ipi-
limumab improved the median overall survival of advanced 
metastatic melanoma patients by 3.7 months (10.1 vs. 6.4 
months; P = .003).91 However, the most striking feature of this 
study was the fact that nearly a quarter of the patients survived 
longer than 4 years. This trial led to the approval of ipilimumab 
by the U.S. Food and Drug Administration (FDA) in March 
2011 for the treatment of patients with metastatic melanoma. 
Most recently, a second randomized, Phase III clinical trial 
showed that the addition of ipilimumab to standard dacarba-
zine chemotherapy significantly improved overall survival by 
2.1 months in melanoma patients.94 More importantly, anti-
CTLA-4 therapy has demonstrated the long-awaited promise 
of immunotherapeutic agents to elicit durable responses in 
patients with many different types of cancers.

PD-1/PD-L1 Blockade

Another important T-cell checkpoint that can be targeted 
clinically is the interaction of PD-1 and its ligands (see Fig-
ure 51-6). PD-1 is mainly expressed by activated CD4 and 
CD8 T cells, and it has two ligands, PD-L1 and PD-L2, with 
distinct expression profiles.95 PD-L1 is expressed not only 
on APCs, but also on T cells, B cells, and nonhematopoietic 
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Figure 51-6 Immune checkpoint blockade therapies (A) T-cell activation is initiated by the interaction of the T-cell receptor (TCR) with major 
histocompatibility complex (MHC) molecules presenting antigen on an antigen-presenting cell (APC). Optimal activation of the T cell requires addi-
tional signals that are provided by the interaction between CD28 and CD86. (B) T-cell activation is naturally attenuated by upregulation of cytotoxic 
T lymphocyte–associated protein 4 (CTLA-4) on the surface of activated T cells, where it outcompetes CD28 for binding to CD86 on APCs. Additional 
regulation of T-cell activity is also provided by later inhibitory signals through programmed cell death 1 (PD-1), which binds to PD1 ligand 1 (PD-L1). (C) 
Strategies to sustain activated tumor-specific T cells include the use of blocking monoclonal antibodies targeting CTLA-4, PD-1, or PD-L1 to neutralize 
co-inhibitory receptors. Therapeutic antibodies that block intrinsic inhibitory immune checkpoints can allow for sustained T-cell effector responses, 
including increased production of cytokines and cytotoxic function.
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cells, including tumor cells. Expression of PD-L2 is largely 
restricted to APCs, including macrophages and myeloid DCs. 
The role of PD-1 as a negative regulator of T and B cells was 
best demonstrated by the findings that PD-1–deficient mice 
developed significant autoimmunity.96,97 Subsequently, block-
ing antibodies against PD-1 were shown to induce a reduction 
of tumor growth and metastasis in a number of experimen-
tal mouse models.98,99 Consistent with the immune inhibi-
tory role of PD-1/PD-L1/2 signaling, enforced expression 
of PD-L1 on tumor cells caused enhanced tumor growth 
in vivo, which could otherwise be kept in check by T cells. 
Again, this augmentation of tumor growth could be reversed 
with the use of blocking antibodies against PD-L1.100

Consistent with these preclinical studies, a recent Phase 
I clinical trial using an anti-PD-1 antibody (BMS-936558) 
showed an 18% to 28% objective response rate in patients 
with advanced non–small-cell lung cancer (NSCLC), renal 
call carcinoma (RCC), and melanoma.101 In addition, another 
concurrent Phase I trial with anti-PD-L1 antibody demon-
strated an objective response rate of 6% to 17% in patients 
with advanced NSCLC, melanoma, and RCC.102 These 
early-phase clinical studies show a very promising potential for 
employing blocking antibodies against the inhibitory PD-1/
PDL-1/2 signaling pathway in anticancer immunotherapy.

Checkpoint Blockade and the Induction  
of Autoimmunity

As with most experimental cancer therapies, treatment with 
immune checkpoint blockade agents is sometimes associated 
with a distinct set of on-target toxicities due to immune-
related adverse events. For example, among melanoma patients 
treated with ipilimumab, up to 60% of patients manifested 
autoimmune reactions including dermatitis, colitis, hepati-
tis, and hypopituitarism.91 Early recognition, diagnosis, and 
treatment of such drug-induced inflammatory conditions 
with steroids are critical for minimizing the adverse effects 
while maximizing the therapeutic benefits of this promising 
anticancer agent. By contrast, the early Phase I results target-
ing the PD-1 pathway have shown less overall toxicity in can-
cer patients, although future studies are required to confirm 
this. Regardless, investigations into biomarkers/pathways 
that are associated with or predict clinical benefit or toxicities 
will be important as the field of cancer immunotherapy 
moves forward, and recent studies in these areas have been 
promising.103,104 Perhaps future strategies combining check-
point blockade strategies with an effective cancer vaccine may 
skew the immune response toward tumor-specific antigens 
and away from normal tissue-associated self-antigens.

In summary, the recent clinical successes with immune 
checkpoint blockade agents have provided clear data to indi-
cate that the immune system can be harnessed successfully 
to treat cancer and that the exquisite ability of the immune 
response to target tumor-specific antigens, as well as gener-
ate memory cells to thwart recurrences, can lead to durable 
clinical benefit in patients. These exciting study results and 
clinical benefits with anti-CTLA-4 and anti-PD-1 have pro-
vided a strong foundation on which to build for even greater 
success as we determine how to best select patients for treat-
ment and how to combine immunotherapy with other agents 
to increase the number of patients who benefit.

Future Cancer Immunotherapies Will Use 
Basic Principles of Cellular Immunity

Although the adoptive transfer of carefully selected T-cell pop-
ulations or the use of optimized vaccine strategies may allow for 
the presence of more potent T cells in vivo, this must be coupled 
with enhanced conditioning of the immunosuppressive tumor 
microenvironment to allow for both migration and function of 
specific T cells. In successful immune responses against viruses, 
a proinflammatory state exists in the infected site by TLR acti-
vation through specific viral  components, as discussed earlier. 
This inflammation induces the upregulation of specific adhe-
sion molecules on endothelial cells that will in turn mediate 
trafficking of primed T cells into the infected site. In addition, 
the proinflammatory state may enhance effector T-cell func-
tion while limiting the effects of immune regulation. Success-
ful immunotherapy will require a better understanding of the 
interplay between immune-cell subpopulations that results in 
optimal T-cell induction as well as tumor site conditioning that 
will allow for enhanced efficacy of the T cells within the tumor 
microenvironment. Thus, the most effective strategies will 
likely involve combination approaches that aim to boost anti-
tumor T-cell responses while simultaneously blocking immune 
inhibitory pathways. A number of immunosuppressive mecha-
nisms are now targetable, including immune checkpoint block-
ade, depletion of regulatory immune cell subsets, and inhibition 
of oncogenic signaling.105 This multidimensional approach will 
require exploring combinations of new and existing clinical 
agents to determine which are the most effective.

Finally, although many of the initial principles have 
been developed using more immunogenic tumors such as 
melanoma, future goals include the application of these 
same principles to develop successful immunotherapeutic 
approaches against other common cancers such as breast, 
lung, colon, and prostate cancer.
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Therapeutic vaccination for cancer continues to be a major 
approach to the overall immunotherapy of cancer. Histori-
cally, interest in cancer immunology stemmed from the per-
ceived potential activity of the immune system as a weapon 
against cancer cells. In fact, the term magic bullet, commonly 
used to describe many visions of cancer therapy, was coined 
by Paul Ehrlich in the late 1800s in reference to antibodies 
targeting both microbes and tumors. Central to the concept 
of successful cancer immunotherapy are the dual tenets that 
tumor cells express an antigenic profile distinct from their 
normal cellular counterparts and that the immune system 
is capable of recognizing these antigenic differences. Sup-
port for this notion originally came from animal models of 
carcinogen-induced cancer in which it was demonstrated 
that a significant number of experimentally induced tumors 
could be rejected on transplantation into syngeneic immu-
nocompetent animals.1-4 Extensive studies by Prehn on the 
phenomenon of tumor rejection suggested that the most 
potent tumor rejection antigens were unique to the indi-
vidual tumor.5

Since the original reports of Jenner over two centu-
ries ago, prophylactic vaccination against infectious diseases 
has been one of the most influential medical interventions. 
Cancer vaccination, an immunotherapy approach applied to 
patients with established cancer, has tremendous potential 
based on the ability of both T cells and antibodies to specifi-
cally recognize cancer antigens and kill cancer cells express-
ing these antigens. However, at the time of this writing, only 
one human cancer vaccine has received U.S. Food and Drug 
Administration (FDA) approval, despite multiple Phase III 
clinical trials over the past two decades. Despite the clini-
cal failures of cancer vaccines to date, continuing molecular 
definition of tumor-specific and tumor-selective antigens, 
new vaccine platforms that selectively target and activate 
dendritic cells, and preclinical results with combinations 
of vaccination together with other immune modulators 
have generated renewed optimism that cancer vaccination 

will ultimately take its place among the pantheon of cancer 
therapies.

As cancer genetics and genomics have exploded over 
the past decade, it is now quite clear that altered genetic 
and epigenetic features of tumor cells indeed result in a dis-
tinct tumor antigen profile. Overexpression of “oncogenic” 
growth factor receptor tyrosine kinases such as HER2/Neu 
and epidermal growth factor receptor (EGFR) via epigenetic 
mechanisms has provided clinically relevant targets for one 
arm of the immune system—antibodies.6,7 Indeed, mono-
clonal antibodies are the fastest growing single class of can-
cer therapeutics based on successful new FDA approvals. In 
striking contrast, cellular immunotherapy of cancer has been 
quite disappointing in establishing therapeutic success in 
clinical trials to date. Emerging insights about the nature of 
the interaction between the cancer and the immune system 
have led us to understand why cell-based cancer immuno-
therapy approaches such as therapeutic vaccines have been 
less potent against established cancer than originally imag-
ined. In general, we have learned that tumors employ mecha-
nisms of tolerance induction to turn off T cells specific for 
tumor-associated antigens. Oncogenic pathways in tumors 
result in the elaboration of factors that organize the tumor 
microenvironment in ways that are quite hostile to antitumor 
immune responses.

Not only is the cancer capable of inducing potent toler-
ance among tumor-specific T cells, we now know that there are 
distinct forms of inflammatory and immune responses that are 
procarcinogenic. Thus, two frontiers in cancer immunology 
are the elucidation of how the tumor organizes its immune 
microenvironment and the nature of immune responses that 
are anticarcinogenic versus procarcinogenic. As the receptors, 
ligands, and signaling pathways that mediate immune toler-
ance and immune-induced procarcinogenic events are eluci-
dated, these factors and pathways can be selectively inhibited 
by both antibodies and drugs in a way to shift the balance 
to antitumor immune responses. This chapter outlines the 
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major features of tumor–immune system interactions and 
set the stage for molecularly based approaches to manipulate 
immune responses for successful cancer therapy. The clinical 
results over the past few years, particularly with checkpoint 
blockade, validate clinically the tremendous potential of the 
immune system to destroy cancer cells (Figure 52-1).

Indeed, adoptive T-cell transfer trials using ex  vivo 
expanded tumor-specific T cells have demonstrated clear 
proof of the principle that activated tumor-specific T cells 
can induce tumor regressions, even in patients with bulky 
metastatic cancer. Because adoptive T-cell transfer is expensive,  
labor intensive, and extremely difficult to standardize, it 
is an immunotherapy approach that is difficult to broadly 
export. Most cancer immunotherapy efforts, including 
those that involve vaccination, seek to activate and expand 
tumor-specific T cells in  vivo via various manipulations 
involving standardized reagents. The major barriers to be 
overcome are induction of tolerance among tumor-specific 
T cells and a tumor microenvironment that has developed 
to resist infiltration and attack by activated tumor-specific T 
cells. Although these two barriers represent significant hur-
dles to successful cancer immunotherapy, the elucidation of 
specific molecular mechanisms for tolerance induction as 
well as immune inhibition within the tumor microenviron-
ment have led to the generation of specific combinatorial 
approaches to cancer therapy.

Cancer Antigens—the Difference between 
Tumor and Self

Tumors reflect the biologic and antigenic characteristics 
of their tissue of origin but also differ fundamentally from 
their normal-cell counterparts in both antigenic composi-
tion and biologic behavior. Both these elements of cancer 
provide potential tumor-selective or tumor-specific antigens 
as potential targets for cancer vaccination specifically and 
antitumor immune responses in general. Genetic instability, 
a basic hallmark of cancer, is a primary generator of tumor-
specific antigens. The most common genetic alteration in 
cancer is mutation arising from defects in DNA damage 
repair systems of the tumor cell.8-15 Recent estimates from 
genome-wide sequencing efforts suggest that every tumor 
contains a few hundred mutations in coding regions.16 In 
addition, deletions, amplifications, and chromosomal rear-
rangements can result in new genetic sequences result-
ing from the juxtaposition of coding sequences that are 
not normally contiguous in untransformed cells. The vast 
majority of these mutations occur in intracellular proteins, 
and thus the “neoantigens” they encode would not be read-
ily targeted by antibodies. However, the major histocom-
patibility complex (MHC) presentation system for T-cell 
recognition makes peptides derived from all cellular pro-
teins available on the cell surface as peptide MHC com-
plexes capable of being recognized by T cells. Based on 
analysis of sequence motifs, it is estimated that roughly one 
third of the mutations identified from genome sequencing 
of 22 breast and colon cancers16 were capable of binding to 
common human leukocyte antigen (HLA) alleles based on 
analysis of sequence motifs.

In accordance with the original findings of Prehn,5 
the vast majority of tumor-specific antigens derived from 
mutation as a consequence of genetic instability are unique 
to individual tumors. The consequence of this fact is that  
antigen-specific immunotherapies targeted at most truly 
tumor-specific antigens would by necessity be patient specific. 
However, there are a growing number of examples of tumor-
specific mutations that are shared. The three best studied 
examples are the Kras codon 12 G→A (found in roughly 40% 
of colon cancers and more than 75% of pancreas cancers), 
the BrafV599E (found in roughly 70% of melanomas), and 
the P53 codon 249 G→T mutation (found in about 50% of 
hepatocellular carcinomas).17-20 As with nonshared muta-
tions, these common tumor-specific mutations all occur in 
intracellular proteins and therefore require T-cell recogni-
tion of MHC-presented peptides for immune recognition. 
Indeed, both the Kras codon 12 G→A and the BrafV599E 
mutations result in “neopeptides” capable of being recognized 
by HLA class 1– and class II–restricted T cells.21-24

Weaponry
NO, superoxides,
HOCl, H2O2,
FasL, TRAIL,
Perforin,
Granzyme B,
Myeloperoxidase
complement
phagocytes

T cells (TCR) - 1018

Antibodies - 1022

Diversity
Can distinguish a
single methyl group

Specificity

Figure 52-1 The immune system as the perfect anti-cancer 
weapon Shown in the figure is a single cytotoxic T lymphocyte 
specific for a tumor antigen expressed by the tumor cell it is about to 
kill. Although other lymphocytes contact the tumor cell, if they do not 
express a T-cell receptor specific for a peptide derived from a protein 
in the tumor cell and presented on MHC class I, they will ignore the 
tumor cell. Fundamentally, the immune system is endowed with all of 
the assets desired to specifically eliminate cancer cells while having a 
minimal effect on normal cells. The tremendous diversity of T-cell recep-
tors and antibodies affords the adaptive immune system both specificity 
and adaptability. The MHC transport system that carries peptides from 
degraded proteins to the cell surface allows T cells to recognize protein 
antigens expressed anywhere in the cell. In addition, the immune system 
can produce more than 20 cytocidal molecules with diverse mechanisms 
of killing once activated.
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The other major difference between tumor cells and 
their normal counterparts derives from epigenetics.25 Global 
alterations in DNA methylation as well as chromatin struc-
ture in tumor cells result in dramatic shifts in gene expression. 
All tumors overexpress hundreds of genes relative to their 
normal counterparts and, in many cases, turn on genes that 
are normally completely silent in their normal cellular coun-
terparts. Overexpressed genes in tumor cells represent the 
most commonly targeted tumor antigens by both antibodies 
and cellular immunotherapies. This is because, in contrast to 
most antigens derived from mutation, overexpressed genes 
are shared among many tumors of a given tissue origin or 
sometimes multiple tumor types. For example, mesothelin, 
which is targeted by T cells from vaccinated pancreatic cancer 
patients,26 is highly expressed in virtually all pancreatic can-
cers, mesotheliomas, and most ovarian cancers.27,28 Although 
mesothelin is expressed at low to moderate levels in the pleural 
mesothelium, it is not expressed at all in normal pancreatic or 
ovarian ductal epithelial cells.

The most dramatic examples of tumor-selective 
expression of epigenetically altered genes are the so-
called cancer-testis antigens.29 These genes appear to be 
highly restricted in their expression in the adult. Many 
are expressed selectively in the testes of males and are 
not expressed at all in females. Expression in the testis 
appears to be restricted to germ cells, and in fact some 
of these genes appear to encode proteins associated with 
meiosis.30-32 Cancer-testis antigens therefore represent 
examples of widely shared tumor-selective antigens whose 
expression is highly restricted to tumors. Many cancer-
testis antigens have been shown to be recognized by T 
cells from nonvaccinated and vaccinated cancer patients.29 
From the standpoint of immunotherapeutic targeting, a 
major drawback of the cancer-testis antigens is that none 
appears to be necessary for the tumors’ growth or survival. 
Therefore, their expression appears to be purely the conse-
quence of epigenetic instability rather than selection, and 
antigen-negative variants are easily selected out in the face 
of immunotherapeutic targeting.

A final category of tumor antigen that has received 
much attention encompasses tissue-specific antigens shared 
by tumors of similar histologic origin. Interest in this class of 
antigen as a tumor-selective antigen arose when melanoma-
reactive T cells derived from melanoma patients were found to 
recognize tyrosinase, a melanocyte-specific protein required 
for melanin synthesis.33,34 In fact, the most commonly gen-
erated melanoma-reactive T cells from melanoma patients 
recognize melanocyte antigens.35,36 Although one cannot 
formally call tissue-specific antigens tumor-specific, they are 
nonetheless potentially viable targets for therapeutic T-cell 
responses when the tissue is dispensable (i.e., prostate cancer 
or melanoma).

From the standpoint of T-cell targeting, tumor anti-
gens upregulated as a consequence of epigenetic alterations 
represent “self-antigens” and are therefore likely to induce 
some level of immune tolerance. However, it is now clear 
that the stringencies of immune tolerance against differ-
ent self-antigens differ according to tissue distribution and 
normal expression level within normal cells. The mesothe-
lin antigen described earlier is an example. In a recent set of 
clinical pancreatic cancer vaccine studies, mesothelin-specific 
T-cell responses were induced by vaccination with geneti-
cally modified pancreatic tumor cell vaccines, and induction 
of mesothelin-specific T cells correlated with ultimate dis-
ease outcome.37 Given that the immune system is capable 
of differential responsiveness determined by antigen levels, 
it is quite possible to imagine generating tumor-selective 
immune responses against antigens whose expression level 
in the tumor is significantly greater within normal cells in 
the tumor-bearing host. In addition, upregulated antigens 
that provide physiologically relevant growth or survival 
advantages to the tumor are preferred targets for any form of 
therapy because they are not so readily selected out.

Beyond the antigenic differences between tumor cells 
and normal cells, there are important immunologic conse-
quences to the distinct biological behavior of tumor cells 
relative to their normal counterparts. Whereas uncon-
trolled growth is certainly a common biological feature of 
all tumors, the major pathophysiologic characteristics of 
malignant cancer responsible for morbidity and mortality 
are their ability to invade through natural tissue barriers 
and ultimately to metastasize. Both of these characteristics, 
never observed in nontransformed cells, are associated with 
dramatic disruption and remodeling of tissue architecture. 
Indeed, the tumor microenvironment is quite distinct from 
the microenvironment of normal tissue counterparts. One of 
the important consequences of tissue disruption, even when 
caused by noninfectious mechanisms, is the elaboration of 
pro-inflammatory signals. These signals, generally in the 
form of cytokines and chemokines, are potentially capable of 
naturally initiating innate and adaptive immune responses. 
Indeed, the level of leukocyte infiltration into the microenvi-
ronment of tumors tends to be significantly greater than the 
leukocyte component of their normal-tissue counterparts. 
Cancers are therefore constantly confronted with inflamma-
tory responses as they invade tissues and metastasize. In some 
circumstances these inflammatory and immune responses 
can potentially eliminate a tumor—so-called immune sur-
veillance. However, as discussed later, oncogenic pathways in 
the tumor appear to organize the immunologic component 
of the microenvironment in a fashion that not only pro-
tects the tumor from antitumor immune responses but can 
qualitatively shift immune responses to those that actually 
support and promote tumor growth. It is these elements of  
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the cancer–immune system interaction that will be the 
central targets of future immunotherapeutic strategies.

Evidence Pro and Con for Immune 
Surveillance of Cancer

The fundamental tenet of the immune surveillance hypothe-
sis, first conceived nearly a half century ago,38,39 is that a fun-
damental role of the immune system is to survey the body for 
tumors as it does for infection with pathogens, recognizing 
and eliminating them based on their expression of tumor-
associated antigens. In animal models, carcinogen-induced 
tumors can be divided into those that grow progressively 
(termed progressor tumors) and those that are rejected after 
an initial period of growth (termed regressor tumors).1,2 The 
phenomenon of regressor tumors was thought to represent 
an example of the ongoing process of immune surveillance 
of cancer. A corollary to the original immune surveillance 
hypothesis is that progressor tumors in animals (presumed 
to represent clinically progressing cancers in humans) fail to 
be eliminated because they develop active mechanisms of 
either immune escape or resistance.

A fundamental prediction of the immune surveillance 
hypothesis is that immunodeficient individuals would display a 
dramatic increase in tumor incidence. After an extensive analy-
sis of spontaneous tumor formation in immunodeficient nude 
mice, which have atrophic thymi and therefore significantly 
reduced numbers of T cells and T-cell–dependent immune 
responses, no increased incidence of tumors was observed.40-44 
These studies were taken as a major blow to the immune sur-
veillance hypothesis. However, a caveat to the interpretation of 
these results is that nude mice still produce diminished num-
bers of T cells via thymus-independent pathways and therefore 
can mediate some degree of T-cell–dependent immunity. In 
addition, nude mice frequently display compensatory increases 
in innate immunity that, as discussed later, may represent a 
potent form of antitumor immunity and could contribute to 
immune surveillance of cancer.

Epidemiologic studies of patients with heritable immu-
nodeficiencies revealed a significantly increased risk of certain 
cancers that are distinct from the epithelial cancers com-
monly observed in normal immunocompetent adults.45-47 
Many of these cancers are also observed in transplant 
patients on chronic pharmacologic immune suppression as 
well as in patients with human immunodeficiency virus/
acquired immunodeficiency syndrome (HIV/AIDS) whose 
immune system is depressed. The most common cancers in 
these individuals include lymphoblastic lymphomas as well 
as Kaposi’s sarcoma; however, certain epithelial cancers, such 
as stomach cancer, were also observed at increased frequency. 

A unifying theme for the majority of cancers observed in 
immunodeficient individuals is their microbial origin. The 
majority of lymphoblastic lymphomas are associated with 
Epstein-Barr virus (EBV),48 and Kaposi’s sarcoma is a result 
of infection with the herpesvirus KSHV (Kaposi’s sarcoma–
associated herpesvirus).49 Other virus-associated cancers 
such as cervical cancer (from human papillomavirus)50,51 are 
also observed at increased frequency. It is now appreciated 
that stomach cancer is associated with ulcer disease related to 
infection with the bacterium Helicobacter pylori.52 From these 
studies, the notion emerged that immune surveillance indeed 
protects individuals against certain pathogen-associated 
cancers by either preventing infection or altering chronic 
infection by viruses and other microbes that can eventually 
induce cancer. These studies were taken to represent evidence 
that the common non–pathogen-associated cancers most 
commonly seen in adults in developed countries (i.e., pros-
tate cancer, colon cancer, lung cancer, etc.) are not subject to 
immune surveillance.

Two caveats to this interpretation must, however, be 
noted. First, detailed epidemiologic analyses of immuno-
deficient individuals were performed at a time when these 
patients rarely lived beyond their 20s and 30s, when cancer 
incidence normally increases most significantly. It is there-
fore possible that a subtler cumulative increased incidence 
of common non–pathogen-associated cancers would have 
been observed had these individuals lived further into adult-
hood. Indeed, more recent analyses definitively demonstrate 
an increased incidence of some non–pathogen-associated 
cancers, particularly melanoma, in immunodeficient individ-
uals.53 In addition to epidemiologic data, dramatic antidotal 
examples are difficult to ignore. There have been reports that 
patients receiving kidneys from a cadaver donor who had 
been in complete remission from a melanoma before organ 
donation each rapidly developed metastatic melanoma of 
donor origin after the transplant.54-56 These results indicate 
that at least for some non–pathogen-associated tumors, the 
immune system can play a significant role in maintaining 
the micrometastatic disease in a dormant state. Whether 
this principle applies to non–pathogen-associated human 
tumors besides melanoma remains to be demonstrated.

A number of recent studies reevaluating tumor 
immune surveillance in genetically manipulated mice has 
revealed clear-cut evidence that various components of the 
immune system can at least modify, if not eliminate, both 
carcinogen-induced and spontaneously arising cancers. A 
series of studies by Schreiber and colleagues reexamined 
cancer incidence in mice rendered immunodeficient via 
genetic knockout of the RAG2 gene (deficient in both B and 
T cells), the γ-interferon receptor gene, the STAT 1 gene, or 
the type 1 interferon receptor gene.57-59 When these knockout 
mice were either treated with carcinogens or crossed onto 
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a cancer-prone P53 knockout background, the incidence 
of cancers was modestly but significantly increased rela-
tive to nonimmunodeficient counterparts when observed 
over an extended period (longer than 1 year). Transplanta-
tion studies demonstrated that direct γ-interferon insensi-
tivity by the developing tumors played a significant role in 
the defect in immune surveillance. Interestingly, in contrast 
to γ-interferon receptor knockout mice, the mechanism for 
increased tumor incidence in tumors in type 1 interferon 
receptor knockout mice did not involve sensitivity by the 
tumor to type 1 interferons but rather reflected role of the 
type 1 interferons in the induction of innate and adaptive 
immunity. Even animals not crossed onto a cancer-prone 
genetic background or treated with carcinogens devel-
oped an increased incidence of invasive adenocarcinomas 
when observed over their entire life span. Furthermore, 
γ-interferon, RAG2 double knockout mice developed a 
broader spectrum of tumors than RAG2 knockout mice. 
All of the tumors that arise in these genetically manipulated 
immunodeficient animals behave as regressor tumors when 
transplanted into immunocompetent animals. These find-
ings indeed suggest that tumors that arise in immunodefi-
cient animals would have been eliminated had they arisen 
in immunocompetent animals. The relatively subtle effects 
on tumorigenesis, requiring observation over the life span 
of the animal, suggests that the original concept of immune 
surveillance of tumors arising on a daily basis is in fact not 
correct. Instead, it is clear that the presence of a competent 
immune system “sculpts” the tumor through processes that 
have been termed immunoediting.

The immunoediting hypothesis has been somewhat 
controversial, with differing outcomes in different animal 
models. One of the caveats in the interpretation of these 
studies comes from the work of Dranoff and colleagues, who 
studied mechanisms of increased tumor genesis in GM-CSF 
× γ-IFN double knockout mice.60 Although they observed 
an increase in gastrointestinal and pulmonary tumors, they 
noted that such animals harbored infection with a particular 
bacterium not normally observed in immunocompetent 
animals. Maintenance of these double knockout mice on 
antibiotics essentially eliminated the increased rate of tumor 
formation. Thus, it is possible that some of the increased 
tumor rates in genetically immunodeficient animals could be 
related to unappreciated chronic infections that develop in 
these animals, which are not housed under germ-free condi-
tions. Nonetheless, although the classic concepts of immune 
surveillance of cancer remain unsupported by experimental 
evidence, studies on tumorigenesis in genetically manipu-
lated immunodeficient mice indeed suggest that developing 
tumors must actively adapt themselves to their immune 
microenvironment in order to exist within the context of a 
competent immune system.

One of the approaches to test the immune surveil-
lance and immunoediting of endogenously arising tumors 
has been to combine genetically engineered autochtho-
nous tumor models with T-cell receptor transgenic mod-
els expressing defined marked T cells specific for a tumor 
antigen (either the transgenic oncogenic driver protein in 
the tumors or an antigen co-expressed with the oncogenic 
driver). In these models, tumor growth can be monitored 
in immunodeficient versus immunocompetent mice as well 
as expression of the cognate tumor antigen recognized 
by the transgenic T-cell receptor. In such a tumor model 
driven by Kras and p53 loss, tumors emerging in immuno-
competent mice either lost antigen or MHC presentation 
capacity, whereas those emerging in immunodeficient mice 
did not.61 In contrast, in a mouse model of spontaneous 
random oncogene activation, antigen-specific tolerance was 
generated in immunocompetent mice without evidence 
for antigen loss.62 In some models, an intermediate result 
has been observed. For example, endogenous immune 
responses can, under some circumstances, establish an 
equilibrium state with the tumor in which the tumor is 
prevented from outgrowth in immunocompetent mice but 
is not completely eliminated.63 Ultimately, given the model 
dependence of outcome (i.e., tolerance, versus surveillance 
versus editing versus equilibrium) it will be important to 
ascertain which mechanisms are operative in particular 
human cancers.

Immune Tolerance and Immune Evasion—
the Immune Hallmarks of Cancer

Although controversy over the ultimate role of immune 
surveillance in natural modulation of cancer development 
and progression will undoubtedly continue into the future, 
one can summarize the current state of knowledge as sup-
porting the notion that natural immune surveillance plays a 
much smaller role than originally envisioned by Thomas and 
Burnet. However, developing tumors need to adapt to their 
immunologic milieu in a manner that either turns off poten-
tially harmful (to the tumor) immune responses or creates a 
local microenvironment inhibitory to the tumoricidal activity 
of immune cells that could inadvertently become activated in 
the context of inflammatory responses associated with tissue 
invasion by the tumor. These processes—tolerance induction 
and immune evasion—have become a central focus of cancer 
immunology efforts and will undoubtedly provide the criti-
cal information necessary for the development of successful 
immunotherapies that break tolerance to tumor antigens and 
break down the resistance mechanisms operative within the 
tumor microenvironment.
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Evidence from murine tumor systems as well as human 
tumors strongly demonstrates the capacity of tumors to induce 
tolerance to their antigens. This capacity to induce immune 
tolerance may very well be the single most important strategy 
that tumors use to protect themselves from elimination by the  
host’s immune system. Tolerance to tumors appears to oper-
ate predominantly at the level of T cells; B-cell tolerance to 
tumors is less certain because there is ample evidence for the 
induction of antibody responses in animals bearing tumors 
as well as human patients with tumors. However, with the 
exception of antibodies against members of the epidermal 
growth factor receptor family, there is little evidence that the 
natural humoral response to tumors provides significant or 
relevant antitumor immunity. In contrast, numerous adoptive 
transfer studies have demonstrated the potent capacity of T 
cells to kill growing tumors, either directly through cytotoxic 
T lymphocyte (CTL) activity, or indirectly through multiple 
CD4-dependent effector mechanisms. It is thus likely that 
induction of antigen-specific tolerance among T cells is of 
paramount importance for tumor survival.

The first direct evidence for induction of T-cell toler-
ance by tumors was provided by Bogen and colleagues, who 
examined the response of T-cell receptor (TCR) transgenic 
T cells specific for the idiotypic immunoglobulin expressed 
by a murine myeloma tumor.64,65 They first demonstrated 
induction of central tolerance to the myeloma protein fol-
lowed by peripheral tolerance. Using influenza hemaggluti-
nin (HA) as a model tumor antigen, Levitsky and colleagues 
demonstrated that adoptively transferred HA-specific TCR 
transgenic T cells were rapidly rendered anergic by HA-
expressing lymphomas and HA-expressing renal carcino-
mas.66,67 Tolerance induction has been demonstrated in 
both the CD4 and CD8 compartment. In general, initial 
activation of tumor-specific T cells is commonly observed; 
however, the activated state of T cells is typically not sus-
tained, with failure of tumor elimination as a frequent 
consequence. Tolerance induction among tumor antigen–
specific T cells is an active process involving direct antigen 
recognition, although in some murine systems, tolerance to 
tumors appears to be associated with failure of antigen rec-
ognition by T cells—that is, the immune system “ignores” 
the tumor.68,69 Beyond studies on transplantable tumors, 
more recent analyses of immune responses to tumor anti-
gens in tumor transgenic mice developing spontaneous can-
cer have further emphasized the capacity of spontaneously 
arising tumors to induce tolerance among antigen-specific T 
lymphocytes. In a model of prostate tumorigenesis, Drake 
and colleagues evaluated CD4 responses to HA and dou-
ble transgenic animals expressing HA and SV40 T antigen 
under the control of the prostate-specific probasin promoter.70 
The development and progression of prostate tumors did 
not result in enhanced activation of adoptively transferred 

HA-specific T cells. Tolerance to HA as a normal prostate 
antigen occurred largely through ignorance because there 
was no evidence for antigen recognition by HA-specific T 
cells. However, increased recognition was observed on either 
androgen ablation (which causes massive apoptosis within 
the prostate) or development of prostate cancer. Nonethe-
less, enhanced antigen recognition was not accompanied 
by activation of effector functions such as γ-interferon pro-
duction. The consequences of transformation in additional 
tumor transgenic mouse systems have also been analyzed. 
As described earlier, Blankenstein and colleagues found that 
preimmunization of mice against the tumor-associated anti-
gen prevented the development of tumors. However, non-
immunized mice developed spontaneous tumors without 
any significant evidence of natural immune surveillance in 
the absence of preimmunization. They further demonstrated 
that an initial antigen-dependent activation of tumor-specific 
T cells could be observed at the time of spontaneous tumor 
induction, but that this recognition ultimately resulted in an 
anergic form of T-cell tolerance similar to that observed by 
Drake and colleagues in the prostate system.62

The capacity of spontaneously arising tumors to toler-
ize T cells has not been uniformly observed. Ohashi and 
colleagues observed a contrasting result when LCMV GP33-
specific TCR transgenic CD8 T cells were adoptively trans-
ferred into double transgenic mice expressing both SV40 T 
antigen and LCMV GP33 under the control of the rat insu-
lin promoter.71 These animals develop pancreatic islet cell 
tumors that express GP33. These investigators found that 
as tumors progressed in the mice, enhanced T-cell activation 
occurred. CD8 T-cell activation was demonstrated through 
bone marrow chimera experiments to occur exclusively via 
cross presentation in the draining lymph nodes. Despite 
the activation of tumor-specific T cells, the tumors grew 
progressively, indicating that the degree of immune activa-
tion induced by tumor growth was insufficient to ultimately 
eliminate the tumors. These results suggest that developing 
tumors can induce immune responses but may titrate their 
level of immune activation to one that ultimately does not 
keep up with tumor progression. Such a circumstance is 
highly susceptible to the immune editing concept put for-
ward by Schreiber and colleagues in which the tumor edits 
itself genetically to maintain a sufficient level of resistance to 
induced immune responses. In the case of the LCMV GP33 
T antigen transgenic mice, because neither anergic nor dele-
tional tolerance was observed, animals treated with the den-
dritic cell stimulatory anti-CD40 antibody demonstrated 
significant slowing of tumor growth. Thus, it may be pos-
sible under some circumstances to shift the balance between 
tumor immune evasion and tumor immune recognition 
by agents that affect the overall activation state of either  
antigen-presenting cells or T cells (see later discussion).
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It has been more difficult to obtain definitive evidence 
that human cancers tolerize tumor-specific T cells, because 
humans cannot be manipulated the way mice are. How-
ever, T cells that are grown out of patients with cancer tend 
either to be of low affinity for their cognate antigen or to 
recognize antigens that bind poorly to their presenting HLA 
(human MHC) molecule, resulting in inefficient recognition 
by T cells. Recently, a crystal structure of the TCR-peptide-
MHC trimolecular complex has been solved for an MHC 
class II–restricted human tumor antigen.72 Interestingly, 
the orientation of the TCR, which has low affinity for the 
peptide-MHC complex, is distinct from trimolecular com-
plexes for viral (foreign) antigens and is partially similar to 
trimolecular complexes for a self-antigen. Thus, there may 
be fundamental structural features of tumor antigen rec-
ognition that lie between those of foreign antigen and self- 
antigen recognition.

As discussed later, one of the features of the tumor 
microenvironment that is likely central to the capability of 
tumors to tolerize tumor-specific T cells is the immature 
or inactive state of tumor-infiltrating dendritic cells (DCs). 
DCs are the major antigen-presenting cell that presents pep-
tides to T cells to initiate adaptive immune responses. In the 
context of infection, microbial ligands or endogenous “dan-
ger signals” associated with tissue destruction activated DCs 
to a state in which they present antigens to T cells together 
with co-stimulatory signals that induce T-cell activation and 
development of effector function. However, in the absence 
of microbial products or danger signals, DCs remain in an 
immature state in which they can still present antigens to 
T cells but without co-stimulatory signals. These imma-
ture DCs function as “toleragenic” DCs, inducing a state of 
antigen-specific T-cell unresponsiveness (termed anergy). It 
is thought that steady-state presentation of self-antigens by 
immature DCs is an important mechanism of peripheral 
self-tolerance. Thus, if a tumor is able to produce factors that 
inhibit local DCs from becoming activated in response to the 
endogenous danger signals associated with tissue invasion, it 
could shift tumor-specific T cells from a state of activation to 
one of tumor-specific tolerance.

Inhibition of Antitumor Immunity  
by Regulatory T Cells

Over the past 10 years, regulatory T cells (Tregs) have 
emerged as a central player in maintenance of the tolerant 
state as well as general downregulation of immune responses 
to pathogens.73,74 Not surprisingly, they appear to play a role 
in tolerance to tumor antigens as well as the resistance of 
tumors to immune-mediated elimination.75,76 In contrast 

to the ephemeral CD8 suppressor cells of the 1970s that 
failed to withstand experimental scrutiny, the more recently 
defined CD4+ Tregs are characterized by expression of a 
central master regulatory transcription factor—FoxP3—
whose role in the gene expression programs of Treg is being 
actively studied.77 Although CD4+ Tregs selectively (but 
not specifically) express a number of cell-membrane mol-
ecules, including CD25, neuropilin, GITR, and LAG-3,78-

80 their overall genetic program and inhibitory capacity are 
absolutely dependent on sustained expression of Foxp3.81,82 
Mechanisms of immune suppression by Tregs vary and 
include production of inhibitory cytokines such as IL-10 and 
a recently described IL-12 family “hybrid” cytokine, IL-35, 
consisting of the alpha subunit of IL-12 and the beta subunit 
of IL-27.104 In keeping with the emerging appreciation that 
tumors are by nature highly tolerogenic, numerous murine 
studies have demonstrated that Tregs expand in animals 
with cancer and significantly limit the potency of antitumor 
immune responses—either natural or vaccine induced. For 
example, in a study by Sutmuller and colleagues, a combi-
nation of GM-CSF transduced tumor vaccine plus anti-
CTLA-4 antibodies was much more effective at eliminating 
established tumors when animals were treated with anti-
IL-2 receptor alpha antibodies to eliminate CD4+ Tregs.83 
It is now appreciated that treatment with low-dose cyclo-
phosphamide is a relatively simple and reasonably effective 
way to temporarily eliminate cycling Tregs.84-87 This appears 
to be a major mechanism by which pretreatment with low-
dose cyclophosphamide before vaccination can significantly 
enhance the capacity of vaccines to break tolerance. As new 
cell membrane molecules that define Tregs are identified, the 
capacity to block regulatory T-cell activity with antibodies 
to these molecules presents new opportunities for immuno-
therapeutic strategies to break tolerance to tumor antigens. 
Because of their unusually high constitutive expression of 
high-affinity IL-2 receptors, IL-2 receptor–targeted anti-
bodies and toxin-conjugated IL-2 molecules have been used 
therapeutically to eliminate Tregs in cancer patients.88 This 
continues to be pursued, although its ultimate value will 
likely come through combination of Treg elimination with 
other immunotherapy strategies such as vaccination and 
checkpoint inhibition (see later discussion).

Suppression of Antitumor Immunity  
by Immature Myeloid Cells in the  
Tumor Microenvironment

As shown in Figure 52-2, the tumor microenvironment 
contains multiple inhibitory cells and molecules. Immature 
myeloid cells (iMCs),89,90 often termed myeloid-derived 

https://CafePezeshki.IR



V. Molecular Basis of Cancer Therapy716

suppressor cells (MDSCs),91-94 represent a cadre of myeloid 
cell types, somewhat overlapping with tumor-associated 
macrophages (TAMs), which share the common feature of 
inhibiting both the priming and effector function of tumor-
reactive T cells. It is still not clear whether these myeloid cell 
types represent distinct lineages or different states of the 
same general immune inhibitory cell subset. In mice, iMCs 
and MDSCs are characterized by coexpression of CD11b 
(considered a macrophage marker) and Gr1 (considered a 
granulocyte marker) while expressing low or no MHC class 
II or the CD86 co-stimulatory molecule. In humans, they 
are defined as CD33+ but lacking markers of mature mac-
rophages, DCs, or granulocytes and are DR−. A number of 
molecular species produced by tumors tend to drive iMC/
MSC accumulation. These include IL-6, CSF-1, IL-10, and 
gangliosides. IL-6 and IL-10 are potent inducers of STAT3 
signaling, which has been shown to be important in iMC/
MDSC persistence and activity.

In addition to inhibitory cytokine production, myeloid 
cells of multiple type in the tumor microenvironment 
express a number of enzymes whose metabolic activity ulti-
mately results in inhibition of T-cell responses within the 
tumor microenvironment. These include the production of 
reactive oxygen species (ROS) and/or reactive nitrogen spe-
cies (RNS). Nitric oxide (NO) production by iMC/MDSC 
as a result of arginase and iNOS activity has been well docu-
mented, and inhibition of this pathway with a number of 
drugs can mitigate the inhibitory effects of iMC/MDSC. 
ROS, including H2O2, have been reported to block T-cell 
function associated with the down-modulation of the ζ 

chain of the TCR signaling complex,95 a phenomenon well 
recognized in T cells from cancer patients and associated 
with generalized T-cell unresponsiveness.

Another mediator of T-cell unresponsiveness associated 
with cancer is the production of indoleamine 2,3-dioxygenase  
(IDO).96 IDO appears to be produced by DCs either within 
tumors or in tumor-draining lymph nodes. Interestingly, 
IDO in DCs has been reported to be induced via back-
ward signaling by B7-1/2 on ligation with CTLA-4.97,98 
The major IDO-producing DC subset is either a plasma-
cytoid DC (PDC) or a PDC-related cell that is B220+99; 
however, IDO has been subsequently shown to be expressed 
by  multiple cell types in the immune microenvironment, 
 including tumor cells themselves.100 IDO appears to inhibit 
T-cell responses through catabolism of tryptophan. Acti-
vated T cells are highly dependent on tryptophan and are 
therefore sensitive to tryptophan depletion. Thus, Munn 
and Mellor have proposed a bystander mechanism, whereby 
DCs in the local environment deplete tryptophan via IDO 
upregulation, thereby inducing metabolic apoptosis in 
locally activated T cells.96 IDO has two isoforms, IDO-1 
and IDO-2, encoded by distinct genes. The role of IDO-2 
in human cancer is still unclear; a major IDO-2 polymor-
phism in humans encodes an inactive enzyme. A second 
tryptophan-metabolizing enzyme is TDO (tryptophan 
dioxygenase), which is upregulated commonly in human 
cancers—this may inhibit antitumor responses within the 
microenvironment similarly to IDO.101 Finally, there has 
been greater appreciation that a major product of IDO and 
TDO metabolism of tryptophan—kynurenine—has potent 

Figure 52-2 The immune microen-
vironment of a tumor expresses 
multiple molecules that inhibit 
immune responses Immune inhi-
bition in the tumor microenviron-
ment is mediated by upregulation of 
ligands that bind inhibitory recep-
tors on helper T cells and cytotoxic 
T cells. Multiple immune inhibitory 
cells, such as myeloid-derived sup-
pressor cells (MDSC) and regulatory 
T cells (Treg), as well as the tumor, 
express these inhibitory ligands. 
In addition, metabolic enzymes, 
such as IDO, consume nutrients 
critical for effector T-cell function 
and produce products inhibitory to 
T-cell activation. Expression of the 
molecules is driven by signaling 
pathways, such as Stat3, that are 
upregulated in many tumor types. 
Most of these inhibitory molecules 
are “druggable” with either small 
molecules or antibodies.

        Stat3

Raf/MEK

Stat3

Tumor

DC/M

maturation

Stat3

degranulation
granulocytegranulocyte

NK

Stat3
Lytic

activity

LAG-3

CD4 T cell

     Treg

MSC

B7-H1
 B7-H4

B7-H1

B7-H4

A2aR

IL10,
TGF� Th1 Foxp3

Stat3
IDO
Arginase

PD-1
 LAG-3

PD-1

CTLA-4

Blocking antibodies

Drug inhibitors

TGF�

adenosine

Tumor-
specific

CTL

VEGF, IL-6, IL-10, IL-11VEGF, IL-6, IL-10, IL-11

https://CafePezeshki.IR



Cancer Immunotherapy with Vaccines and Checkpoint Blockade 717

effects on T-cell differentiation. Under some circumstances, 
kynurenine can promote Treg development,102 and under 
other circumstances, it can promote development of a class 
of a subset of T cells termed Th17,103 known for its pro-
duction of IL-17 and for its procarcinogenic properties (see 
later discussion). Ultimately, the relative role of tryptophan 
depletion versus kynurenine production in modulating the 
immune microenvironment remains to be determined.

A major inhibitory cytokine produced by iMC/MSC 
and by many other cell types that has been implicated in 
blunting antitumor immune responses is transforming 
growth factor beta (TGF-β), which is produced by a vari-
ety of cell types, including tumor cells, and which has pleio-
tropic physiological effects. For most normal epithelial cells, 
TGF-β is a potent inhibitor of cell proliferation, causing cell 
cycle arrest in the G1 stage.104 In many cancer cells, however, 
mutations in the TGF-β pathway confer resistance to cell 
cycle inhibition, allowing uncontrolled proliferation. In addi-
tion, in cancer cells, the production of TGF-β is increased 
and may contribute to invasion by promoting the activity of 
matrix metalloproteinases. In  vivo, TGF-β directly stimu-
lates angiogenesis; this stimulation can be blocked by anti-
TGF-β antibodies.105 A bimodal role of TGF-β in cancer 
has been verified in a transgenic animal model using a kera-
tinocyte-targeted overexpression.106 Initially, these animals 
are resistant to the development of early-stage or benign skin 
tumors. However, once tumors form, they progress rapidly 
to a more aggressive spindle-cell phenotype. Although this 
clear bimodal pattern of activity is more difficult to identify 
in a clinical setting, it should be noted that elevated serum 
TGF-β levels are associated with poor prognosis in a num-
ber of malignancies, including prostate cancer,107 lung can-
cer,108 gastric cancer,109 and bladder cancer.110

From an immunological perspective, TGF-β pos-
sesses broadly immunosuppressive properties, and TGF-β 
knockout mice develop widespread inflammatory pathology 
and corresponding accelerated mortality.111 Interestingly, a 
majority of these effects seem to be T-cell mediated, as tar-
geted disruption of T-cell TGF-β signaling also results in a 
similar autoimmune phenotype.112 Recent experiments by 
Chen and colleagues rather convincingly demonstrated a 
role for TGF-β in Treg-mediated suppression of CD8 T-cell 
antitumor responses.113 In these experiments, adoptive 
transfer of CD4+ CD25+ Treg inhibited an antitumor CD8 
T-cell effector response, and this inhibition was ameliorated 
when the CD8 T cells came from animals with a dominant 
negative TGF-β1 receptor.

Beyond inhibitory cytokines and immune inhibitory 
metabolic enzymes, the therapeutically most relevant inhibi-
tory pathways in the tumor microenvironment are the so-
called checkpoints. Immune checkpoints generally refer to 
membrane ligands that interact with inhibitory receptors 

on lymphocytes (see later discussion). Many of the check-
point ligands are upregulated in the tumor microenviron-
ment, either by tumor cells themselves or by myeloid cells 
within the tumor stroma. The best studies of the checkpoint 
ligands fall into the B7 family (discussed later), but a number 
of additional checkpoint ligands do not. Because activated T 
cells commonly express cognate inhibitory receptors, they are 
inhibited from mediating antitumor responses, even if they 
enter the tumor in an activated state. Antibodies against two 
checkpoint receptors, CTLA-4 and PD-1, as well as against 
the major PD-1 ligand, PD-L1 (B7-H1), have demonstrated 
clinical success and are transforming cancer immunotherapy 
into an accepted cancer treatment modality. These and other 
checkpoints of potential relevance in tumor immune evasion 
are covered in the last sections of this chapter.

Therapeutic Cancer Vaccines

Therapeutic vaccines, initially introduced a half century ago, 
are the most investigated approaches to cancer immunother-
apy. Although they are often lumped under one term, the 
diversity of cancer vaccine formulations is enormous, rang-
ing from cell lysate vaccines, to genetically engineered whole-
cell–based vaccines, to dendritic cell vaccines, to peptide- or 
protein-based vaccines, to engineered viral and bacterial vac-
cines. The activity in cancer vaccine development translated 
into many clinical trials beginning in the 1980s and continu-
ing today. As discussed next, newer generations of vaccine 
design that incorporate scientific principles of dendritic cell 
biology and T-cell activation are demonstrating more signifi-
cant clinical benefit after an initial run of failed randomized 
trials.

Dendritic Cells—The Key Target  
of Cancer Vaccines

The central theme among cancer vaccination strategies 
is enhancement of modulation of antigen-presenting cell 
(APC) function. This is based on the concept that the quan-
titative and qualitative characteristics of T-cell responses to 
antigen depend on the signals they receive from the APC. 
Among the major bone marrow–derived APC subtypes (B 
cells, macrophages, and dendritic cells), the DC has emerged 
as the most potent APC type responsible for initiating 
immune responses.114,115 As described earlier, DCs associ-
ated with cancer have altered properties that result in failure 
to activate T cells optimally. Cancer vaccines in essence seek 
to skew the function of DCs toward the generation of effec-
tor T-cell responses.
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As virtually all phases of DC differentiation and func-
tion can be modulated by engineered vaccines, it is impor-
tant to understand the molecular signals that regulate their 
role in activation of T-cell–dependent immunity. At sites 
of infection and inflammation, bone marrow–derived pro-
genitor cells respond to both proliferative and differentiation 
signals. GM-CSF and other cytokines such as FLT-3L and 
IL-4 serve as mitogenic or comitogenic factors that induce 
an intermediate stage of DC differentiation, characterized 
by efficient antigen uptake and processing.116-120 Once they 
have ingested antigens at inflammatory sites in the tissue, 
immature DCs differentiate in response to a number of 
distinct “maturation” signals. Although many diverse mole-
cules induce DC maturation, most appear to signal DCs via 
binding to two classes of receptors—the Toll-like receptors 
(TLR) and the TNF receptor (TNFR) family. TLRs are 
“pattern recognition receptors” (PRR), which bind common 
chemical moieties expressed by pathogens termed pathogen-
associated molecular patterns (PAMPs) such as lipopolysac-
charide (LPS) and unmethylated CpG DNA sequences.121 
The two best characterized endogenous DC maturation 
factors are TNF-α itself and CD40L.122-124 In addition to 
TLRs, intracellular PRRs, including PKR, RIGI, MDA-5, 
and NOD1/2, recognize PAMPs from intracellular bacteria 
and viruses that invade the cytosol.125-127

Maturation of DCs, which occurs as they traffic to 
draining lymph nodes, is characterized by transport of pep-
tide-MHC complexes to the cell surface.128,129 In addition 
to provision of high densities of peptide-MHC complexes 
for T-cell stimulation (termed signal 1), DCs regulate T-cell 
activation and differentiation through the provision of co-
stimulatory signals in the form of cytokines, such as IL-12, 
and membrane-bound ligands of the B7 and TNF family 
(collectively termed signal 2). The ever-expanding panoply 
of co-stimulatory signals used by DCs to instruct T cells 
as to their pathway of differentiation and effector function 
defines a high degree of complexity to the communications 
that occur between APC and T cell. When immature DCs 
present antigens to T cells in the absence of co-stimulatory 
signals, the outcome is tolerance induction (Figure 52-3). 
This is a normal mechanism for the maintenance of tolerance 
to self-antigens. It is also a mechanism by which tumors can 
induce immune tolerance to their own antigens. As discussed 
throughout this chapter, tumor-induced immune tolerance is 
a major barrier to successful vaccination of established can-
cers. Each of the molecular events involved in proliferation, 
antigen presentation, and co-stimulation represents potential 
targets that are being exploited in the design of immunother-
apy approaches.

Prior to the molecular identification of tumor-specific 
antigens, investigators used tumor cells themselves as a 
source of tumor antigen (Table 52-1). Efforts to modify 

tumor cells as vaccines date back roughly half a century. 
Whole-cell tumor vaccines have been generated through 
mixing with adjuvants aimed at enhancing “immunogenicity” 
of tumor-specific or tumor-selective antigens incorporated 
therein, with clinical testing of these mixtures dating back 
to the 1980s.130-134 Another approach has been to hapten 
modify whole tumor cells with chemicals such as dinitro-
phenol135 or infect them with a virus.136 The general con-
cept is that increasing the immunogenicity of tumor cells 
using either adjuvants or expression of foreign antigens will 
enhance immune responses to the endogenous tumor anti-
gens, thereby allowing the immune system to kill metastatic 
tumor deposits.

More recently, a new era in genetically engineered 
whole-cell vaccination has involved the modification of tumor 
cells through the transfer of genes encoding cell membrane 
immunostimulatory molecules or cytokines. Although most 
of the clinical activity related to adjuvanted whole-cell vac-
cines is diminishing significantly, active clinical investigation 
continues for cytokine gene-modified whole-cell vaccines, 
particularly with the GM-CSF gene (described later). Adju-
vanted whole-cell tumor vaccines have been tested exten-
sively in patients with melanoma, renal cell carcinoma, and 
colorectal carcinoma. Most of these vaccine strategies have 
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Figure 52-3 Dendritic cells can mediate immune tolerance or 
immune activation Dendritic cells (DCs), the sentinels of the immune 
system, develop from hematopoietic progenitors under the influence of 
cytokines such as granulocyte macrophage colony-stimulating factor 
(GM-CSF). In the presence of microbial infections, certain microbial prod-
ucts such as lipopolysaccharide (LPS)—often called danger signals—
bind sensing molecules on the DC surface, phagosome or cytosol. This 
induces expression of high levels of MHC molecules and co-stimulatory 
molecules that aid in activation of T cells specific for ingested antigens. 
In the absence of these danger signals, DCs can also present antigens to 
T cells, but in the absence of co-stimulatory molecules. These DCs also 
express high levels of co-inhibitory molecules for so-called checkpoint 
receptors on T cells. The result is that T cells become refractory to 
activation, a state referred to as anergy. In some cases, anergic T cells 
die. Either of these fates generates immune tolerance specific for those 
antigens.
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involved the co-injection of either autologous or allogeneic 
tumor cells with adjuvants such as bacille Calmette-Guérin 
(BCG) and Corynebacterium parvum.130-134,137 Although  
BCG and C. parvum were long known to represent reasonable 
vaccine adjuvants for the generation of antibody responses, a 
limitation of this vaccination approach has been their rela-
tively poor capacity to generate T-cell responses, particularly 
in the face of established tolerance. Initially, nonrandomized 
clinical trials were performed that demonstrated hints of 
promise. In some of these studies that reported antitumor 
responses, the responses were shown to correlate with the 
return of delayed-type hypersensitivity (DTH) responses to 
recall antigens and more importantly with the development 
of DTH responses to autologous tumor cells.

The application of BCG-adjuvanted tumor cell vac-
cines to patients with bulky metastatic cancer demonstrated 
an insignificant clinical response rate. However, given the 
plethora of studies in animal models suggesting that cancer 
vaccination might be more effective in the setting of mini-
mal residual disease, a number of studies employing BCG-
adjuvanted tumor vaccines in clinical trials were undertaken 
in the minimal residual disease setting after resection of the 
primary tumor. Initial enthusiasm for a BCG-adjuvanted, 
autologous colon cancer vaccine in patients with resected 
stage II/III colon cancer138 as well as a melanoma vaccine 
consisting of a mixture of irradiated allogeneic human mela-
noma lines with BCG used in melanoma patients with stage 
III and resected stage IV disease139 was based on Phase II 
studies and limited single-institution Phase III studies. The 
concern in the interpretation of clinical outcomes of these 
Phase II studies is that it was unclear whether the untreated 
“historical controls” were truly comparable to the population 
of patients treated in the Phase II studies. In the absence of 

careful case-controlled comparisons, the ultimate acceptance 
of these vaccines depended on pivotal randomized Phase III 
studies in which both progression-free survival and overall 
survival were the relevant clinical endpoints. In the case of 
the autologous BCG-adjuvanted colon cancer vaccine, an ini-
tial randomized single-institution study in The Netherlands 
claimed a longer overall survival in patients with stage II but 
not stage III colon cancer.140 Unfortunately, these findings 
were not reproduced in expanded multicenter trials, possibly 
owing in part to technical difficulties in consistent autolo-
gous tumor preparation as part of the patient-specific vac-
cine formulation.141 After 20 years of Phase I and II studies 
with an allogeneic BCG-adjuvanted melanoma vaccine, a 
randomized Phase III clinical trial of BCG-adjuvanted allo-
geneic melanoma cells versus BCG control demonstrated 
no evidence of enhanced overall survival for the BCG plus 
tumor vaccine arm.142 Although the Phase II studies claimed 
to have demonstrated significant survival benefit relative to 
case-matched controls, the case-matched controls dem-
onstrated suspiciously short overall survival times relative 
to melanoma patients of similar stage from multiple other 
clinical studies. There were encouraging reports of responses 
to vaccination with BCG-adjuvanted DNP-modified allo-
geneic melanoma vaccines.143 However, definitive random-
ized Phase III trials have not been completed at the time of 
this writing. Although a number of these studies reported 
that patients with enhanced DTH responses post vacci-
nation had better disease outcomes than patients who did 
not, these studies were largely devoid of analyses of antigen-
specific T-cell responses, and it is unclear whether the asso-
ciation between DTH responses and enhanced survival had 
anything to do with the vaccination. A similar fate befell 
the melanoma vaccine Melacine, a mixture of lysates from 

Table 52-1 General Formulations for Cancer Vaccines

Vaccine Type Advantages Disadvantages

Cell-based vaccines

 Autologous
 Allogeneic

Highly polyvalent antigenic content
Vaccine antigens match those of patient’s tumor
Generic vaccine for all patients

Contains mostly self-antigens
Individualized patient formulation
Relies solely on shared antigens

Dendritic cell (DC)

 Peptide loaded
 Protein loaded
 Tumor lysate loaded
 RNA transduced

Can manipulate DC type and direct Ag loading
Specific antigen and easy to synthesize
Specific antigen and no need for HLA match
Highly polyvalent antigenic content
Can amplify from tiny amount of tumor

Individualized cell culture
Must match patient’s HLA type
Loading of HMC I less efficient
Contains mostly self-antigens
Complex individualized process

Peptide + adjuvant Very easy to produce Limited immunogenicity

Protein + adjuvant Moderately easy to produce Potency adjuvant-dependent

DNA vaccine Easy to produce, versatile construction Limited immunogenicity

Viral vaccine Moderately easy to produce, immunogenic Neutralizing Ab limit revaccination

Bacterial vaccine Easy production, immunogenic, incorporate many Ag Regulatory challenges
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multiple allogeneic melanoma cells admixed with the “detoxi-
fied” LPS derivative monophosphoryl lipid A (MPL) plus 
mycobacterial cell wall extracts. Despite encouraging reports 
from Phase II studies, a definitive Phase III study in patients 
with stage II/III operated melanoma failed to demonstrate 
a statistically significant effect on overall survival.144 A ret-
rospective subset analysis suggested that HLA-A2+ and 
HLA-C1+ patients had greater benefit, but this result has 
not been confirmed in a prospective trial.

One of the limitations of these trials is that none dem-
onstrates definitive enhancement of T-cell responses against 
relevant antigens. In the case of melanoma, many tumor 
antigens recognizable by T cells are indeed well defined and 
responses to them should be measured as part of the devel-
opment process. As described earlier, a more limited set of 
“immunorelevant” antigens are defined for other human can-
cers. In summary, the age of adjuvanted whole-cell or lysate 
tumor vaccines appears to be slowly drawing to a close and 
will likely be a historical footnote in the development of can-
cer immunotherapies.

Genetically Modified Tumor Vaccines

With the development of improved genetic techniques, 
emphasis shifted to genetic modification of tumor cells to 
express immunostimulatory molecules. Building on the orig-
inal studies of Lindenmann and Klein,145 who showed that 
vaccination with influenza virus–infected tumor-cell lysates 
generated enhanced systemic immune responses against 
challenge with the original wild-type tumor, Fearon and col-
leagues use direct gene transfer to introduce the immuno-
genic influenza hemagglutinin (HA) gene into murine tumor 
cells to create genetically engineered vaccines.146 These HA 
transfectants induced a systemic immune response against 
challenge with the parental tumor. Gene transfer of viral anti-
gens was eventually superseded by gene transfer of immune 
response–modulating genes. It is important to point out that 
although many of the strategies were designed with a specific 
mechanism in mind, it is becoming clear that genetic manip-
ulation to alter expression of even a single gene product can 
result in a complex cascade of cellular responses in vivo that 
ultimately may affect multiple aspects of antigen processing, 
presentation, and co-stimulation.

There are many ways to genetically modify tumor 
cells to augment T-cell–mediated antitumor immunity. 
One involves the genetic modification of tumor cells to 
express cytokines that function as attractants or differenti-
ating agents for dedicated APCs such as dendritic cells.147 
Recruited DCs ingest released tumor antigens at the site of 
vaccination and present them together with appropriate co-
stimulation required for the activation of a tumor-specific 

T-cell response. Alternatively, the tumor cell can be geneti-
cally modified such that it becomes the APC itself.

Both ex vivo and in vivo methods of gene delivery have 
been employed in the development of genetically modified 
whole-cell cancer vaccines. Ex  vivo gene delivery involves 
the modification of cultured cells. The genetically modified 
cells are subsequently administered to the host, typically 
after irradiation. Clearly, the most effective way to enhance 
expression of MHC molecules or to enhance expression of 
co-stimulatory molecules such as B7.1 or B7.2 is to geneti-
cally modify the tumor cell itself. However, when the goal 
is to deliver cytokines locally in a paracrine fashion, genetic 
modification of the tumor cells themselves is not necessary. A 
number of transduced bystander cytokine delivery systems 
have been developed.148 The efficacy of bystander cytokine 
delivery systems is comparable to that of direct gene modifi-
cation of the tumor cell for augmenting antitumor immunity. 
It is, however, necessary that the transduced bystander cells 
be admixed with the tumor cells in an appropriate ratio.

Genes that encode cytokines are the most common 
types of genes that have been introduced into tumor cells 
in order to generate genetically modified tumor vaccines.147 
Tumor cells transduced with cytokine genes alter the local 
immunologic environment at the vaccine site, enhancing 
either the presentation of tumor-specific antigens to the 
immune system or the activation of tumor-specific lympho-
cytes. Critically, the cytokine is produced at very high con-
centrations in the vicinity of the tumor, whereas systemic 
concentrations are relatively low. This paracrine physiology 
much more closely mimics the natural biology of cytokine 
action than does the systemic administration of recombinant 
cytokines. Since the initial reports of enhanced antitumor 
responses after vaccination with IL-2-transduced tumor 
vaccines,149,150 many cytokine genes have been introduced 
into tumor cells with various effects on both tumorigenic-
ity and immunogenicity. Some of these cytokines induce 
a local inflammatory response that results in elimination 
of the injected tumor. This local inflammatory response is 
predominantly dependent on components of innate immu-
nity rather than the classic T cells. Ultimately, however, the 
most important outcome of vaccination is the generation of 
enhanced T-cell responses specific for the antigens expressed 
by the vaccinating tumor.

Among the vast array of cytokine gene–transduced 
tumor vaccine studies, GM-CSF–transduced tumor vaccines 
remain as the most actively pursued clinically, despite their 
recent failure in Phase III trials in prostate cancer. In the orig-
inal study that identified GM-CSF, multiple cytokine, adhe-
sion molecule, and co-stimulatory genes were introduced into 
the poorly immunogenic B16-F10 tumor using a replication-
defective retroviral vector that produced consistent high lev-
els of expression of each of the transgenes in the absence of 
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selection, thereby eliminating variability caused by different 
levels of gene expression and resultant cytokine expression. 
Animals were vaccinated with the irradiated transductants, 
followed by challenge with unirradiated wild-type B16-F10 
cells to doses 3-4 logs higher than the minimal tumoricidal 
dose.151 Although a number of cytokine genes in that study, 
such as IL-4 and IL-6, induced some measurable systemic 
antitumor immunity,152,153 the most potent systemic anti-
tumor effect was produced by GM-CSF–transduced tumor 
cells. Many subsequent studies in other murine tumor mod-
els have validated the potent systemic immunity induced by 
GM-CSF–transduced tumor vaccines. Antitumor immunity 
induced by GM-CSF–transduced vaccines has been shown 
to depend on CD4+ and CD8+ T cells. In addition to the 
classic MHC class I–restricted CTLs, other effector arms 
mediated by CD4 cells have been shown to participate in the 
generation of maximal antitumor immunity. TH1 and TH2 
effector arms have been delineated.154 The TH1 effector 
arm depends on IFN-γ and involves the activation of mac-
rophages at sites of metastases to produce reactive nitrogen 
species such as NO, as well as reactive oxygen species (super-
oxides). Eosinophils appear to be important TH2 effectors 
that are dependent on the production of cytokines such as 
IL-4 and IL-5 by tumor-specific CD4 cells. The presence 
of eosinophils at DTH sites and in tumor metastases sub-
sequent to vaccination with GM-CSF–transduced tumors 
is not only observed in animal models, but also has been a 
consistent observation in clinical trials with different tumor 
types.155

Clinically, non–patient-specific GVAX platforms that 
use GM-CSF–modified allogeneic tumor cells exclusively 
offer numerous advantages over their autologous cell counter-
parts including manufacturing issues, consistency of vaccine, 
and fewer limitations on vaccine quantity. Scientific data from 
both preclinical and clinical studies have provided support  
for the relevance of allogeneic GVAX immunotherapies and 
the seminal role of cross presentation of allogeneic tumor-
associated antigens by host APCs in the initiation of a cellular 
antitumor immune response. The one drawback of allogeneic 
GVAX vaccines is that unique, patient-specific tumor anti-
gens are not targeted.

Antigen-Specific Vaccines

The ultimate goal of cancer vaccine development is the use of 
antigen-specific vaccines that incorporate select tumor anti-
gens into a vaccine vector(s) or adjuvanted formulation(s) 
(see Table 52-1). Antigen-specific vaccines have two intrin-
sic advantages over any type of cell-based vaccine. First, 
their formulation into a vaccine is much more versatile. 
Second, they do not contain the thousands of irrelevant or 

autoantigens included in cell-based vaccines. The control 
over antigenic makeup afforded by antigen-specific vaccines 
is significant but requires knowledge of the best antigens to 
incorporate. An ideal tumor antigen: (1) should be highly 
selectively expressed by the tumor relative to normal tissues 
and expressed at reasonably high density on the surface of 
the tumor cell (as peptide-MHC complexes for T-cell recog-
nition); (2) should be shared among the majority of tumors 
of a particular type or ideally tumors with diverse histolo-
gies; (3) should provide a growth advantage for the tumor, 
ideally required for tumor growth or survival; and (4) should 
have a reasonable T-cell repertoire available in patients that 
has not been deleted and is not stringently tolerized. One of 
the major limitations in many of the antigen-specific vaccines 
tested clinically has been the application of antigens that do 
not meet these criteria. No one antigen may exist that does 
perfectly meet all these criteria. However, when planning to 
test a vaccine clinically, it is important to ask how well the 
candidate antigen(s) meet them. Ideally, antigen-specific vac-
cines should contain multiple “immunorelevant” antigens, 
particularly if they are not absolutely essential for tumor 
growth or survival. A final general principle is that a vac-
cine containing the best tumor antigen(s) will not enhance 
antigen-specific responses effectively if the vaccine vector or 
adjuvant is suboptimal. These principles will be evaluated in 
the later discussion of commonly studied antigen-specific 
vaccines.

Peptide Vaccines

The identification of T-cell–recognized tumor antigens at 
the peptide level spawned a major effort beginning in the 
1990s to develop peptide vaccines.156-158 The fundamental 
concept of peptide vaccination is that minimal peptides—
particularly MHC class 1–restricted peptides that are rec-
ognized by CD8 killer cells—can efficiently load MHC 
molecules on the surface of cells without requiring internal 
antigen-processing routes. Early studies with peptide vac-
cines mixed with various adjuvants demonstrated the induc-
tion of peptide-specific T cells in  vivo and in some cases 
antitumor responses.159

Clearly, one of the major advantages of peptide vac-
cines is that they represent the ultimate defined tumor 
antigen, and therefore the capacity to monitor induction 
of T-cell responses to the immunizing peptide is opti-
mal. However, there are a number of disadvantages associ-
ated with peptide vaccination. First, individual peptides 
are selective for specific MHC alleles and therefore cannot 
be used generically. This limitation has been circumvented 
through the use of mixtures of peptides that bind to com-
mon MHC alleles, thereby ensuring that the vast majority of  
patients will express at least one MHC allele that can present  
the peptide in the vaccine mix. Another major issue with 

https://CafePezeshki.IR



V. Molecular Basis of Cancer Therapy722

minimal peptides as vaccinating antigens is that they not 
only load the MHC molecules of DCs that would activate 
immune responses, but also bind to MHC molecules on the 
surface of cells other than DCs just as efficiently. The conse-
quences of peptide presentation by these cells can be toler-
ance induction because they do not supply the appropriate 
co-stimulatory signals necessary for T-cell activation.160-162 
Therefore it is possible that peptide vaccination could in fact 
be detrimental for immune responses. Indeed, Melief and 
colleagues have presented evidence in animal models that 
vaccination with long peptides that require processing is sig-
nificantly superior to vaccination with minimal MHC bind-
ing peptides.163 They have demonstrated that the advantage 
of vaccination with long peptides comes from the fact that 
only DCs can process long peptides, thus leading to selective 
antigen presentation by DCs over other APCs that could 
induce tolerance.

Another major factor in peptide vaccinations is the 
adjuvant that is used. Peptides themselves are intrinsically 
nonimmunogenic, and strong immunization with peptides 
in animal models is observed only when strong adjuvants 
capable of activating dendritic cells are mixed with the pep-
tides. Peptides can also be loaded onto DCs grown ex vivo 
(see later discussion) and reinjected into the patient. The 
most common formulation used for peptide vaccines in clini-
cal trials is incomplete Freund’s adjuvant (IFA), an oil emul-
sion that does not contain any specific activators of DCs and 
is thus suboptimal. A few groups have reported enhanced 
immunogenicity of peptides conjugated to lipids (lipopep-
tide vaccines).164,165

Clinical trials with peptide vaccines in cancer have 
predominantly used HLA class I–restricted tumor antigen 
peptides, but some are including MHC class II–restricted 
peptides.166 The inclusion of MHC class II–restricted 
peptides can involve either peptides derived from tumor 
antigens (such as tyrosinase in the case of melanoma), or 
those derived from foreign antigens that would nonspecifi-
cally stimulate CD4 helper cells, which theoretically would 
provide help for enhanced stimulation of tumor-specific 
CD8 T cells responding to the tumor-specific MHC class  
I–restricted peptides.

Clinical trials have been performed using peptide 
vaccines for many different cancer types, though vac-
cination for melanoma is the most common clinical tar-
get of peptide vaccines. A number of clinical trials using 
peptides either in the setting of bulky metastatic cancer 
or in the minimal residual disease setting have demon-
strated induction of increased numbers of antigen-spe-
cific T cells using various methods with anecdotal clinical 
responses.167,168 Some methods use staining with pep-
tide-MHC tetramers to directly visualize antigen-specific 
T cells. Other methods such as ELISPOT or intercellular 

cytokine staining (ICS) seek to measure induction of 
functional T cells through the production of cytokines 
such as γ-interferon.

Among the most interesting clinical results highlight-
ing the dichotomy between induction of expanded numbers 
of peptide-specific T cells and the absence of clinical activity 
are the vaccine trials in melanoma that have used an anchor-
modified gp100 peptide to generate enhanced binding to 
HLA-A2.169 These trials use repetitive vaccination with this 
peptide in IFA in patients with no evaluable disease (NED) 
after resection for stage II to stage IV melanoma. In these tri-
als, Rosenberg and colleagues demonstrated the capacity to 
induce tremendous expansion of antigen-specific CD8 T cells, 
in some patients reaching 50% of the total circulating CD8 T 
cells as measured by staining with peptide-MHC tetramers 
and peptide-induced γ-interferon production. Nonetheless, 
there was no evidence that relapse rate was significantly dif-
ferent from the relapse rate in the same group of melanoma 
patients not receiving vaccination. In some cases, relapsed mel-
anomas could be demonstrated to have lost HLA-A2 expres-
sion or expression of the gp100 antigen, possibly representing 
an example of evasion or escape from the T-cell responses 
induced by vaccination. However, many of the relapsed tumors 
expressed HLA-A2 and gp100, thereby suggesting that the 
expanded populations of HLA-A2/gp100-specific T cells 
induced by peptide vaccination were ineffective at eliminating 
relapsing tumors. Rosenberg and colleagues recently summa-
rized the clinical experience with peptide vaccines, indicating 
that peptide vaccines as single agents in the advanced disease 
setting provide a meager 2% to 3% objective response rate.170 
However, more recent clinical studies, adding various adju-
vants to peptide vaccines, mixing multiple MHC class I and 
MHC class II–restricted tumor peptides together,171 and 
using “long peptides,”172 suggest that the maximal potential 
benefits of peptide vaccines have yet to be realized. As more 
is learned about the regulation of T-cell responses, it is quite 
plausible to imagine that T cells expanded in suboptimal 
conditions (i.e., in the absence of appropriate proinflamma-
tory or co-stimulatory signals) could upregulate expression of 
inhibitory molecules that would block them from developing 
the critical effector activity necessary to kill tumor cells. Thus, 
tumor antigen–specific cells could expand but not be effective 
against tumors.

Ex Vivo Loaded DC Vaccines

The ability to culture DCs ex vivo has led to a plethora of 
studies of ex  vivo antigen-loaded DCs as tumor vaccines. 
Although DCs can be loaded with lysates of tumor cells, 
they are typically either loaded with peptides or recombi-
nant protein or transduced with various vectors or RNA 
encoding specific antigens. Initially, it was demonstrated 
that loading of ex  vivo cultured DCs with MHC class 
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I–restricted peptides, whole proteins, or tumor lysates fol-
lowed by administration back into the animal led to the gen-
eration of immune responses against the loaded antigen as 
well as antitumor responses.173-179 More recently, the advent 
of more efficient gene transfer vectors has led to approaches 
in which ex  vivo cultured DCs are transduced with genes 
encoding relevant viral or tumor antigens.180-182 A number 
of recombinant replication-defective viruses have been used 
to transduce DCs. In addition, Gilboa and colleagues have 
demonstrated that purified RNA can be used to effectively 
transduce DCs with resultant presentation of encoded anti-
gens.183 This strategy offers the interesting possibility that 
DCs could be transduced with the entire amplified transcrip-
tome of a tumor cell, even when only tiny amounts of tumor 
tissue are available. At present, the paucity of direct com-
parative studies leaves open the question of which method 
of loading DCs ex vivo will be the most effective. Another 
major issue with ex vivo loaded DC vaccines is the degree 
of maturation that is induced in  vitro and its relevance to 
homing and function of loaded DCs after reinjection. Matu-
ration protocols used for DC vaccination are currently quite 
variable and range from monocyte conditioned medium 
to various defined agents such as TNF-α, IL-1, soluble 
CD40L, and prostaglandins.184,185 Concern has been raised 
that full-blown maturation/activation of DCs ex  vivo to a 
stage normally achieved once they are within paracortical 
regions of the lymph node will impair their ability to home 
to lymph nodes after reinjection. This has led to the sugges-
tion that DCs should be loaded and reinjected in an imma-
ture state and allowed to mature in vivo. However, such an 
approach has potential negative consequences, as Steinman, 
Bhardwaj, and colleagues have demonstrated—immuni-
zation of patients with antigen-loaded immature DCs can 
actually result in tolerance or suppression of antigen-specific 
responses.186

Elucidation of proliferative and maturation signals 
for DCs has led recently to approaches in which DCs not 
only are loaded with antigen but are transduced with genes 
encoding proliferation and maturation signals. This would 
result in autocrine DC stimulation in vivo after reinjection. 
In one study, DCs loaded with antigen were transduced with 
genes encoding GM-CSF and CD40L. These genetically 
modified DCs resulted in much more potent stimulation of 
antitumor immunity than immunization with DCs loaded 
with antigen alone.187

Another approach aimed at providing DCs with a 
full complement of tumor antigens is the generation of 
DC-tumor fusion vaccines.188-190 The concept behind 
this approach is to fuse autologous tumor cells with den-
dritic cells, thereby allowing for the coexpression of all 
relevant tumor antigens together with all relevant DC mol-
ecules within the same cell. One of the major limitations to 

clinically translating an approach of this type is the efficiency 
with which fusion can be achieved between DCs and tumor 
cells in the absence of selection. Ultimately, it is critical that 
both preclinical and clinical DC vaccine studies identify the 
critical parameters of DC growth and maturation as well as 
antigen loading that result in therapeutically relevant levels 
of T-cell activation in vivo.

Many clinical trials with DC vaccines have been 
performed using DCs cultured and activated in vitro by vari-
ous methods and loaded with tumor antigens of various 
types. As with most cancer vaccines, melanoma is the most  
common target, although other cancers have been tar-
geted as well. Induction of T-cell responses is commonly 
reported, and interesting anecdotal clinical responses have 
been reported in Phase I/II trials.117 One of the more 
interesting clinical DC vaccine approaches involves trans-
duction of DCs with RNA encoding telomerase that is 
targeted to the MHC class II processing pathway with 
the LAMP targeting signal.191 Telomerase is the enzyme 
that restores telomeres, the ends of chromosomes. With-
out telomerase, cells will eventually stop growing when 
their telomeres are exhausted. Tumors typically upregulate 
telomerase, making it a tumor-selective antigen. Vaccina-
tion with DCs transduced with telomerase-LAMP RNA 
led to significantly enhanced CD4 and CD8 responses  
specific for telomerase.

Two Phase III clinical trials using DC vaccines have 
been negative, though one led to interesting politically moti-
vated deliberations at the U.S. FDA. Schuler and colleagues 
compared DTIC chemotherapy with peptide-loaded DC 
vaccination in stage IV melanoma patients.192 Objective 
responses were low in both arms (less than 5%), and there 
was no statistically significant difference in overall survival. 
A retrospective subset analysis suggested that HLA-A2+/
HLA-B44− patients might derive greater benefit from vac-
cination, but this has not been verified in a prospective 
manner. The Dendreon Corporation has recently reported 
results of a Phase III trial in patients with advanced pros-
tate cancer comparing placebo with a DC vaccine prepared 
by crude enrichment of peripheral blood lymphocytes fol-
lowed by culture with a prostatic acid phosphatase–GM-
CSF fusion protein.193 The primary endpoint of prolonged  
progression-free survival was not achieved, but continued 
evaluation of the patients demonstrated prolonged overall 
survival compared with placebo of 4.5 months. The qual-
ity of this trial was questionable because the small size 
precluded careful matching of patient characteristics and 
registration was applied for based on an endpoint different 
from that built into the original trial. In addition, the initial 
evaluation of a follow-up Phase III trial did not demonstrate 
even a significant trend toward improved overall survival in the 
DC-vaccinated group. Although a majority of the advisory 
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panel voted to approve the vaccine, the FDA ultimately 
chose to require additional supporting clinical data before 
approval.194 However, a follow-up Phase III trial with over-
all survival as the endpoint has recently been reported to 
have met its endpoint (see later) and, at this writing, is in the 
process of Biologics License Application (BLA) filing.

Heat Shock Protein–Based Vaccines

Another interesting category of proteins that may target 
antigen effectively to DCs and furthermore into MHC pro-
cessing pathways are the heat shock proteins (HSPs). It is 
now well established that complexing peptide antigens to 
certain HSPs such as gp96, hsp-70, calreticulin, and hsp-
110 enhances their immunogenicity significantly.195-202 
HSPs were first used as tumor vaccines by purifying them 
from tumor cells followed by immunization. HSPs isolated 
from tumors are naturally complexed with a whole array of 
tumor-associated peptides. Other approaches to link antigen 
to HSP have included the production of recombinant fusion 
proteins in which antigenic peptides are covalently or non-
covalently linked to the HSP203 as well as DNA-based vac-
cines in which fusion genes between antigen and HSP gene 
are incorporated. In one direct comparative study using the 
human papillomavirus (HPV)-E7 antigen as a model, it was 
demonstrated that DNA vaccines encoding an E7-hsp70 
fusion gene were 30-fold more effective than the wild-type 
E7 gene in generating CD8+ responses.204 Immunogenic 
HSPs complexed with antigenic peptides have been shown 
to efficiently load the MHC class I processing pathway  
(so-called in vitro cross presentation).205 Although the intra-
cellular pathway by which HSPs effectively load MHC class 
I molecules with their associated peptides has not yet been 
elucidated, Srivastava and colleagues have identified CD91, 
the α2 macroglobulin receptor, as an important receptor 
for several HSPs (gp96, hsp-70, hsp-90).206 Ultimately, the 
immunogenicity of HSPs has been proposed to result from 
their ability to activate APCs and target antigens to MHC 
processing pathways. One report has suggested that hsp-70 
can activate macrophages via CD14/TLR-4 (LPS receptor)– 
dependent and –independent pathways.207 HSPs have also 
been reported to activate DCs,208 although the receptors 
that mediate these putative activation functions have yet to 
be elucidated.

Clinical trials with HSPs have been ongoing. A Phase 
II trial vaccinating women with premalignant high-grade 
cervical dysplasia caused by HPV-16 using a bacterial 
hsp65-HPV16 E7 fusion protein demonstrated a 35% CR 
with induction of E7-specific T-cell responses in roughly 
half of the patients; however, the cohort was too small to 
determine whether this response rate was statistically 

different from the roughly 25% spontaneous regression rate 
observed in this patient group without treatment.209 The 
only Phase III trial with HSP vaccines reported to date was 
in patients with operated stage II/III renal cancer, who were 
randomized to observation or treatment with autologous 
hsp96 purified from the resected primary tumor. This was a 
negative study in that no statistical difference was observed 
in either relapse-free survival or overall survival. A second 
Phase III trial of autologous hsp96 versus physician’s choice 
(IL-2, resection, or chemotherapy) demonstrated no benefit 
relative to the physician’s choice arm but found that patients 
receiving 10 or more vaccine administrations had a longer 
overall survival than those who received fewer administra-
tions of vaccine.210

The Growing Armamentarium  
of Vaccine Vectors

For all of the added value that recombinant DNA technol-
ogy provides in engineering elements into vaccine constructs 
that enhance their potency, nature itself provides a virtu-
ally limitless array of delivery systems in the form of diverse 
microbes with potent intrinsic immunologic properties. 
These immunogenic properties derive from their expression 
of PAMPs, which activate DCs via TLRs and intracellular 
sensing pathways such as PKR, RIGI, and MDA-5; their 
ability to induce proinflammatory cytokine expression by 
infected cells; and their ability to target intracellular MHC 
processing compartments. Of the three major microbial 
classes—virus, bacterium, and fungus—viruses and bacteria 
have been the most intensively investigated. A few reports of 
engineered yeast vaccines emphasize the potential immuno-
logic utility of the third microbial class.

Engineered Viruses

Viruses are the most diverse and efficient gene transfer 
agents whose natural cell tropism and biologic features can 
significantly enhance the immunogenicity of antigens carried 
within them (see Table 52-1). Using standard recombina-
tion approaches, Moss and Paoletti were the first to explore 
recombinant viruses as vaccine vectors. They used vaccinia 
virus, a highly immunogenic virus related to smallpox that 
is relatively nonvirulent in immunocompetent individu-
als. In most cases, a single immunization with recombinant 
vaccinia carrying a gene expressing an antigen will generate 
significantly greater immune responses against that antigen 
than the corresponding protein or peptide epitopes mixed 
with standard adjuvants.211-213 This is particularly true for 
CTL generation. To date, many viruses have been explored 
as recombinant vaccine vectors, including attenuated replica-
tion-deficient poxviruses (such as modified vaccinia ancara, 
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fowlpox, and canarypox), adenovirus, herpesviruses, and 
Venezuelan equine encephalitis virus.214-217 Each of these 
viruses has various advantages and disadvantages, and no 
clear “winner” has emerged as the absolute vector of choice. 
Features of viruses that can enhance their potency as vaccine 
vectors include their ability to induce immunologic “danger” 
signals at sites of infection and to directly infect APCs. Fea-
tures of viruses that can diminish their potency as vaccine 
vectors include the presence of virally encoded inhibitors of 
immunity. These include molecules that block processing 
and presentation in the MHC class I pathway (such as TAP 
inhibitors and inhibitors of MHC class I traffic out of the 
endoplasmic reticulum) and cytokine decoys, to mention a 
few.218 Deleting immunologic inhibitory genes from recom-
binant viruses may further enhance their vaccine potency 
while attenuating their virulence.

A major barrier to virus-based vaccination are neutral-
izing antibodies in preexposed or prevaccinated individuals 
that inhibit the initial round of infection and replication, 
thereby quenching their ability to immunize. Individuals 
who have never been previously exposed to the vaccinating 
virus generate neutralizing antibody after the first vaccina-
tion, thereby precluding subsequent vaccination with the 
same vector. This finding has led to the concept of cycling 
different viral vectors in “prime-boost” formats. Dramatic 
enhancement of immunization potency has been observed 
in prime-boost formats between both different viruses such 
as vaccinia followed by fowlpox between DNA vaccines and 
recombinant viral vaccines.219,220

Among the large number of clinical trials with viral 
vaccine vectors, the most extensive have involved poxvirus 
vectors. Based on enthusiasm from preclinical experiments, 
a number of prime-boost studies have been performed using 
vaccinia followed by fowlpox.221 A Phase III trial in patients 
with inoperable pancreatic cancer was performed using a 
vaccinia-fowlpox prime-boost schedule versus chemother-
apy or supportive care. The viral vectors incorporated two 
antigens—carcinoembryonic antigen and MUC-1—and 
also included ICAM-1, LFA-3, and B7.1 genes to putatively 
enhance the co-stimulatory activity of infected DCs (though 
this has never been proven). The trial was negative. Phase II 
trials with a similar prime-boost regimen for advanced pros-
tate cancer using prostate-specific antigen (PSA) as the anti-
gen have provided interesting results, but clinical benefit has 
not been definitively demonstrated. Regulatory hurdles and 
the inability to vaccinate repetitively are likely to preclude 
further development efforts for viral vaccines in cancer.

Engineered Bacteria

Genetic engineering of intracellular bacteria such as BCG, 
Salmonella, Shigella, and Listeria has produced a number 
of interesting and promising vaccines.222-224 In principle, 

bacteria that enter antigen-presenting cells may represent a 
good vehicle for delivery of recombinant antigens. In certain 
cases, such as Listeria, the bacteria exhibit complex life cycles 
that involve both phagolysosomal and cytoplasmic stages. 
Thus, recombinant Listeria monocytogenes (LM) engineered 
to secrete antigens will load the MHC class II processing 
pathway during the phagolysosomal phase and the MHC 
class I pathway during the cytosolic phase of the life cycle. In 
addition, a number of recombinant bacteria actively induce 
infected APCs to secrete proinflammatory cytokines such as 
IL-12. More recently, recombinant bacteria have been used 
as vectors for delivery of DNA vaccines.223,224 Thus, bacte-
rial vaccines containing plasmids with eukaryotic promoter 
and enhancer elements driving the antigen gene result in 
potent immunization. These results indicate that the bacte-
ria can directly transfer plasmids into eukaryotic transcrip-
tional compartments within infected APCs.

The LM vectors are among the most promising bac-
terial vectors being developed for therapeutic vaccination of 
cancer. Dubensky and colleagues have identified a number 
of approaches to dramatically attenuate the virulence of LM 
without diminishing its immunogenicity. One approach 
is to knock out the ActA and Internalin(Inl)B genes of 
LM.222 Knockout of ActA does not prevent the initial infec-
tion of cells with LM, but eliminates the capacity for cell- 
to-cell spread necessary for the propagation of LM infections. 
Knockout of the InlB gene eliminates the capacity of LM to 
infect hepatocytes while not affecting the capacity of LM to 
infect APCs. Thus, infection with InlB mutant LM generates 
strong intrahepatic inflammatory responses with minimal 
destruction of hepatocytes. ActA/InlB double mutant LM 
are equivalently immunogenic to wild-type LM, but are 4 
to 5 logs attenuated in their virulence. Another approach to 
virulence attenuation of LM (which is applicable to other 
bacterial vectors as well) involves the knockout of DNA 
repair genes together with limited DNA crosslinking using 
psoralen derivatives. Because the DNA repair system has 
been knocked out, bacteria can be inhibited from replicating 
themselves with as little as a single DNA crosslink per bac-
terial genome. This approach maintains metabolic activity 
while formally “killing” the bacteria. These killed but meta-
bolically active (KBMA) organisms maintain significant 
immunogenicity but have highly attenuated virulence.225

Despite the diversity of vaccine platforms just described, 
anecdotal reports of vaccine-induced tumor regressions, and 
promising Phase I and II clinical trial results with cancer 
vaccines evaluated since the 1960s, a string of failures in 
randomized clinical trials bred significant skepticism as to 
the ultimate clinical value of therapeutic cancer vaccines.170 
However, in the past couple of years, a number of impor-
tant clinical successes with cancer vaccines have dramatically 
altered the perception of their potential value.
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The first successful randomized Phase III cancer vac-
cine trial used a putative DC vaccine, sipuleucel-T, to treat 
patients with advanced hormone-resistant prostate cancer.226 
This vaccine is based on the concept that optimal T-cell 
activation requires antigen processing and presentation by 
a specialized cell—the DC—with the capacity to concomi-
tantly deliver strong co-stimulatory signals in the form of 
membrane ligands and secreted cytokines. Sipuleucel-T is 
a patient-specific vaccine produced by transiently incubat-
ing the patient’s own peripheral blood mononuclear cells 
(PBMCs) with a fusion protein consisting of PAP (prostatic 
acid phosphatase—a prostate/prostate cancer–specific anti-
gen) linked to the DC growth and differentiation factor GM-
CSF. A 4-month overall survival (OS) benefit relative to the 
control arm (uncultured PBMCs without PAP-GM-CSF 
fusion protein) in the absence of objective tumor regressions 
or effect on time to progression emphasizes a developing 
paradigm: that immunotherapy can potentially provide OS 
benefits that are not reflected in progression-free survival 
(PFS) or objective response rate (ORR). The survival ben-
efit of sipuleucel-T ultimately led to FDA approval in 2010.

Recently, three positive randomized cancer vaccine tri-
als have been reported. First, a trial comparing a poxvirus-
PSA prime/boost vaccine regimen plus GM-CSF versus 
non–antigen-expressing viruses in patients with advanced 
prostate cancer demonstrated a significant (8 month) OS 
benefit for the vaccine arm but no effect on PFS or ORR.227 
Second, a melanoma vaccine consisting of a modified gp100 
peptide plus systemic IL-2 was compared to systemic IL-2 
alone in patients with advanced melanoma,228 yielding a sta-
tistically higher ORR in the vaccine + IL-2 arm, improved 
PFS, and improved OS (P = .06). Of note, the same peptide 
vaccine, when combined with anti-CTLA-4, demonstrated 
no improvement in patients with advanced melanomas rela-
tive to anti-CTLA-4 alone (see later discussion), underscor-
ing the importance of context when evaluating vaccines as 
components of combinatorial therapies. In 2013, a random-
ized trial comparing a GVAX/Listeria-mesothelin prime-
boost vaccine versus GVAX alone in patients with advanced 
chemotherapy refractory pancreas cancer demonstrated a 
strong statistical survival benefit for the GVAX/Listeria-
mesothelin prime-boost arm (6.1 versus 3.9 months, HR = 
0.55, P = .013; per-protocol analysis: 9.7 versus 4.6 months, 
HR = 0.44, P = .01).229 This prime-boost strategy was 
based on preclinical data demonstrating that priming with 
GVAX and boosting with a Listeria vaccine, but not vice 
versa, produced strongly enhanced T-cell responses and anti-
tumor responses in animal models. The choice of mesothelin 
as antigen to incorporate into the Listeria (ActA/Internalin 
B KO as described earlier) vaccine vector was based on ear-
lier demonstrations that it is highly upregulated in all pan-
creatic cancer, provides an advantage to tumor growth (and 

thus cannot be easily down-modulated without cost to the 
tumor cells), is expressed at low levels in a limited subset of 
mesothelial cells, and can be a clear target for induced T-cell 
responses.

In addition to therapeutic vaccine trials for established 
cancer, premalignant lesions caused by chronic viral infec-
tion are excellent targets for therapeutic vaccines. The best 
example of such a situation is HPV-associated premalignant 
lesions of the cervix, vulva, anus, and orolaryngeal mucosa. 
In a single-arm clinical trial using long peptides (which are 
selectively processed and presented by DCs) derived from 
HPV-16 E6 and E7 antigens induced complete regressions 
in 9 of 19 patients with vulvar intraepithelial neoplasia, an 
HPV-associated preneoplastic condition with a spontane-
ous regression rate of less than 2%.230

Co-inhibitory Ligands and Receptors  
That Down-Modulate Tumor Immunity

Without question, the major molecules to be successfully 
targeted in clinical cancer immunotherapy are the grow-
ing class of ligand-receptor pairs commonly referred to as 
immune checkpoints. In considering the mechanism(s) of 
action of inhibitors of various checkpoints, it is critical to 
appreciate the diversity of immune functions that they regu-
late. For example, the two immune checkpoint receptors 
that have been most actively studied in the context of clini-
cal cancer immunotherapy, CTLA-4 (CD152) and PD-1 
(CD279), regulate immune responses at very different lev-
els and by very different mechanisms. The clinical activity of 
blocking antibodies for each of these receptors implies that 
antitumor immunity can be enhanced at multiple levels and 
that combinatorial strategies can be intelligently designed, 
guided by mechanistic considerations and preclinical mod-
els. This section focuses particular attention on the CTLA-4 
and PD-1 pathways because they were the two checkpoints 
whose inhibition has revolutionized clinical cancer immu-
notherapy. However, it is important to emphasize that mul-
tiple additional checkpoints represent promising targets for 
therapeutic blockade based on preclinical experiments, and 
inhibitors of many of these are under active development.

The CTLA-4 Checkpoint—a Global Regulator  
of T-Cell Activation

CTLA-4, the first immune checkpoint receptor to be clini-
cally targeted, is expressed exclusively on T cells, where it 
primarily regulates the amplitude of the early stages of T-cell 
activation. CTLA-4 knockout mice die within 3 weeks from 
immune destruction of multiple organs, which attests to its 
critical role as an inhibitory regulator of T-cell–dependent 
immune responses. Primarily, CTLA-4 counteracts the 
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activity of the T-cell co-stimulatory receptor CD28.231-233 
CD28 does not affect T-cell activation unless the TCR is 
first engaged by cognate antigen. Once antigen recognition 
occurs, CD28 signaling strongly amplifies the TCR sig-
nal to activate T cells. CD28 and CTLA-4 share identical 
ligands—CD80 (B7.1) and CD86 (B7.2).234-238 Because 
CTLA-4 has a much higher overall affinity for both ligands, 
its expression on the surface of T cells dampens the activa-
tion of T cells by outcompeting CD28 in binding CD80 and 
CD86, as well as by actively delivering inhibitory signals to 
the T cell.239-244 The specific signaling pathways by which 
CTLA-4 blocks T-cell activation are still under investiga-
tion, although a number of studies suggest that activation of 
the phosphatases SHP2 and PP2A is important in counter-
acting kinase signals induced by TCR and CD28.232 How-
ever, CTLA-4 also confers “signaling independent” T-cell 
inhibition through sequestration of CD80 and CD86 from 
CD28 engagement as well as active removal from the APC 
surface.245 The central role of CTLA-4 in maintaining T-cell 
activation in check is dramatically demonstrated by the 
systemic immune hyperactivation phenotype of CTLA-4 
knockout mice.246,247

Even though CTLA-4 is expressed by activated CD8 
killer T cells, the major physiologic role of CTLA-4 appears 
to be through distinct effects on the two major subsets of 
CD4 T cells—down-modulation of helper T-cell activity 
and enhancement of regulatory T-cell suppressive activ-
ity.231,248,249 CTLA-4 blockade results in a broad enhance-
ment of immune responses dependent on helper T cells, and 
conversely, CTLA-4 engagement on Treg (Tregs) enhances 
their suppressive function. CTLA-4 is a target gene of the 
transcription factor Foxp3,77,250 the expression of which 
determines the Treg lineage,251,252 and Tregs therefore 
express CTLA-4 constitutively. Although the mechanism by 
which CTLA-4 enhances the inhibitory function of Tregs 
is not known, Treg-specific CTLA-4 knockout or blockade 
significantly inhibits their ability to regulate both autoimmu-
nity and antitumor immunity.248,249 Thus, in considering the 
mechanism of action for CTLA-4 blockade, both enhance-
ment of effector CD4 T-cell activity and inhibition of Treg-
dependent immune suppression are likely important factors.

Clinical Application of CTLA-4 Blocking

Blockade of CTLA-4 as a general strategy was initially ques-
tioned because there is no tumor specificity to expression of 
the CTLA-4 ligands (other than certain myeloid and lym-
phoid tumors) and also because the dramatic lethal autoim-
mune/hyperimmune phenotype of CTLA-4 knockout mice 
predicted a high degree of immune toxicity associated with 
blockade of this receptor. However, Allison and colleagues 

used preclinical models to demonstrate that a therapeutic 
window was indeed achieved when CTLA-4 was partially 
blocked with antibodies.253 The initial studies demonstrated 
significant antitumor responses without overt immune tox-
icities when mice bearing partially immunogenic tumors, 
particularly melanomas, were treated with anti-CTLA-4 
antibodies as single agents. Poorly immunogenic tumors 
did not respond to anti-CTLA-4 as a single agent but did 
respond when anti-CTLA-4 was combined with a GM-
CSF–transduced cellular vaccine.254 These findings sug-
gested that, if there was an endogenous antitumor response 
present in the animals after tumor implantation, CTLA-4 
blockade could enhance that endogenous response, which 
ultimately induced tumor regression. In the case of poorly 
immunogenic tumors, which do not induce significant 
endogenous responses, the combination of a vaccine and 
an anti-CTLA-4 antibody could induce a strong enough 
immune response to slow tumor growth and in some cases 
eliminate established tumors.

These preclinical findings encouraged the production 
and testing of two fully human anti-CTLA-4 antibodies, 
ipilimumab and tremelimumab, which began clinical testing 
in 2000. As with virtually all anticancer agents, initial testing 
was as a single agent in patients with advanced disease, not 
responding to conventional therapy.255 Both antibodies pro-
duced objective clinical responses in roughly 10% of mela-
noma patients but also immune-related toxicities involving 
various tissue sites in 25% to 30% of patients, with colitis 
being a particularly common event.256-258 The first random-
ized Phase III clinical trial to be completed was for treme-
limumab in patients with advanced melanoma. In the trial,  
15 mg/kg tremelimumab was given every 3 months as a 
 single agent and compared to DTIC, a standard melanoma 
chemotherapy treatment. The trial showed no survival ben-
efit with this dose and schedule relative to DTIC.259

However, ipilimumab fared better. Even though the 
two antibodies appear to have similar intrinsic activity, 
response rates in Phase II trials, and immune toxicity pro-
files, ipilimumab was more carefully evaluated at different 
doses and schedules. In addition, more careful definition of 
algorithms for improved clinical management of the immune 
toxicities (using steroids and TNF blockers) mitigated the 
overall morbidity and mortality associated with immuno-
logic toxicities.

The toxicity rate for ipilimumab is quite significant 
(14% to 30% grade 3-5 in various studies) and is generally 
immunologic in nature, implying that it is “on target.” This 
was predicted from the dramatic lethal hyperimmune/ 
autoimmune phenotype of the CTLA-4 KO mice. The most 
common toxicities with both ipilimumab and tremelim-
umab are cutaneous (rash) and colitis. However, hepatitis, 
pneumonitis, hypophysitis, and thyroiditis are also observed. 
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Interestingly, although there is evidence that clinical 
responses might be associated with immune-related adverse 
events, this correlation is modest.260

Finally, in a randomized three-arm clinical trial of 
patients with advanced melanoma who received a melanoma-
specific gp100 peptide vaccine alone, the gp100 vaccine plus 
ipilimumab, or ipilimumab alone, there was a 3.5-month sur-
vival benefit for patients in both groups receiving ipilimumab 
(i.e., with or without the gp100 peptide vaccine) compared 
with the group receiving peptide vaccine alone.261 As the first 
therapy ever to demonstrate a survival benefit for patients 
with metastatic melanoma (DTIC was approved based on 
response rate and has never been shown to provide a survival 
benefit in melanoma), ipilimumab was FDA approved for 
the treatment of advanced melanoma in 2010.

More impressive than the mean survival benefit was 
the affect on long-term survival: 20% of the ipilimumab- 
treated patients survived beyond 2 years (compared with 
5% of patients receiving the peptide vaccine alone).261 In 
this and other studies, the proportion of long-term survi-
vors is higher than the proportion of objective responders. 
The finding of ongoing responses and survival long after 
the completion of a relatively short course of therapy (four 
doses of 10 mg/kg over 3 months) supports the concept 
that immune-based therapies might reeducate the immune 
system to maintain tumors in check after completion of the 
therapeutic intervention.

As with all oncology agents that benefit a limited pro-
portion of treated patients, much effort has been expended 
to define biomarkers predictive of clinical response to anti-
CTLA-4 treatment. To date, no such pretreatment bio-
marker has been validated to the point where it could be 
applied as part of standard-of-care therapeutic decision making, 
though insights have emerged from the identification of certain 
posttreatment immune responses that seem to correlate with 
clinical outcome.262-264

An important feature of the anti-CTLA-4 clini-
cal responses that distinguishes them from conventional 
chemotherapeutic agents and oncogene-targeted small-
molecule drugs is their kinetics. Whereas chemotherapy 
and tyrosine kinase inhibitor (TKI) responses commonly 
occur within weeks of initial administration, the response 
to immune checkpoint blockers is slower and, in a number 
of patients, delayed (up to 6 months after treatment initia-
tion). In some cases, metastatic lesions actually increase on 
computed tomography or magnetic resonance imaging scans 
before regressing. These findings demand a reevaluation 
of response criteria for immunotherapeutics that does not 
use conventional time-to-progression or RECIST objective 
response criteria, which were developed based on experience 
with chemotherapy agents and as the primary measure of 
drug efficacy.265

Biology of the PD-1 Checkpoint— 
a Pathway That Functions within  
the Tumor Microenvironment

Another immune checkpoint receptor, PD-1, is emerging 
as a promising target, emphasizing the diversity of poten-
tial molecularly defined immune manipulations capable of 
inducing antitumor responses by the patient’s own immune 
system.

In contrast to CTLA-4, the major role of PD-1 is to 
limit the activity of T cells in the peripheral tissues at the 
time of an inflammatory response to infection and to limit 
autoimmunity.266-272 This translates to a major immune 
resistance mechanism within the tumor microenvironment 
(Figure 52-4).273-275 PD-1 expression is induced when T 
cells become activated.267 When engaged by one of its ligands, 
PD-1 inhibits kinases involved in T-cell activation via the 
phosphatase SHP2,266 although additional signaling path-
ways are also likely induced, and because PD-1 engagement 
inhibits the TCR stop signal, this pathway could modify 
the duration of T-cell/APC or T-cell/target cell contact.276 
Similar to CTLA-4, PD-1 is highly expressed on Tregs, 
where it may enhance their proliferation in the presence of 
ligand.277 Because many tumors are highly infiltrated with 
Tregs that likely further suppress effector responses, PD-1 
pathway blockade may also enhance antitumor responses by 
diminishing the number and/or suppressive activity of intra-
tumoral Tregs.

The two ligands for PD-1 are PD-L1 (B7-H1, 
CD274) and PD-L2 (B7-DC, CD273).266,278-280 These B7 
family members share 37% sequence homology and arose via 
gene duplication, positioning them within 100 kb of each 
other in the genome.280 Recently, an unexpected molecular 
interaction between PD-L1 and CD80 was discovered,281 
whereby CD80 expressed on T cells (and possibly APCs) 
can potentially behave as a receptor rather than a ligand, 
delivering inhibitory signals when engaged by B7-H1.282,283 
The relevance of this interaction in tumor immune resis-
tance has not yet been determined. Finally, genetic evidence 
from PD-1–deficient T cells suggests that both PD-L1 
and may bind to a co-stimulatory receptor expressed on T 
cells.282 These complex binding interactions are reminiscent 
of the CD80/CD86 ligand pair, which binds the co-stimu-
latory CD28 expressed on resting T cells and the inhibitory 
CTLA-4 expressed on activated T cells, though, as stated 
earlier, PD-1 predominantly regulates effector T-cell activity 
within tissue and tumors, whereas CTLA-4 predominantly 
regulates T-cell activation. Understanding the role of these 
various interactions in given cancer settings is highly relevant 
for the selection of both antibodies and recombinant ligands 
for use in the clinic.
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PD-1 is more broadly expressed than CTLA-4; it is 
induced on other activated non–T lymphocyte subsets, includ-
ing B cells and NK cells,284,285 limiting their lytic activity. Thus, 
although PD-1 blockade is typically viewed as enhancing the 
activity of effector T cells in tissues and in the tumor microen-
vironment, it likely also enhances NK activity in tumors and 
tissues and may also enhance antibody production either indi-
rectly or through direct effects on PD-1+ B cells.286

In addition, chronic antigen exposure, such as occurs 
with chronic viral infection and cancer, can lead to high lev-
els of persistent PD-1 expression, which induces a state of 
exhaustion or anergy among cognate antigen-specific T cells. 
This state, which has been demonstrated in multiple murine 
and human chronic viral infections, appears to be partially 
reversible by PD-1 pathway blockade.287 Finally, although 
the PD-1 pathway plays its major role in limiting immune 
effector responses in tissues (and tumors), it can also shift 
the balance from T-cell activation to tolerance at early stages 
in T-cell responses to antigen within secondary lymphoid 
tissues (i.e., at a similar point compared to CTLA-4). Taken 
together, these findings imply a complex set of mechanisms 
of action for PD-1 pathway blockade.

PD-1 is expressed on a large proportion of tumor-
infiltrating lymphocytes (TILs) from many different tumor 
types.288,289 Some of the enhanced PD-1 expression among 
CD4 TILs reflects a generally high level of PD-1 on Tregs, 

which, as noted earlier, can represent a large fraction of intra-
tumoral CD4 T cells. Increased PD-1 expression on CD8 
TILs may reflect an anergic/exhausted state, as has been 
suggested by decreased cytokine production by PD-1+ ver-
sus PD-1− TILs from melanomas.288

Just as PD-1 is highly expressed on TILs from many 
cancers, the PD-1 ligands are commonly upregulated on 
many different human tumors.274,290 On solid tumors, the 
major PD-1 ligand to be expressed is PD-L1. Forced expres-
sion of PD-L1 on murine tumors inhibits local antitumor 
T-cell responses.274,291 Indeed, this combination of findings 
provides the basis for PD-1 pathway blockade to enhance 
antitumor effector function in the tumor microenvironment. 
As immunohistochemistry (IHC) techniques and flow 
cytometry analysis of surface expression have been employed, 
it has become clear that the selective upregulation of PD-1 
ligands in various human tumor types is heterogeneous at 
a number of levels.275 Expression patterns of PD-1 ligands 
may very well be critical in choosing suitability for thera-
peutic blockade of this pathway, because its primary role in 
cancer is thought to be immune inhibition within the tumor 
microenvironment, and PD-1 inhibits lymphocyte function 
only when it is engaged by cognate ligand.

Initially, the majority of melanoma, ovarian, and lung 
cancer samples were reported to have high expression of 
PD-L1,274,291,292 and subsequently, many other human 
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Figure 52-4 CTLA-4 and PD-1 checkpoints act to regulate different elements of the T-cell response to tumors Naïve T cells and resting 
T cells express little CTLA-4 or PD-1 on their surface. On initial T-cell activation via triggering of the T-cell receptor (TCR) by cognate peptide/MHC 
complexes together with engagement of CD28 by B7-1 and/or B7-2, CTLA-4 becomes expressed on the cell surface while the T cell is still engaged 
with its antigen-presenting cell (generally a dendritic cell), usually in the secondary lymphoid tissue. The greater the TCR stimulus, the more CTLA-4 
is expressed on the surface. Inhibitory signals from CTLA-4 interaction of CTLA-4 with B7-1 and B7-2 results in a counterregulatory signal that down-
modulates the ultimate amplitude of T-cell activation. Activated T cells then traffic into the tumor, where the PD-1 pathway becomes important. The PD-1 
checkpoint primarily operates within the tumor where PD-1 ligands (PD-L1 and sometimes PD-L2) are upregulated.
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cancers were reported to upregulate PD-L1. In addition 
to tumor cells, PD-L1 is commonly expressed on myeloid 
cells in the tumor microenvironment.293-295 An initial report 
in renal cancer demonstrated that expression of PD-L1 
on either tumor cells or infiltrating leukocytes in primary 
tumors predicted a worse prognosis—that is, decreased over-
all survival relative to PD-L1− tumors.296 Since that report, 
analyses of various tumors have suggested that PD-L1 status 
can correlate with poor prognosis or better prognosis or can 
show no correlation with prognosis.275,297-301 Variability in 
IHC technique, cancer type, stage of cancer analyzed (most 
analyses are of primary, not metastatic lesions), and treat-
ment history in the analyzed cohort all likely contribute to 
the wide range of reported outcomes.

Although most analyses of PD-1 ligand expression 
have focused on PD-L1, PD-1 has also been reported to be 
upregulated on a number of tumors. It is highly upregulated 
on certain B-cell lymphomas such as primary mediastinal, 
follicular cell B-cell lymphoma, and Hodgkin’s disease.299 
Upregulation in these lymphomas is commonly associated 
with gene amplification or rearrangement to the CIITA 
locus, which is highly transcriptionally active in B-cell 
lymphomas.302

Given the heterogeneity of expression and potential 
relevance as a biomarker for blockade of the PD-1 path-
way, it is important to understand the signals that induce 
expression of PD-1 ligands on tumor cells and also hema-
topoietic cells within the tumor microenvironment (Figure 
52-5). Two general mechanisms for the regulation of PD-L1 
have emerged: innate and adaptive. For some tumors such as 

glioblastoma, it has been demonstrated that PD-L1 is driven 
by constitutive oncogenic signaling pathways in the tumor 
cell. Expression on glioblastomas is enhanced on deletion 
or silencing of PTEN, implicating the PI3K-AKT path-
way.303 Similarly, constitutive ALK signaling, observed in 
certain lymphomas and occasionally in lung cancer, has been 
reported to drive PD-L1 expression via STAT3 signaling.304

The alternative mechanism for PD-L1 upregula-
tion on tumors that has emerged from both clinical and 
preclinical studies reflects their adaptation to endogenous 
tumor-specific immune responses—a process termed adap-
tive resistance.275 In adaptive resistance, the tumor uses 
the natural physiology of the PD-1 ligand induction for 
tissue protection in the face of an immune response to 
infection in order to protect itself from an antitumor 
response. Expression of PD-L1 as an adaptive response 
to endogenous antitumor immunity can occur because it 
is induced on most cancers in response to interferons— 
predominantly γ-interferon, similarly to epithelial and stromal  
cells in normal tissues.305-307 This mechanism represents an 
alternative to the conventional drug resistance mechanisms 
that involve mutation of drug targets. It also contrasts with 
mechanisms of viral immune escape that involve mutation 
of immunodominant epitopes. The mechanism of adaptive 
resistance intrinsically implies that immune surveillance 
does exist even in some advanced cancers, but the tumor 
ultimately resists immune elimination by upregulating 
ligands for inhibitory receptors on tumor-specific lympho-
cytes that turn off antitumor responses within the tumor 
microenvironment.

Figure 52-5 Two mechanisms 
for PD-L1 induction on tumors: 
innate and adaptive PD-L1 can be 
constitutively expressed on tumors 
as a consequence of oncogene-
driven transcriptional activation. 
Alternatively, PD-L1 can be induced 
in an adaptive fashion when there 
are the right inflammatory cytokines 
in the tumor microenvironment 
consequent to an ongoing immune 
response to the tumor. This mecha-
nism of tumor resistance to immune 
attack is coopted from physiologic 
PD-L1 expression for tissue protec-
tion in the setting of antimicrobial 
immune responses. Innate and 
adaptive mechanisms of PD-L1 
expression on tumors can coexist. 
The adaptive resistance mechanism 
implies that PD-L1 expression is a 
“marker” of endogenous antitumor 
immunity.
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A number of preclinical and clinical studies sup-
port the adaptive resistance hypothesis. Gajewski and col-
leagues have demonstrated that melanomas can be roughly 
divided into “inflammatory” and “noninflammatory” catego-
ries defined by expression of multiple inflammatory genes, 
including those involved in the interferon pathway.308 A 
recent study in melanoma demonstrated a very high correla-
tion between cell surface PD-L1 expression on tumor cells 
and both lymphocytic infiltration and intratumoral γ-IFN 
expression. This correlation was seen not only among tumors 
but within individual PD-L1+ tumors at the regional level, 
in which regions of lymphocyte infiltration were exactly the 
regions where PD-L1 was expressed on both tumor cells and 
infiltrating leukocytes.275

Evidence of Clinical Activity  
for PD-1 Blockade

Taken together, the general findings of increased PD-1 
expression by TIL and increased PD-1 ligand expression by 
tumor cells created an important rationale for the capacity 
of antibody blockade of this pathway to enhance intratu-
moral immune responses. This was validated through many 
murine tumor studies demonstrating enhanced antitumor 
immunity through antibody blockade of PD-1 or its ligands 
(see earlier discussion). Furthermore, the relatively mild 
phenotypes of PD-1, PD-L1, and PD-L2 knockout mice 
suggest that blockade of this pathway would result in less 
collateral immune toxicity than CTLA-4 blockade, a finding 
that appears to be the case in clinical trials.

Although the clinical experience with anti-PD-1 anti-
bodies is less extensive than with anti-CTLA antibodies 
at this time, results look extremely promising. In the first 
Phase I clinical trial with a fully human IgG4 anti-PD-1 
antibody, there were a number of cases of tumor regres-
sion, including mixed responses, partial responses, and a 
complete response.309 Tumor regressions were observed 
in four of the five histologies examined—melanoma and 
colon, renal, and lung cancer—and were associated with sig-
nificant increases in lymphocyte infiltration into metastatic 
tumor deposits. Results from a second larger clinical trial, 
sponsored by BMS and extending the treatment with anti-
PD-1 (named nivolumab) to 2 years, demonstrated objec-
tive responses in 31% of patients with advanced melanoma, 
with an additional 7% achieving disease stabilization for 
more than 6 months. Similar response rates were observed 
in renal cancer with an additional 27% with disease stabiliza-
tion for more than 6 months. Most surprisingly, there was an 
18% response rate in non–small-cell lung cancer (NSCLC), 
with an additional 7% disease stabilization for longer than  

6 months. Efficacy against melanoma, renal cancer, and lung 
cancer was also observed with an anti-PD-L1 antibody.310

Among 270 nivolumab-treated patients with lung, 
melanoma, or kidney cancer, 1- and 2-year landmark sur-
vival rates were 42%/14% for lung cancer, 62%/43% for 
melanoma, and 70%/50% for kidney cancer. Median overall 
survival in these heavily pretreated patients (47% with three 
to five prior systemic therapies) was 9.6, 16.8, and more 
than 22 months, respectively. Among all responders, median 
response duration was 74, 104, and 56 weeks, respectively. 
Among 19 responders who discontinued therapy for reasons 
other than disease and were followed for at least 4 months 
(range 4 to 14 months), 70% retained their response.311

As predicted by the distinct phenotypes of the PD-1 
knockout versus CTLA-4 knockout mice, the frequency of 
immune-related toxicities from anti-PD-1 treatment appears 
to be less than from anti-CTLA-4. Grade 3/4 drug-related 
toxicity was less than 15% and was also largely immune 
related. In contrast to anti-CTLA-4, the most significant 
toxicity was pneumonitis, which produced a 1% mortality 
rate. Recently instituted protocols to manage pneumonitis 
with steroids and, when necessary, anti-TNF blocking anti-
bodies appear to mitigate lung toxicity.

It is logical to imagine that the enhancement of anti-
tumor immune responses on blockade of this pathway 
would depend in significant part on expression of a ligand 
for PD-1 within the tumor. Analysis of 42 patients treated 
with anti-PD-1 in the trial described earlier demonstrated a 
strong correlation between PD-L1 expression and response. 
None of 17 patients with no membrane PD-L1 expression 
on pretreatment biopsies responded to anti-PD-1, whereas 
44% patients with more than 5% of tumor cells expressing 
membrane PD-L1 displayed either an objective or mixed 
response.312 The lack of response in patients whose tumors 
exclusively expressed cytosolic PD-L1 was also notable, as 
cytosolic PD-L1 would fail to activate the PD-1 pathway. 
If validated in a larger series, this finding sets the stage for 
a broader assessment of immune checkpoint ligands and 
receptors as targets for antibody blockade as well as an 
assessment of ligand expression in the tumor as a biomarker 
for success in blockade of a specific checkpoint pathway.

There are a number of companies developing and test-
ing antibodies that block the PD-1 pathway; a recent study 
with a different anti-PD-1 antibody produced by Merck 
(named lambrolizumab) demonstrated a 38% response rate 
in melanoma,313 and an anti-PD-L1 antibody produced by 
Genentech gave similar response rates in melanoma and 
NSCLC (but a somewhat lower response rate in kidney 
cancer) to the BMS anti-PD-1 antibody.314 These results 
validate the PD-1 pathway as an important target for immu-
notherapeutic targeting. Based on the known interactions 
between the PD-1 ligands, it is theoretically possible that a 
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PD-1 antibody would have distinct biologic activity from an 
anti-PD-L1 antibody—an anti-PD-1 antibody would block 
PD-1 interaction with both PD-L1 and PD-L2 but not the 
interaction between PD-L1 and CD80. Most anti-PD-L1 
antibodies block the interaction between PD-L1 and CD80 
and between PD-L1 and PD-1 but would not block PD-1 
interaction with PD-L2. Thus, it is possible that, depending 
on which interactions dominate in a particular cancer, PD-1 
and PD-L1 antibodies might not have redundant activity.

Based on the distinct roles of CTLA-4 and PD-1 in 
regulating distinct components of the immune response, it 
was postulated that combined blockade of these pathways 
might provide an additive or synergistic antitumor effect. 
Indeed, a recent study demonstrated a 41% response rate in 
melanoma patients treated concurrently with ipilimumab 
and nivolumab. A larger proportion of the responses were 
“deep” (more than 80%) than observed with nivolumab alone, 
and there were about 20% additional mixed responses and 
stable disease longer than 6 months. However, toxicity was 
also greater than with nivolumab alone, with a 53% grade 
3/4 toxicity rate.315 Although the ultimate long-term clinical 
benefit of this combination remains to be determined, the 
study emphasizes the potential for combinatorial blockade 
of multiple checkpoints.

Additional Checkpoints Participate in  
Tumor Immune Resistance and Tolerance

Successful clinical outcomes of CTLA-4 and PD-1 pathway 
targeting have garnered great interest in a number of addi-
tional checkpoints (Figure 52-6). Basic immunologic studies 
have demonstrated that a number of checkpoint receptors 

are expressed coordinately under circumstances of tolerance 
to self-antigens and chronic infections as well as in inflam-
matory settings. In addition to defined lymphocyte inhibi-
tory receptors, a number of B7-family inhibitory ligands—in 
particular B7-H3 (CD276) and B7-H4—do not yet have 
defined receptors, but murine knockout experiments support 
an inhibitory role for both these molecules.316 In addition, 
they are upregulated on tumor cells or tumor-infiltrating 
cells.317 B7-H3 appears to be upregulated on endothelial 
cells of the tumor vasculature, and B7-H4 has been reported 
to be expressed on tumor-associated macrophages.316 Pre-
clinical tumor models have been used to demonstrate that 
blockade of many of these individual immune checkpoint 
ligands or receptors can enhance antitumor immunity and 
dual blockade of coordinately expressed receptors can pro-
duce additive or synergistic antitumor activity. Inhibitors 
for a number of these immune checkpoint targets either are 
entering the clinic or are under active development. Those 
described next are targets with currently available blocking 
antibodies or small-molecule inhibitors but do not represent 
a comprehensive list.

LAG-3 (CD223), 2B4 (CD244), BTLA (CD272), 
Tim-3, A2aR, and the family of killer inhibitory receptors 
have each been associated with inhibition of lymphocyte 
activity and in some cases induction of lymphocyte anergy. 
Antibody targeting of these receptors, either alone or in 
combination with a second immune checkpoint blocker, has 
been shown to enhance antitumor immunity in animal mod-
els of cancer. Because many tumors express multiple inhibi-
tory ligands and TILs express multiple inhibitory receptors, 
there are many opportunities to enhance antitumor immu-
nity via dual or triple blockade of immune checkpoints. 
Although human blocking antibodies specific for a number 

Figure 52-6 Multiple co-stimulatory and co-inhibitory 
ligand-receptor interactions ultimately determine the 
amplitude of T-cell activation and the potency of effec-
tor T-cell responses in tissue and tumor B7 family 
ligands and CD28 family receptors are shown in purple and 
TNF/TNFR family ligand-receptor pairs are shown in blue. 
There are additional inhibitory ligand-receptor pairs that do 
not fit into either of these families. Some of the receptors 
for B7 family members are not yet discovered. Whereas TNF/
TNFR interactions are usually one-on-one pairs, B7 family 
ligands often interact with multiple receptors. HVEM is a 
TNFR family member—in addition to its interaction with 
the TNF member LIGHT, it also interacts with the inhibi-
tory receptor BTLA, which is a member of the CD28 family. 
Additional signals of activation or inhibition are contributed 
by cytokines.
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of these “second generation” inhibitory receptors are under 
development, none has entered the clinic at this time. Most 
of these receptors are induced on T-cell activation, in keep-
ing with the biologic theme that they play roles in feedback 
inhibition of T-cell responses when their cognate ligands are 
present. In addition to providing inhibitory signals to acti-
vated effector T cells, some of these receptors such as LAG-3 
are highly expressed on Tregs, where they are important to 
amplify their inhibitory activity.79 This implies that, as with 
CTLA-4 and PD-1, these receptors play a dual role in ulti-
mately inhibiting effector immune responses and blocking 
antibodies, and therefore have multiple potential mecha-
nisms of action.

LAG-3 was cloned more than 20 years ago as a CD4 
homologue,318 but its function in the immune checkpoint 
was only defined in 2005, when it was shown to play a role 
in enhancing Treg function.79,319 LAG-3 also inhibits CD8 
effector function independently of its role on Tregs.320 The 
only known ligand for LAG-3 is MHCII, which is upreg-
ulated on some epithelial cancers (generally in response to 
IFN-γ) but is also expressed on tumor-infiltrating mac-
rophages and dendritic cells. The role of the LAG-3/
MHCII interaction in LAG-3 mediated inhibition of T-cell 
responses is unclear because anti-LAG-3 antibodies that 
do not block the LAG-3/MHCII interaction nonetheless 
enhance T-cell proliferation and effector function in  vitro 
and in vivo. The MHCII interaction of LAG-3 may be most 
important for its role in enhancing Treg function. LAG-3 
is one of a number of immune checkpoint receptors coor-
dinately upregulated on both Tregs and anergic T cells and 
simultaneous blockade can result in enhanced reversal of 
this anergic state relative to blockade of either receptor. In 
particular, PD-1 and LAG-3 are commonly coexpressed on 
anergic or exhausted T cells.321,322 Dual blockade of LAG-3 
and PD-1 provide synergy in reversing anergy among 
tumor-specific CD8 T cells as well as virus-specific CD8 T 
cells in the setting of chronic infection. Dramatic evidence 
of the effects of coordinate T-cell inhibition by PD-1 and 
LAG-3 comes from PD-1/LAG-3 double knockout mice, 
which completely reject even poorly immunogenic tumors in 
a T-cell–dependent fashion, but also develop autoimmune 
syndromes much more quickly than PD-1 or LAG-3 single 
knockouts that are ultimately fatal (though not as quickly as 
CTLA-4 knockouts).323 These findings emphasize the bal-
ance between antitumor effects and autoimmune side effects 
that must be taken into consideration in all of the immune 
checkpoint blockade strategies.

Tim-3, the ligand of which is galectin-9 (a galec-
tin reported to be upregulated in a number of cancer 
types such as breast cancer) inhibits Th1 responses,324 
and anti-Tim-3 antibodies enhance immunity.325 Tim3 
has also been reported to be coexpressed with PD-1 on 

tumor-specific CD8 T cells, and dual blockade of both mol-
ecules significantly enhances the in  vitro proliferation and 
cytokine production of human T cells when stimulated by the  
cancer-testes antigen NY-ESO-1. In animal models, coordi-
nate blockade of PD-1 and Tim3 was reported to enhance 
antitumor responses and tumor rejection under circum-
stances where only modest effects from blockade of each 
individual molecule were observed.326-328

BTLA was first identified as an inhibitory receptor on 
T cells based on enhanced T-cell responses observed in the 
BTLA knockout mice.329 Subsequently, herpesvirus entry 
mediator (HVEM), which is expressed on certain tumor cell 
types (i.e., melanoma) as well as tumor-associated endothe-
lial cells, was demonstrated to be the BTLA ligand.330 This is 
a rare case in which a TNF family member interacts with an 
immunoglobulin supergene family member. BTLA expres-
sion on activated virus-specific CD8 T cells is relatively 
low, but it has been demonstrated to be much more highly 
expressed on TILs from melanoma patients. BTLA(hi) T 
cells are inhibited in the presence of its ligand, HVEM. Thus, 
BTLA may also be a relevant inhibitory receptor for T cells 
in the tumor microenvironment.331 The system of HVEM-
interacting molecules is complex—two additional interact-
ing molecules, CD160 (an immunoglobulin superfamily 
member) and LIGHT (a TNF family member), appear to 
mediate inhibitory and co-stimulatory activity, respectively. 
It also appears that signaling can be bidirectional depending 
on the specific combination of interactions. The complex-
ity of this system makes therapeutic inhibition strategies 
less straightforward than with other inhibitory receptors or 
ligands, although dual blockade of BTLA and PD-1 clearly 
enhances antitumor immunity.332

The A2a receptor for adenosine inhibits T-cell 
responses, in part by driving CD4 T cells to express 
Foxp3 and develop into Tregs.333 Knockout of this recep-
tor results in enhanced and sometimes pathologic inflam-
matory responses to infection. This receptor is particularly 
relevant in tumor immunity because the rate of cell death 
in tumors from cell turnover is high, and dying cells release 
adenosine. In addition, Tregs express high levels of the exo-
enzymes CD39, which converts extracellular ATP to AMP, 
and CD73, which converts AMP to adenosine.334 Given 
that A2a receptor engagement by adenosine drives T cells 
to become Tregs, this can produce a self-amplifying loop 
within the tumor. Indeed, tumors grow more slowly in A2aR 
knockout mice, and tumor vaccines are much more effective 
against established tumors in these mice.335 A2aR can be 
inhibited either by antibodies that block adenosine binding 
or by adenosine analogues, some of which are fairly specific 
for A2aR. Although these drugs have been used in clinical 
trials for Parkinson’s disease, they have not yet been tested 
clinically in cancer patients.
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Killer inhibitory receptors are a broad category of 
inhibitory receptors that can be divided into two classes 
based on structure: killer immunoglobulin receptors (KIR) 
and C-type lectin receptors, which are type II membrane 
receptors.336-338 These receptors were originally described as 
critical regulators of the killing activity of NK cells, though 
many are expressed on T cells and APCs.339 The importance 
of their inhibitory role on T cells and APCs (i.e., DCs) is 
less well studied, but the resulting activation of NK cells can 
provide potent antitumor activity. Many of the killer inhibi-
tory receptors are specific for subsets of HLA molecules and 
possess allele specificity. However, other receptors recognize 
broadly expressed molecules—for example, the C-type lectin 
receptor KLRG1 recognizes e-cadherin. The potential value 
of NK cells in antitumor responses when their inhibitory 
receptors are not appropriately engaged is best exemplified 
by the significantly enhanced graft-versus-tumor effects in 
allogeneic bone marrow transplants elicited by mismatches 
between donor NK inhibitory receptors and recipient HLA 
alleles. The big question in therapeutic blockade of NK 

inhibitory receptors is which among the more than 20 recep-
tors should be targeted.

Summary

After decades of research and clinical trials aimed at harness-
ing cancer patients’ immune systems to attack their cancer, 
clinical efficacy with both vaccines and inhibitors of immune 
checkpoints has been demonstrated. The past few years have 
therefore become a turning point, establishing active immu-
notherapy as a viable approach to cancer therapy. These 
advances have been fueled by basic molecular and cellular 
discoveries related to immune system activation as well as 
study of the tumor microenvironment to identify resistance 
mechanisms that can be targeted directly. Future work will 
concentrate on targeting multiple pathways of immune 
regulation and developing rationally designed combinatorial 
approaches.
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Introduction

Interferons (IFNs) comprise a family of secreted α-helical 
cytokines induced in response to specific extracellular bio-
molecules through stimulation of Toll-like receptors (TLRs). 
Acting in paracrine or autocrine modes, IFNs stimulate intra- 
and intercellular networks for regulating innate and acquired 
immunity, resistance to viral infections, and normal and 
tumor cell survival and death (Table 53-1). Through high-
affinity cell surface receptors, IFNs stimulate genes, employ-
ing signaling molecules also used in part by other cytokines 
first identified through studies of IFNs. Perturbations in 
these pathways can also make cells resistant to a given ligand, 
facilitating either progression or resistance of malignancy. 
IFNs act on almost every cell type and, through their cellular 
actions, can be effective in inhibiting tumor emergence and 
progression and in inducing regression (see Table 53-1).

Studies on the mechanisms by which IFNs exert their 
antitumor activity have helped to understand host resistance to 
tumor emergence and also define cellular actions of interferon-
stimulated gene (ISG) products (see Table 53-1). These latter 
proteins underlie not only the antitumor and immunoregula-
tory actions but also the antiviral effects of IFNs. More than 
a thousand genes regulated through IFN signaling pathways 
now have been identified.1,2 Suppression of IFNs and influ-
ences on their regulated gene products in and by malignant cells 
is emerging as an important contributor to the development 
of some human cancers (Table 53-2). Germ-cell mutation of 
an ISG RNASEL increases risk for prostate, breast, head and 
neck, and pancreatic carcinomas.3-6 Gene expression profil-
ing and cytogenetic analyses have identified somatic homozy-
gous deletions in the locus for IFNs at 9p21 and mutations 
of ISGs in melanoma, colon, lung, and hematologic malignan-
cies.7-12 Epigenetic and genetic silencing of IFN signaling also 
likely influences tumor development.11,13-15 Activated natural 
killer (NK) and T cells have a critical role in the production 

and action of IFNs for potent immunomodulatory roles in 
the protection from chemical carcinogenesis and in controlling 
the growth of syngeneic and transplanted tumors. In addition 
to being a primary source for the production of IFNs-α and 
IFN-β, dendritic cell maturation is also influenced by IFNs.16-

19 These actions of endogenous IFNs-α, IFN-β, and IFN-γ are 
probably the basis for the effectiveness of IFNs and/or inducers 
in suppressing tumor emergence and progression.20-22 These 
immunomodulatory actions, however, may or may not be iden-
tical to those resulting in clinical tumor regression with IFNs 
administered as single agents or in conjunction with other 
modalities of therapy.

Before the development of recombinant DNA technol-
ogy for protein synthesis in prokaryotes, only limited quanti-
ties of impure IFNs were available. IFNs were, indeed, the 
first proteins produced by recombinant technology that were 
not previously available for wide use in clinical medicine. A 
long-awaited milestone, U.S. Food and Drug Administration 
(FDA) approval for a defined human protein with potent 
cell regulatory effects for the treatment of human malig-
nancy, was subsequently realized.23,24 IFNs thus became the 
prototypic biologic response modifiers for clinical oncologic 
therapy. With an emphasis on studies in human cells, this 
chapter reviews the structure of this family of cytokines, 
receptor interactions, signal transduction pathways, mecha-
nisms of action, the ISGs, and clinical antitumor activity.

Induction, Genes, Receptors,  
and Signaling

Interferon Genes, Proteins,  
and Their Induction

There are several types and families of IFNs, all of which have 
antiviral effects. Classification of IFNs is based on primary 

53
Interferons
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structures as well as target receptors. Based on these simi-
larities and differences, there are three types of IFNs.23,25-27  
Type I IFNs include the multiple subtypes of the IFN-α 
family with multiple subtypes, IFN-β, IFN-ω, IFN-τ, IFN-
κ, and IFN-ε.23,25-28 The sole type II IFN is IFN-γ.29 The 
more recently discovered type III IFNs are also known as 
IFN-λ or IL-28/29; there are three known members, λ1 
(IL-29) and λ2/3 (IL-28 A/B) produced by mucosal epithe-
lial cells.26 The type III IFNs share structural homology and 
induction characteristics with type I IFNs, with cell lineage 
distribution of their unique receptors restricted to mucosal 
epithelial cells and plasmacytoid dendritic cells (pDCs).26

The genes for the human type I IFNs lack introns; 
genes, including those encoding 14 subspecies of IFN-α, are 

clustered on chromosome 9.23,25,27 The corresponding 13 
murine genes are clustered on chromosome 4. At the protein 
level, the human IFN-α subspecies share about 50% sequence 
identity; IFN-β is 22% and IFN-ω is 37% identical to the 
IFN-α. IFNs-α and IFN-β have 186 to 190 amino acids and 
contain a cleavable signal peptide resulting in secreted protein 
of 165 or 166 amino acids. Two Cys-Cys disulfide bonds are 
conserved among the proteins. Structure-function analysis has 
implicated the NH2 termini of IFN-α molecules as impor-
tant for their biological activity.30 The gene encoding IFN-γ, 
located on human chromosome 12 (mouse chromosome 10), 
has three introns and encodes a protein of 146 amino acids; 
it functions as a dimer.29 The structural homology of IFN-γ 
with type I IFNs is minimal. NK and T cells are the major 
source of IFN-γ. Type I IFNs are produced predominantly 
by dendritic cells but can be induced in all other cell types, 
including T cells, monocytes, fibroblasts, and epithelial cells.

The specific isoforms induced depend on both the 
cell type and the inducing agent. Virus or microbial infec-
tion through their gene products, such as dsRNA, ssRNA, 
dsDNA viral envelope proteins or prokaryotic cell wall con-
stituents, triggers type I IFN synthesis.31-34 These viral and 
microbial pathogen-associated molecular patterns (PAMPs) 
are recognized by specific membrane proteins called Toll-like 
receptors (TLRs) that initiate the signaling process culmi-
nating in IFN synthesis (Table 53-3). dsRNA, a common 
by-product of viral replication, is recognized by TLR-3, a 
protein present in endosomal membrane.34 dsRNA can also 
be recognized by two cytosolic RNA-helicases, RIG-I and 
Mda5, both of which are upregulated by type I IFNs.35 Viral 
single-stranded RNAs are recognized by TLR7 and TLR8 

Table 53-2 IFNs in Malignant Pathogenesis

ISGs in Tumor and Other Cells

Decreased in constitutive expression

Increase correlates with improved prognosis

RNase L (HPC1) mutation and SNPs in IFN pathways increase prostate 
and colorectal cancer risk

Murine Tumor Development

Antibody to murine IFN hastens tumor emergence

IFNs decrease carcinogen-induced tumors

Role in T-Cell and Dendritic-Cell Maturation

Methylation Silencing of Genes for IFN Actions

ISGs (XAF1)

RASSF1A MAGE1 DAP kinase

IFN, Interferon; ISG, interferon-stimulated gene; SNP, single-nucleotide polymorphism.

Table 53-3 Pathogen-Associated Macromolecular Patterns (PAMPs)  
as Ligands and Toll-like Receptors (TLRs) Resulting in Innate and Acquired 
Immunity

Distinct Macromolecules of Pathogens

Recognition of ligands by TLR
TLR1: diacyl lipopeptides
TLR2/6: triacyl lipopeptides
TLR3: dsRNA (poly I:C)
TLR4: lipopolysaccharides
TLR5: flagellin
TLR7/8: ssRNA/imiquimod
TLR9: CpG DNA

Intracellular proteins activated
RIG-I
PKR
2′,5′-Oligoadenylate synthetase

Promote Activation of Innate and Acquired Immunity

Synthesis of induced proteins
Interferons (type I)
Cytokines and chemokines

Effectors
Dendritic cells, natural killer cells
Amplification (IFN-γ, IL-2, IL-12)

Antigen presentation

Table 53-1 Regulatory Molecules in the Antitumor Mechanism of Action  
of Interferons

Induction

TLRs
MyD88, RIG-I
IRFs

Receptors

IFNAR1, IFNAR2
IFNGR
IFNLR1, IL-10R2

Signal Transduction

JAKs, STATs
IRFs
PI3K

Interferon-Stimulated Genes (ISGs)

Cellular Effects

Apoptosis
Immunoregulatory
Anti-angiogenic
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and viral DNA by TLR9, all of which are also present in 
endosomal membranes.32,33

Induction also occurs in bacterial PAMPs such as 
lipopolysaccharides and unmethylated CpG DNA.33,36-38  
Low molecular weight synthetic molecules that can be ago-
nists of TLRs 7 to 9 and produce IFNs and ISGs have also 
been identified.39-41 Different adaptor proteins connect 
these receptor proteins to specific protein kinases, such as 
TBK1 and IKK, which activate transcription factors includ-
ing NFκB, IRF3, IRF7, and AP-1. For IFN-β gene induc-
tion, NFκB, the AP-1 complex composed of ATF2/c-jun 
and IRF1, and IRF3 or IRF7 are needed. These phosphory-
lated proteins form the enhanceosome complex at the IFN-β 
promoter.42,43 Synthesis of different members of the IFN-
α family and IFN-β can be temporally staggered. IFN-β 
induces IRF7 synthesis, which in turn induces transcription 
of IFN-α1 and other IFN-α genes.31 Synthesis of IFNs and 
their actions are, therefore, intimately linked; inhibition of 
IFN signaling blocks robust production of IFN-α. IRF5 
and IRF8 can also participate in IFN-α gene induction in 
specific situations.44,45

Interferon regulatory factors (IRFs), a family of nine 
transcription factors, have common DNA binding domains 
in their N-terminal domains. Their C-terminal domains, 
resembling the SMAD transcription factors in most IRFs, 
were first identified through the role of IRF1 in inducing 
IFN-β.45-47 Although IRF3 and IRF7 are more important 
in inducing type I IFNs, IRF-1 and possibly IRF-5 may 
determine which species of IFNs are induced by TLR acti-
vation. IRF1 is expressed constitutively and in response to 
IFN-γ, as is IRF8, whereas IRF7 is mostly produced by type 
I IFNs. IRF7 amplifies the initial phosphorylated activation 
of constitutive IRF3 and other IRFs through TLRs, leading 
to additional cascades of production of IFNs by homo- and 
heterodimers of mostly IRF3 and IRF7 and potentially also 
induction of specific ISGs such as CXCL10.45-47

Polyethylene glycol (PEG)-conjugated IFNs have 
superior pharmaceutical properties compared with their 
unconjugated counterparts as a result of greater protec-
tion against proteolytic degradation, better solubility, and 
slower catabolism and excretion.48-52 Because the half-life 
of IFN-α2 ranges from 4 to 8 hours and little is detected 
in serum 24 hours after administration, daily injections of 
IFN-α are required to achieve sustained clinical efficacy. 
Two PEG-IFNs have been developed and taken forward to 
clinical regulatory approval: a 40-kDa branched PEG conju-
gated to IFN-α2a and a 20-kDa PEG conjugated to IFN-
α2b. Although they have a somewhat less specific activity, 
probably as a result of lower receptor affinity, preclinical and 
clinical studies have established a prolonged human phar-
macological profile enabling effective weekly dose for PEG-
IFNα2 as compared with daily IFN-α2.48,49,52

IFN Receptors and Signaling

IFNs bind to species-specific, heterodimeric cell surface 
transmembrane proteins that trigger signaling through their 
cytoplasmic domains.23,27,53-55 The signaling pathways used 
by IFNs and other cytokines partially overlap, reflecting 
their common structural motifs with other members of the 
class II cytokine receptor family. To elicit a cellular response, 
the receptor for IFNs-α and IFN-β requires two subunits, 
IFNAR-1 and IFNAR-2. IFNs-α and IFN-β use and com-
pete for the same receptor complex, although IFN-β inter-
acts with the receptor heterodimer in a different way than 
does IFN-α2.56,57 The ligand-specific anchor points induce 
a different conformational change in IFNAR1 that can 
result in greater activation of a subset of ISGs.54,55,58 IFN-γ  
binds to a different heterodimeric receptor consisting of 
two subunits, IFNGR-1 and IFNGR-2.27 The receptor for 
IFNs-λ consists of a unique subunit IFN-λR1 and a second 
subunit IL-10R2, the latter also a component of the receptor 
complex for IL-10, IL-22, and IL-26.26

Signals are transmitted to the promoters of ISGs and 
transcription induced.23,59 Many of the same genes are also 
directly induced by dsRNA and viruses, which in part use 
different signaling pathways. Synthesis of some of the pro-
teins that mediate IFN signaling, such as IRF7 and STAT1, 
are induced by IFNs as well, thus eliciting positive feedback 
responses. Proteins, such as constitutively expressed IRF2, 
a stable nuclear factor, downregulate both production of 
type I IFNs and synthesis of ISGs such as PKR, OAS, and 
IRF7.31 Suppressors of cytokine signaling (SOCS) proteins 
that block IFN signaling are also induced so that, even in the 
continuous presence of IFNs, signaling is transient.60,61 The 
critical role of both of these proteins in damping ISG antivi-
ral and antitumor responses has been confirmed in IRF2−/− 
cells and SOCS1−/− mice.62-64

The critical event in triggering signaling is the 
ligand-initiated dimerization of the receptors that results 
in cascades of tyrosine phosphorylation. The ligand- 
activated cytoplasmic domains of receptors for IFNs sig-
nal by binding to JAKs ( Janus kinases) and STATs (signal 
transducers and activators of transcription).27,60,65,66 The 
cytoplasmic domains activate the two nonreceptor pro-
tein tyrosine kinases, Tyk2 and JAK 1, which phosphory-
late STAT1 and STAT2 (Figure 53-1). Phosphorylated 
STATs form homomeric or heteromeric dimers that bind 
to specific cis-acting DNA sequences in the promoters of 
ISGs (see Figure 53-1). The principal transcription factor 
activated by type I IFNs is ISGF3, composed of activated 
STAT1, STAT2, and IRF9, the last specifically recogniz-
ing the ISRE (IFN-stimulated response element). Thus, 
for type I IFN signaling, seven proteins are essential: 
IFNAR1, IFNAR2, JAK1, Tyk2, STAT1, STAT2, and 
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IRF9. For full activation of STATs, further phosphory-
lation at specific serine residues is required as well. A 
dephosphorylation switch through the histone acetylation, 
leading to binding of phosphatase DCP45, suppressed 
signaling.67

Protein tyrosine phosphatases (PTPs) also have a reg-
ulatory role in suppressing signaling by IFNs in NK, T, and 
tumor cells. Inhibition of these can prolong signaling and 
potentiate antitumor activities of IFNs.68-70 Loss of func-
tion of a phosphatase modifying STATs resulted in mela-
nocytic neoplasms in Drosophila.71 Inhibition of the PTP 
SHP-1 can be accomplished by inhibitors with potentiation 
of effects of IFNs.70,72,73 SHP-2 silenced NK cells have ele-
vated cytolytic activity with increased production of IFN-γ 
consistent with immune activation.74 SHP-2 suppression 
increased STAT1 tyrosine 701 phosphorylation, increased 

promoter activity, and enhanced anti-melanoma effects of 
IFN-α2b for a human xenograft in mice.70,75

In the IFN-γ signaling pathway, the two receptor sub-
units IFNGR1 and IFNGR2, JAK1, JAK2, and STAT1 are 
required to activate the transcription complex, GAF, which 
binds to the gamma-activated site (GAS).23,27 Additional 
Ser phosphorylation of STAT1 is required for the optimum 
function of GAF. Because the intracellular component of 
IFNγR2 at a site separate from the JAK2 binding domain 
can be inhibitory of apoptosis without ligand activation,76 
additional functions of this and possibly other components 
of IFN receptors may be identified.

IFN-λ proteins signal through a different receptor that 
is composed of a unique IFN-LR1 subunit and the IL-10R2 
chain of IL-10, IL-22, and IL-26 receptors.77 Like other type 
I IFNs, IFN-λ uses the proteins JAK1, Tyk2, STAT1, and 

Figure 53-1 Signal transduction by IFNs-α and 
IFN-β (1) Receptor. (2) Ligand-induced aggregation 
of the receptor and phosphorylation of JAK1 and 
Tyk2. (3) Binding and phosphorylation of STAT2.  
(4) Binding of STAT1 to the tyrosine-phosphorylated 
STAT2 and its phosphorylation by JAK1. (5) Dis-
sociation of STAT1-STAT2 heterodimer from the 
receptor and nuclear translocation. (6) Formation  
of ISGF3 complex and transcriptional activation.  
All proteins of ISGF3 complex make contacts with 
the bases in ISRE. (Figure developed with thanks to  
D. Kalvokolanu.)
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STAT2 for signaling; additional pathways are probably acti-
vated as well. Another major difference is in the expression 
profile of the receptors. Whereas IFNAR1 and IFNAR2 are 
ubiquitously expressed on cells of all lineages, expression of 
IFN-LR1 has a more limited distribution on epithelial and 
dendritic cells.26,77

In addition to the STAT pathways outlined earlier, 
IFNs can activate signaling pathways through other transcrip-
tion factors.23,66,78 For example, just like IFN-γ, type I IFNs 
can trigger STAT1-dimer formation and gene induction by 
the GAS. Furthermore unphosphorylated STAT1, itself 
induced potently by IFNs, can prolong and increase expression 
of ISGs initially induced by pSTAT1.79 Signaling cross talk 
between STATs is illustrated by the effectiveness of an inhibi-
tor of STAT3 in augmenting IFN-α activity for a murine 
melanoma.80 This finding is in accord with those identifying 
roles of heterodimers of other STATs with STAT1.78,81

Although different subspecies of IFNs-α and IFN-β  
signal through the JAK-STAT pathway using the same 
receptor, signaling pathways triggered by them may not be 
identical. A mutant cell line lacking Tyk2 still responded 
to IFN-β and IFN-α8, but not to IFN-α1 and IFN-α2.82 
Preferential induction of the BR1 gene by IFN-β also sup-
ports the notion of additional IFN-β-specific pathways.83 
The receptors, which are glycosylated in their extracellular 
domains, are both necessary and sufficient for activities of 
IFNs. Binding to IFNAR-1 accounts for the affinity and dif-
ferential actions of IFNs-α and IFN-β.54,84,85 IFNAR1 is 
at least in part degraded by an E3 ubiquitin ligase; decrease 
in activity of the ubiquitin ligase increases IFNAR1 and 
decreases tumorigenicity for a human melanoma xenograft.86

To add to the complexity of the signaling cascade, other 
STATs, such as STAT3 and STAT5, are activated by IFNs 
and can form homo- and heterodimers that influence tran-
scription.66,87 Indeed, in chronic lymphocytic leukemia (CLL) 
cells with high-risk molecular features, STAT3 was activated 
by IFNs, resulting in increased cell size and number.88 Fur-
thermore, STAT2 influences gene expression independently 
from its phosphorylation, with binding identified before 
IFN-α2 on many ISGs.89 IFN type I suppressed genes were 
marked by pSTAT2 and by repressive histone methylation 
marks on H3K27me3 together with STAT1 binding.89,90

Ancillary pathways, activated by type I IFNs, are also 
triggered by additional protein kinases such as PI3K and 
p38 MAPK.66,78 PI3K and p38 MAPK signaling pathways 
are activated by type I IFNs, and responses can be inhibited 
by low molecular weight inhibitors.83,91,92 Purified CD34+ 
cells with a mutation in JAK2, derived from patients with 
polycythemia vera, had increased apoptosis from pegylated 
IFN-α2a, an effect mediated by p38 MAPK.93 Further-
more, MAPK activation may play an important role in trans-
lational synthesis of ISGs and thus antiproliferative effects.94 

Thus, the global impact on gene induction by IFNs is influ-
enced by many factors, including cell lineage, basal transcrip-
tion binding and methylation of promoters, and exposure of 
the cells to other cytokines and secondary cascades of signal-
ing generated by genes induced in the primary response.

IFN Pathways and Molecular Oncogenesis

Genotypic variation in signaling components in IFN path-
ways can be important in initiation and progression of 
malignancy. Oncogenes such as RAS and HPV E6E7 
downregulate TLR signaling pathways,95,96 possibly enhanc-
ing cell transformation. Several viral oncoproteins can block 
IFN signaling, often by interfering with the function of ISGs 
or ISGF-3.97,98 IFN-κ with 30% homology to other type I 
proteins has been identified in epidermal keratinocytes and 
imparts cellular protection against viral infections in a spe-
cies- and tissue-specific manner, using the same receptors 
and signaling pathways as other type I IFNs. It was sup-
pressed by human papillomavirus type 16 in keratinocytes 
in vitro and in human cervical carcinoma biopsies, suggesting 
its role in innate immunity.99

The potential importance of TLR signaling in onco-
genesis has been suggested by the identification of gain-of- 
function mutations in an adaptor protein (MYD88) for 
TLR signaling in a subset of aggressive diffuse B-cell lym-
phomas, particularly those of mucosa-associated lymphoid 
tissue (MALT).100 A population-based control study of 
more than 4000 individuals identified single-nucleotide 
polymorphisms (SNPs) in IRFs, IFN-γ, and IFN-γR2 
as influencing colorectal carcinoma risk and progression.8 
With an increasing number of variant genotypes, the risk of 
colorectal carcinoma and hazard of dying increased linearly.

The initiation and progression of carcinogen-induced 
bladder or hepatocellular carcinomas in murine models was 
inhibited by IFN-β or IFN-γ, respectively.101,102 In the blad-
der carcinoma model, both IFNs and an inducer were effec-
tive; IFN-β completely prevented tumor formation. Gastric 
carcinogenesis from Helicobacter pylori and hepatocarcino-
genesis from a chemical carcinogen in murine models was 
suppressed by IFN-γ through autophagy, p53 activation, and 
alterations in the tumor immune microenvironment.102,103 
In the hepatocellular carcinoma studies, although infiltration 
of immune effector cells and chronic inflammation was pres-
ent, inhibition resulted from activation in hepatocytes of p53 
tumor suppressor function.

Evidence suggesting a direct role for IFNs on tumor 
cell viability and progression through apoptosis or inhibi-
tion of proliferation has resulted from mouse tumor model 
systems. Treatment with human IFN-α or IFN-β of immu-
nodeficient nude mice implanted with human tumor cells 
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effectively controlled tumor growth and promoted tumor cell 
apoptosis.104,105 Alteration of tumor phenotype by reversal 
of epigenetic silencing of gene expression made an IFN-
resistant mouse tumor sensitive.106 Because mouse cells do 
not respond to human IFNs, these antitumor effects were 
clearly direct. Furthermore, progression of a RAS trans-
formed cell line could be reversed both in vitro and in vivo by 
exogenous IFN-β with or without retinoic acid.107 RAS can, 
however, result in activation of endogenous IFN-β that may 
contribute to the transformed cellular phenotype.108

Conversely, other murine studies highlight the impor-
tance of immune effector cells in antitumor effects of IFNs. 
Equivalent antitumor effectiveness of IFNs in vivo has been 
identified for syngeneic tumor cells sensitive or resistant 
to antiproliferative effects of IFNs in  vitro.109,110 Addi-
tional evidence supporting a role for host immune effec-
tor cell response to IFNs comes from studies in which 
mice implanted with a syngeneic leukemia, or with human 
prostate and HeLa tumor xenografts, received neutralizing 
antibody to murine IFN.111 These mice, in the absence of 
exogenous IFN, had enhanced tumor growth and trans-
plantability, suggesting that neutralization of endogenous 
IFN removes aspects of host defense to tumor.

Subsequent studies, using genetically altered mice, 
have more rigorously suggested the potential importance 
of immune cell regulation in the antitumor effects of type I 
IFNs. STAT1 knockout mice implanted with IFN-respon-
sive tumors and treated with exogenous IFN-α did not sur-
vive longer than control mice.112 Furthermore, wild-type 
(STAT1+/+) animals implanted with STAT1-null tumor 
cells were able to mount an effective antitumor response 
following IFNs suggesting the importance of host cells.113 
Additional studies of either IFN-γR– or STAT1-deficient 
mice identified the development of spontaneous tumors of 
diverse histologies or chemically induced fibrosarcomas at 
substantially greater frequency than in controls.114,115 Type 
I IFNs, endogenously produced, were required to prevent  
primary carcinogen-induced and transplantable tumors.116 
In contrast to IFN-γ, for which tumor cells were important 
targets, host hematopoietic cells (NK cells, dendritic cells) 
were critical targets for IFNs-α and INF-β during the devel-
opment of protective antitumor responses leading to tumor 
elimination.116,117 Particularly critical for mediating effects 
of type I IFNs may be CD8α+ dendritic cells.118,119

Mice lacking IRF8 develop a disease similar to chronic 
myelogenous leukemia (CML). Overexpression of IRF8 in 
Bcr-Abl transformed cells inhibited leukemogenesis as well 
as resistance to the tyrosine kinase inhibitor imatinib; this 
correlated with reduced bcl-2 expression.120 IRF4 inhib-
its myeloid progenitor cell growth and granulocytic differ-
entiation in vitro, and its absence enhanced progression of 
the CML-like disease that occurs in IRF8−/− mice.121 In 

chronic lymphocytic leukemia, heterozygous mutations in 
the DNA binding domain of IRF4, which both is constitu-
tively expressed and can be induced through TLR ligation, 
have been identified in a small proportion of patients.122 
Other genetic perturbations in IRF4 have been identified in 
a subset of germinal center B-cell lymphomas (a transloca-
tion) and cutaneous carcinomas (a germline SNP).123,124 
Similarly, overexpression of IRF5 in breast carcinoma cells 
inhibited in vitro and in vivo cell growth and was identified 
as downregulated in human breast carcinomas.125

Over the past decade, paradoxes and additional com-
plexities in antitumor actions of IFNs have been identified. 
STAT1 has generally been considered the upstream initia-
tor of a prodeath and tumor-suppressive pathway. However, 
emerging evidence suggests that STAT1 activation and its 
induction by IFNs can be associated with resistance to DNA-
damaging agents and may mediate more aggressive tumor 
growth.79,126-128 STAT1 was induced by ionizing radiation 
or doxorubicin and can also be identified together with other 
ISGs as constitutively present in human tumors. Indeed, 
presence of a subset of ISGs in breast cancers was adversely 
prognostic for metastasis-free survival following adjuvant 
radiation and chemotherapy.128 Specific ISGs, such as ISG15 
and G1P3, have been identified as constitutively expressed 
in breast carcinomas and associated with anti-apoptotic 
effects and adverse clinical prognosis.129-131 Chronic induc-
tion of ISGs may be detrimental, possibly through unphos-
phorylated STAT1 after an initial protective burst of ISGs 
in response to pSTAT1.79 Understanding these adverse 
patterns of ISG expression on resistance to DNA damage 
and patient outcome may, over the next several years, further 
explain why IFNs are not more effective clinically.

Regardless of the cellular mechanisms augmented and 
suppressed by endogenous and exogenous IFNs, underlying 
the immunoregulatory, antiproliferative/prodeath, and anti-
angiogenic effects of IFNs are the ISGs, which are regulated 
at the level of transcription.132 Although the function of many 
of these ISGs has begun to be understood, many were iden-
tified initially as differentially expressed mRNAs after the 
treatment of cells with IFNs or more recently on expression 
arrays. Although overlap in function certainly exists, actions 
relevant to antitumor effects of the most studied and potently 
induced protein products of ISGs are summarized next.

Mechanisms of Antitumor Action  
of Induced Genes

Underlying the antitumor actions of IFNs are the transcrip-
tionally regulated ISGs.132 Almost 2000 genes are transcrip-
tionally regulated, mostly stimulated (more than 1500) but 
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some suppressed (about 300), with varying patterns of tem-
poral expression over 24 hours after IFNs.1,2,133 They are rel-
atively equally divided between those predicted to be nuclear 
or cytoplasmic in functional location and include structural 
proteins, transcription factors, adaptors, enzymes, metabolic 
factors, and secreted proteins.2 Fundamental discoveries 
concerning regulation of RNA stability and editing, trans-
lational protein synthesis, and protein transport and turn-
over have emerged from studies of these gene products. The 
proteins induced influence and mediate the pro-apoptotic, 
immune modulatory, and anti-angiogenic effects. Realizing 
that ISGs may have more than a single biological effect, some 
of the most potently induced (10× to 50× at the RNA level) 
have been related to these antitumor mechanisms of action.

Direct Antigrowth and Pro-apoptotic Effects

Regardless of direct or indirect causes of stasis or regression 
of tumors, antigrowth and apoptotic effects must result in 
the transformed cell. Thus activities of ISG products that 
may mediate or influence this action have been one key focus 
of assessment of molecular actions (Table 53-4). Unlike 
the rapid apoptosis induced by cytotoxics such as campto-
thecin, programmed cell death through the intrinsic cascade 
in response to IFNs is a later effect, requiring 48 to 72 hours. 
Underlying this latency is probably the requirement for syn-
thesis of protein products of ISGs that occur over 24 to 48 
hours (many identified by expression profiling).1,134

An ISG product, Apo2L/TRAIL (TNF-related apop-
tosis inducing ligand) mediates apoptosis from IFNs in 
myeloma, melanoma, T cells, B cells, and hepatoma and lym-
phoma cells.135,136 IFN-β induced Apo2L/TRAIL in mel-
anoma and other cells more potently than did IFN-α2.135 
Coculture of cells with IFN and neutralizing TRAIL anti-
bodies or TRAIL decoy receptors can inhibit IFN-induced 
apoptosis. Apo2L/TRAIL induction in breast cancer cells 
by IFN and retinoic acid was mediated through IRF1 acti-
vation of the Apo2L/TRAIL promoter.137 Combination 
with IFN and retinoic acid synergistically induced Apo2L/
TRAIL with potentiated antitumor effects.137

Other ISG protein products are needed as well to sen-
sitize cells to the effects of Apo2L/TRAIL. Pretreatment 
with IFNs, particularly IFN-β or IFN-γ, enhanced apop-
tosis from recombinant Apo2L/TRAIL or its receptor ago-
nists, even in cells otherwise resistant to Apo2L/TRAIL.135 
Indeed, a gene signature dominated by ISGs predicted sensi-
tivity to TRAIL for 95 human cancer cell lines.138 ISGs, such 
as the p200 family, PML, Fas L, and XAF1,139-146 among 
others, also have substantial effects on cell proliferation and 
viability. XAF1 was correlated with the ability of cells to 
respond to the pro-apoptotic effects of Apo2L/TRAIL.142 
Through interactions with p53 and the inhibitor of apopto-
sis, XIAP,142,143 XAF1 may allow Apo2L/TRAIL to fully 
activate downstream caspases. Possible importance of XAF1 
clinically has been suggested by finding that its constitutive 
expression, assessed by immunohistochemistry (IHC), in 
renal carcinomas was low in patients with shortened survival 
times.147 Another ISG product, IRF1, suppressed another 
anti-apoptotic protein, survivin.144

The nuclear protein PML, which acts as a tumor sup-
pressor, may be involved in IFN-induced Apo2L/TRAIL 
expression in myeloma cells.140,145 Mice deficient in PML 
were largely resistant to IFN-induced apoptosis. Nuclear 
bodies (NB), multiprotein complexes in the nucleus associ-
ated with acute promyelocytic leukemia and acquired immu-
nodeficiency syndrome (AIDS), are made up of the PML 
protein, sp100, sp140, sp110, and the exonuclease ISG-20, 
all of which are ISG products.145 In contrast to the pro-
apoptotic actions of products of many ISGs, G1P3 (ISG6-
16) inhibited apoptosis both in gastric and breast carcinomas 
and myeloma.129,148,149

In CML and multiple myeloma cells, induction by 
IFN-α of the death receptor Fas (CD95) resulted in apop-
tosis through activation of caspase-8/FLICE.150 Intra-
lesional administration of IFN-α into basal cell carcinomas 
increased Fas expression and led to regression.151 Similarly, 
IFN-γ increased susceptibility of melanoma cells to apop-
tosis by Fas activators and breast carcinoma cells to doxo-
rubicin.152,153 Doxorubicin also induced STAT1.152 Among 
other genes induced in an ovarian carcinoma xenograft 
regressing after paclitaxel were ISGs (G1P3, IFI16, IFI27, 
IFITM1, and ISG15).154

Treatment of cells with IFNs results in sustained 
activation of the latent endoribonuclease RNase L, which 
degrades ssRNA and triggers a mitochondrial pathway 
of apoptosis that eliminates virus-infected cells.4,155,156 
Genetic disruption of RNase L impairs this apoptotic 
response, which has raised interest in the possibility that 
such mutations might also contribute to malignancy (Figure 
53-2).157,158 In this regard, the hereditary prostate cancer 1 
(HPC1) gene maps to the RNase L gene (RNASEL) and is 
implicated in controlling apoptosis of prostate cancer cells.3 

Table 53-4 IFN-Regulated Proteins Contributing to Apoptosis

Apo2L/TRAIL Fas ligand

IRF-1 XAF-1

PML DAPK

RNase L Protein kinase R

p56 family proteins IFI-16, AIM-2 (p200 family proteins)

IHPK2
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In a large, controlled sibling-pair study, an RNase L variant 
(R462Q) with decreased enzymatic activity was associated 
in up to 13% of unselected prostate cancer cases.3 However, 
although case-controlled genetic and epidemiologic stud-
ies support the involvement of RNASEL (and notably the 
R462Q variant) in prostate cancer etiology,3,5,6 others do 
not,159,160 suggesting that either population differences or 
environmental factors such as infections may modulate the 
impact of RNASEL on prostatic carcinogenesis. A novel 
xenotropic murine retrovirus (XMRV) was identified in the 
prostate tumor-bearing tissues, almost exclusively in men 
with the homozygous, reduced activity variant of RNase L 
(R462Q).161 Other findings suggest a wider tumor suppres-
sor role of RNase L in additional malignancies.162,163

Activation of RNase L is the only well-established 
function of the ISG products 2′,5′-oligoadenylate synthetase 
(OAS).164 The OAS-RNase L system (see Figure 53-2) in 
humans has four functional OAS genes (OAS1-4), result-
ing in 8 to 10 OAS isoforms because of alternative mRNA 
splicing.164 When stimulated by double-stranded RNA 
(dsRNA), OAS proteins produce from ATP a series of 
short 5′-phosphorylated, 2′,5′-linked oligoadenylates collec-
tively referred to as 2-5A [px5′A(2′p5′A)n; x = 1-3; n ≥ 2].  
Because dsRNA is a frequent viral PAMP, 2-5A often 
accumulates in IFN-treated and virally infected cells.165 In 
contrast, OAS1 mRNA and other ISGs were reduced in 
prostatic malignancies.166 OAS2 has been specifically associ-
ated with the fatigue and depression associated with chronic 
administration of IFN-α2 to patients.167

Another ISG, protein kinase R (PKR), mediates signal 
transduction, apoptotic, and tumorigenic responses (see Fig-
ure 53-2).168,169 PKR, an IFN-inducible, dsRNA- dependent 
serine/threonine protein kinase that inhibits protein synthe-
sis initiation, is activated by dsRNA, dimerization, and auto-
phosphorylation.170,171 PKR is a 551-amino-acid protein in 

which the N-terminal region contains two dsRNA binding 
motifs, whereas the catalytic domain is present in the C-ter-
minal half.172,173 In addition, a cellular protein (PACT) can 
directly activate PKR in the absence of dsRNA.174 PKR is a 
p53-regulated gene with an influence on p53-mediated inhi-
bition of translation, apoptosis, and tumor growth.175 Phos-
phorylation by PKR of the protein synthesis initiation factor 
eIF-2α caused an inactive complex to form between eIF2-
GDP and the recycling factor, eIF2B. These events result in 
global inhibition of rates of protein synthesis both viral and 
cellular; indeed, many viruses evade the IFN response by 
inhibiting PKR function.97

Mouse fibroblasts lacking PKR are resistant to apop-
tosis induced by TNF, dsRNA, or lipopolysaccharide.169 
Phosphorylation of eIF2α by PKR is required for the apop-
totic responses to dsRNA, TNF-α, or serum deprivation.176 
Implantation into mice of NIH3T3 fibroblasts expressing a 
catalytically inactive, dominant negative PKR led to tumori-
genesis.177 Suggesting further its key role in mediating the 
growth-suppressive effects of IFN-γ for CD34+ myeloid 
precursors was the finding that pharmacologic or siRNA-
mediated ablation of PKR increased hematopoietic colony 
formation.178 Deficiencies in PKR activity, but not protein 
levels, have been identified in B-cell chronic lymphocytic leu-
kemia.179 Because PKR is a key point of regulation in the 
protein synthetic machinery, is induced by p53 in addition to 
IFNs, and can cause apoptosis, strategies for selectively acti-
vating PKR have been explored. Like RNase L, PKR exists 
in a latent, inactive state, and thus drugs that act as molecu-
lar switches for these proteins might have potent antitumor 
and/or antiviral effects.180

Adenosine deaminases acting on RNA (ADAR), 
another family of ISGs, through their effects on dsRNAs, 
can modulate cellular effects of IFNs.181 Through their 
RNA editing activity, ADARs can affect translational gene 
expression via regulation by miRNAs. In addition, ADAR 
1 is essential for hematopoietic stem cell survival and can 
have anti-apoptotic effects, possibly through modification of 
dsRNA essential for actions of OAS and PKR.182,183

The ISGp56 gene (also known as IFIT1), as are other 
ISGs discussed in this chapter, is strongly transcriptionally 
induced (50× to 100×) by type I IFNs.184 These proteins 
(including related p54, p56, and p60) contain multiple tet-
ratricopeptide repeat (TPR) motifs that mediate protein-
protein interactions.184 Although the human p56 and the 
mouse p56 proteins have only 50% sequence identity, their 
six TPR motifs are positioned very similarly along the linear 
sequences of their amino acids. A major property of the p56 
and p54 proteins is inhibition of initiation of protein synthe-
sis.185,186 This inhibition is mediated by binding to specific 
subunits of the translation initiation factor eIF3; human p56 
binds to the e subunit, whereas p54 binds to both subunits. 
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Figure 53-2 Interferon-regulated activation of 2-5A and PKR pathways 
and their mechanisms of action.

https://CafePezeshki.IR



Interferons 747

Binding of these proteins to the e subunit blocks the ability 
of eIF3 to stabilize the ternary complex of eIF2, GTP, and 
Met tRNA, blocking CAP-dependent translation initiation. 
These alterations in protein synthesis may underlie the pro-
apoptotic effects of IFIT2 through caspase 3 that can occur 
without IFN stimulation.187 The subunit of eIF3 to which 
p56 bound was identical to Int-6, a gene whose disruption 
by the integration of the mouse mammary tumor virus gene 
caused mouse mammary carcinoma.188 The cellular function 
of the eIF3e/Int-6 protein in this context could be different 
from translation initiation because the protein was present 
not only in the cytoplasm as a component of eIF3 but also 
in the nucleus.

The p200 family of ISG protein products, IFI-16, 
myeloid cell nuclear differentiation antigen (MNDA), and 
absent in melanoma 2 (AIM2), share a common 90-amino-
acid, N-terminal pyrin domain and a partially conserved 
200-amino-acid C-terminal domain important for protein-
protein interaction.189 p200 family members have a significant 
role in cellular growth regulation and differentiation.141,189-194 
They influence function of the tumor suppressor genes Rb 
and p53 and the transcription factor E2F. Inhibition of pro-
liferation by these p200 gene products has resulted in loss of 
the transformed phenotype and decreased tumor formation 
in mouse models.189 In an IFI16-null human tumor cell line, 
retroviral restoration of IFI16 expression reduced tumorigen-
esis significantly.195 Similarly, AIM2 suppressed breast car-
cinoma and colorectal cell growth.196,197 In human prostate 
carcinoma cells, overexpression of IFI16 resulted in a senes-
cence-like phenotype with reduction in S-phase–specific cells 
and inhibition of colony formation.198 Studies such as these 
have established the p200 family as among the most active in 
growth suppression and most pro-apoptotic of ISGs.189

Identified initially as an IFN-γ induced pro-apoptotic 
gene, death-associated protein kinases (DAPKs) are serine 
threonine kinases with ankyrin and death domains that 
induce caspase-independent cell death.199 Reduced expres-
sion correlated with malignant progression, whereas restora-
tion of expression led to apoptosis of mouse lung tumors.200 
Expression of DAPK can be suppressed in human malig-
nancies, at least in part by epigenetic silencing.201 IFN-γ 
resulted in induction of a novel growth suppressive pathway 
through the transcription factor C/EBPβ.202 IFN-γ sta-
bilized DAPKs through inhibiting its ubiquitination, thus 
identifying another mechanism by which IFNs promote 
apoptosis and autophagy.203

Immune Effects

Amplification of innate and specific immune responses 
results from both type I and type II IFNs.20,57 The antitumor 

activity of IFNs in vivo is mediated by activation of immune 
effector cells, increased antigen processing, and enhanced 
immunogenicity of tumor cells (Table 53-5). Plasmacytoid 
dendritic cells have been identified to secrete high levels of 
IFNs-α and IFN-β in response to stimuli, have been found 
associated with the T-cell zone of lymphatic tissue, and 
have been identified in tumors of various types.16,18,19,204-206 
Production of type I IFNs is a process partially regulated 
by osteopontin and furthers dendritic cell maturation and 
induction of T cells into a Th1 pathway.

IFNs can stimulate activity of cytotoxic and helper T 
cells, NK cells, macrophages, and dendritic cells. Cytotoxic 
T-cell expansion was promoted by IFN-γ in part through 
upregulation of IL-2.207 Activation of NK cells and mac-
rophages has been identified both in  vitro and in  vivo.208 
Furthermore, IFNs induced expression of Apo2L/TRAIL 
on immune effector cell surfaces, sensitizing tumor cells to 
T-cell and NK-cell–mediated cytotoxicity.209,210 Type I 
IFNs can also suppress T-cell function through inhibiting 
secretion of IL-17.211,212 Type I IFNs can induce IL-10 in 
T cells, thus dampening both innate and adaptive immune 
responses.213 Reduced responsiveness in T cells to IFN-α 
and IFN-γ also resulted from myeloid-derived suppressor 
cells through reduction in p-STAT1.214

In addition to both stimulating immune effector cells 
and constraining inhibitory immune subpopulations, IFNs 
upregulated major histocompatibility complex (MHC) anti-
gens facilitating activation of CD8+ cytotoxic T cells.215-217 
IFNs increased transcription of MHC class I genes but 
also coordinately induced expression of additional proteins 
required for the surface expression of the mature MHC 
class I complex. As nascent class I molecules are synthe-
sized, they associate with β2-microglobulin, also an ISG, in 
the endoplasmic reticulum for transport to the cell surface. 
Augmentation of HLA class I–associated β2-microglobulin 
has been identified in patients after IFN-α2 or IFN-β.218,219 
The effects of IFNs in increasing HLA class II genes may 
be in part mediated by the HIN-200 family member AIM2, 
suggesting a novel role for this ISG in specific immune 
responses.220

Generation of antigenic peptides for loading onto class 
I molecules occurs in the proteasome. The three subunits, low 
molecular weight protein-2 (LMP-2), LMP-7, and LMP-10, 

Table 53-5 IFN-Regulated Proteins Contributing to Immune Response

MHC Class I MHC Class II

LMP-2, LMP-7 TAP

CEA TAG-72

CCL chemokines CXC and CXCL chemokines

Phospholipid scramblase ISG-15

https://CafePezeshki.IR



V. Molecular Basis of Cancer Therapy748

that make up the proteasome and the cytoplasmic trans-
porter for processing (TAP) are all ISGs, can also be induced 
by IRF7, and are suppressed in some malignancies.221-224 
TAP transports the processed peptides from cytosol to the 
ER for loading onto class I molecules. The MHC class II 
transactivator factor (CIITA), the master regulator of MHC 
class II expression, is induced by IFN-γ.57 In addition, three 
cathepsins, thought to be partly responsible for peptide anti-
gen processing and loading onto MHC class II proteins, were 
upregulated by IFN-γ.225 In addition to IFN-γ, type I IFNs 
can also drive MHC class II expression onto the plasma 
membrane and also maintained intracellular vacuolar expres-
sion for sustained dendritic-cell presentation of antigens.226

Through their immune effector functions, IFNs type 
I and IFN-γ can have an amplifying role for other immu-
nomodulatory therapeutics. IFNs induced the tumor- 
associated antigens carcinoembryonic antigen and TAG-72 
on the surface of tumor cells both in vitro and in vivo.227 Type I  
IFNs induced by a vaccine protein linked to a TLR7/8 ago-
nist markedly increased dendritic-cell antigen uptake.228 
This increase could be beneficial for either innate or adop-
tive immunotherapies targeting these tumor antigens, as 
suggested by studies combining IFN-α with a CEA poxvi-
rus vaccine.229 Offering the potential for use with targeted 
monoclonal antibodies directed at tumor proteins was the 
finding of the essential role of both type I IFNs and IFN-γ 
in mediating effectiveness of a monoclonal antibody binding 
to HER2/ErbB-2 in a murine breast carcinoma model.230 
This effect required TLR signaling through MyD88 and 
IFN-γ producing CD8 T cells but was independent of per-
forin, fas ligand, or IL17R signaling.

IFNs have increased expression of a number of che-
mokines that function as chemoattractants both in vitro and 
in patients.231,232 IFN-induced chemokines include CCL5 
(RANTES), CXCL10 (IP-10), CCL2 (MCP-1), CCL3 
(MIP-1α), CXCL9 (MIG), and CXCL11(I-TAC). STAT1 
induction of chemokines CXCL9, CXCL10, CXCL11, 
and CXCL16 controlled recruitment of protective, antigen-
specific Th1 cells into peripheral tissues.233 These ISGs and 
IRF-induced proteins are chemoattractive to both lympho-
cytes and monocytes and play a crucial role in recruiting 
these cells into tissues.234

Other ISG products, such as phospholipid scramblase 
1 (PLSCR1), may play a role in providing macrophages with 
a signal for engulfment after tumor cell apoptosis.235-237 
PLSCR1 may increase expression of a subset of ISGs influ-
encing apoptosis and other effects of IFNs.235-237 Ovarian 
cancer cells overexpressing PLSCR1 grew more slowly in 
nude mice compared to vector-transfected cells, and resultant 
tumors were infiltrated by neutrophils and macrophages. 
Thus by inducing PLSCR1, IFNs may facilitate tumor cell 
phagocytosis by macrophages.

ISG-15, a secreted protein induced by IFNs-α and 
IFN-β, induced IFN-γ synthesis by T cells and proliferation 
of NK and lymphokine-activated killer (LAK) cells.238 A 
genetic defect in ISG15 secretion resulted in impaired pro-
duction of IFN-γ by NK and T cells and impaired protective 
immunity to mycobacteria.239 Four of the top 36 expressed 
genes in an expression array of melanoma cells (ISG 15, 
USP18, UBE1L, UBE2L6) constitute part of a cascade of 
ubiquitin-related ISGs that influence both innate immunity 
for malignant cells and cellular signaling. These can conju-
gate intracellular proteins to influence action and extracel-
lular cell function of IFNs.240-244 Melanoma cells producing 
high levels of ISG-15 were those able to induce e-cadherin 
expression on dendritic cells.241 Conjugation of ISG15 to 
components of the IFN-signaling pathway (STAT1 and 
JAK1) and other signaling pathways (ERK 1, phospholipase 
C, and heat shock proteins) suggest that targeted regulation 
of ISG 15 family molecules could have profound effects not 
only on tumor cells but also on host response.244

Consistent with the concept that ISG15-ylation of 
proteins is analogous to ubiquitination, most target identi-
fied proteins have decreased function with ISG15 conjuga-
tion.244 However, an siRNA to the ISG USP18, the ISG 
that deconjugates ISG15 from target proteins, increased 
expression of TRAIL through its increased transcription 
and thus promoted apoptosis.245 Consistent with this is 
the finding that immunization against ISG15 resulted in 
CD8 T-cell–mediated reductions in murine breast carci-
noma growth.246 Complexities in understanding the func-
tional effects of the ubiquitin-like ISGs may be explained by 
ISGylation and deISGylation stabilizing or altering binding 
of a target protein to its typical interaction partner at the 
protein-protein or protein-RNA interface.244,247

Inhibition of Malignant Cell Motility  
and Invasion

An essential part of the malignant process is the motility 
of transformed cells and their invasion of normal tissues, 
a process inhibited by several of the highly induced ISGs. 
One of the genes highly induced by IFNs-α and IFN-β 
in most tissues is MX1. It encodes a GTPase MxA that 
inhibited motility and invasiveness of prostate carcinoma 
and melanoma in both in vitro and in vivo assessments.248 
IFIT2 (p54) inhibited migration of oral squamous carci-
nomas in vitro, possibly through interaction with cytokera-
tins.249 Another ISG product, schlafen 5, when suppressed, 
increased melanoma cell invasiveness into three-dimensional 
collagen.250 Because schlafen 5 was often suppressed in 
melanoma, it may contribute to antimelanoma effects  
of IFN-α2.250
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Though less widely studied for its biological effects than 
some others, the products of the ISGs of the IFITM fam-
ily are transmembrane proteins (IFITM1, 9-27; IFITM2, 
1-8) of wide phylogenetic distribution, expression in most 
tissues, and lower molecular weight (approximately 14 to 17 
kDa).251 IFITM1 associates with cell surface CD81 in many 
human cells types, and the complex is involved in β1 integrin 
adhesion to extracellular matrix proteins.252 It also interacts 
with the CD19/CR2 signal complex in lymphocytes and 
antibodies to IFITM1 and resulted in homotypic adhesion 
of T cells.253,254 The antibody to IFITM1 has antiprolifera-
tive effects for leukemic B cells; thus IFITM1 contributes 
to growth control in lymphocytes.255,256 Upregulation of 
IFITM1 and IFITM3 has been identified in more invasive 
breast, head and neck, and gastric carcinomas with promo-
tion of invasiveness in vitro.257,258 Also suggesting a role in 
homotypic adhesion and greater invasiveness was the lower 
level of IFITM1 and IFITM3 in metastatic melanomas.259

Angiogenesis Inhibition

IFNs inhibit angiogenesis both by altering the stimulus 
of tumor cells and by inhibiting endothelial cells through 
increase and decrease of proteins mediating the angiogenic 
process (Table 53-6). Following IFNs, vessels underwent 
coagulation necrosis.260 Inhibition of angiogenesis by IFNs 
occurred before antiproliferative effects on tumor cells and 
has been identified in  vivo within 24 hours of tumor-cell 
inoculation.261 IFN-sensitive and IFN-resistant bladder 
carcinoma cells in mice had reductions in tumor cell growth 
after IFN-α in IFN-sensitive cells by directly regulating 
expression of the angiogenic cytokine basic fibroblast growth 
factor (bFGF).262 Suppression of bFGF correlated with 
reduced vascularization and tumor growth.262 Knockout 
studies confirmed signaling through STAT1 as necessary for 
reduction by IFNs of bFGF signaling. Compared with wild-
type mice, IFNAR receptor knockout mice have increased 
angiogenesis and tumorigenesis.263

In addition to their action on bFGF, IFNs have inhib-
ited angiogenesis by acting on other angiogenesis media-
tors. IFNs inhibited VEGF mRNA and protein expression 

in neuroendocrine tumors by regulating VEGF promoter 
activity.264 Effects on VEGF promoters may in part be medi-
ated by a reduction in one of its promoters, HIF-1α, that 
was reduced by IFN-γ.265 Contributing to reductions in 
VEGFA by IFN-γ may be a novel conformational change in 
the VEGF-A RNA 3′ untranslated region to reduce VEGF-
A translation through integration of hypoxia and STAT 
signaling.266 IL-8, a mediator of angiogenesis, was inhibited 
in  vitro and in  vivo by IFN-α2b and IFN-β.267,268 Other 
angiogenesis inhibitory members of the chemokine family 
that lack the ELR binding motif, CXCL9, CXCL10, and 
CXCL11, are also IFN-stimulated genes.269,270

Guanylate binding proteins (GBPs), a family seven 
human GTPases of the dynamin superfamily potently 
induced by IFNs, modulated proliferation and spreading 
of endothelial cells in vitro.271 In endothelial cells, hGBP1 
functioned as an inflammatory response factor, inhibit-
ing endothelial cell proliferation and angiogenesis through 
matrix metalloproteinases.272 hGBP1 also inhibited prolif-
eration of endothelial cells stimulated by VEGF or bFGF 
through its C-terminal alpha helices.273 In contrast to endo-
thelial cell inhibition by hGBP1 was its increase in malig-
nant glioma cells through EGF receptor signaling resulting 
in increased matrix metalloproteinase 1 and glioma cell 
invasion.274 Whether this latter effect is transformed-cell 
or tissue-type dependent remains to be determined; it does, 
however, emphasize that induction and action of ISGs can 
occur through unique and undiscovered pathways that are 
independent of IFNs as ligands. Thus, induction of ISGs 
such as GBP1 and IFI16 that function as angiostatic inhibi-
tors, coupled with downregulation of other factors, may con-
tribute to inhibition of angiogenesis by IFNs.271,275,276

Endogenous type I IFN signaling may therefore play 
a role as a negative regulator of angiogenesis, keeping the 
“angiogenic switch” in the off position. Indeed, mice lacking 
IFN-β (IFN-β−/−) had faster growing melanomas and sar-
comas with better developed blood vessels than did control 
mice.277 Tumors from these mice had enhanced infiltration 
by neutrophilic cell population with phenotypic markers of 
myeloid-derived suppressor cells (MDSCs) and increased 
expression of VEGF and matrix metalloproteinase 9. These 
data suggest that endogenous IFN-β may play an important 
role in regulating tumor-induced angiogenesis. Further sup-
porting this was the finding that in vitro treatment of tumor-
infiltrating neutrophils with low levels of IFN-β reduced 
expression of pro-angiogenic factors to normal levels.277 In 
this and other preclinical mechanistic studies, IFNs inhib-
ited tumor vascularization and modulated expression of pro-
angiogenic and anti-angiogenic genes at doses well within 
those that are therapeutically achievable.278 Consistent with 
an important role for angiogenesis inhibition in the antitu-
mor effects of IFNs is that, clinically, IFN-α2b has proven 

Table 53-6 IFN-Regulated Proteins Contributing to Suppressive Events in 
the Microenvironment

bFGF decrease VEGF decrease

GBP1 IL-8 decrease

CXCL 9, CXCL 10, CXCL 11 Tryptophanyl-tRNA synthetase

MXA schlafen 5

TFITM family
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effective in the treatment of infantile hemangiomas, heman-
gioblastomas, giant-cell tumor of the mandible, and Kaposi’s 
sarcoma.279-281

Antitumor Effects in Humans

Because of their clinical effectiveness in reducing tumor cell 
mass, limiting virus replication, controlling disease symp-
toms, and prolonging survival, IFNs are now licensed in 
more than 50 countries for treatment of viral, malignant, and 
immune disorders. Global market sales approximated $5 
billion in 2010 and are expected to continue to increase to 
$10 billion by 2015. IFNs as single agents can induce clini-
cal regression in almost a dozen hematopoietic malignancies 
or solid tumors.23 In CML, melanoma, renal cell carcinoma, 
bladder carcinoma, Kaposi’s sarcoma, hairy-cell leukemia, 
lymphomas, myeloma, polycythemia vera, locally advanced 
basal cell carcinoma, and essential thrombocythemia, IFNs 
have had therapeutic value.

For example, use of IFN-α2 for hairy-cell leukemia 
and for CML resulted in a gradual decrease in bone marrow 
infiltration with malignant cells as well as a normalization of 
peripheral hematologic parameters.282-286 In CML, in addi-
tion to reduction in leukemic cell mass, a decrease resulted in 
cells with the abnormal, activated bcr-abl kinase. The median 
survival for all patients with CML treated with IFN-α2 was 
extended to approximately 6 years, with over 90% of those 
with complete cytogenetic response in remission at 10 years. 
Frequency of cytogenetic response and survival were further 
enhanced by adding cytosine arabinoside to IFN-α2. The 
survival advantage for IFN-α2 has now been exceeded by 
the substantial effectiveness of the targeted tyrosine kinase 
inhibitors such as imatinib and nilotinib. However, the 
hematologic effectiveness and tolerability of IFN-α2 and 
pegylated IFNα2 have resulted in continued evaluation in 
combination with imatinib with higher and longer dura-
tion molecular responses, sustained immunologic effects, 
and possible improvements in survival.287-290 Aberrant 
JAK2 expression, part of a protein complex driven by the 
Bcr-Abl translocation in CML, could be a target.291 Because 
the activity of IFN-α2 in CML has not been elucidated on 
a molecular basis, tyk2 and JAK1 stimulation by IFN-α2 
could be providing a lateral, suppressive shift in from JAK2 
activity with subsequent inhibition of proliferation. Further-
more, with its clinical effectiveness and tolerance, pegylated 
IFN-α2 continues to be evaluated and used for other myelo-
proliferative disorders such as essential thrombocythemia 
and polycythemia vera, with beneficial clinical results con-
firmed by reduction in cells with pathogenic mutations in 
JAK2(V617F).292

Curative elimination of metastatic malignancies can 
result when systemic therapies are given to eliminate micro-
metastases in patients at highest risk for recurrence after 
surgical removal of a primary. Effectiveness of IFNs as 
adjuvant therapy after surgery of murine tumors has been 
demonstrated and is consistent with pioneering clinical 
studies of IFNs in therapy for osteosarcoma involved this 
approach.293,294 IFN-α2 enhanced clinical benefit of surgery 
and resulted in effects equivalent to effective chemotherapy. 
To more rigorously define the role of pegylated IFN-α2 after 
surgery and chemotherapy for primary osteosarcoma, a ran-
domized international trial involving cooperative groups in 
Europe and the United States is ongoing.

Elimination of micrometastases was the basis for eval-
uation of IFN-α2b for patients at high risk for recurrence 
of melanoma—those patients marked by deeply invasive 
primaries or nodal metastases. The initial positive findings 
have been largely further validated by subsequent trials of 
high-dose IFN-α2b for 1 year and by meta-analyses.295,296 
A multi-institutional randomized trial evaluated pegylated 
IFN-α2 in more than 1200 patients with stage III melanoma 
for a period of 5 years with dose adjusted for the side effect 
of fatigue to maintain full activity level.297 Overall survival 
was not significantly different in the two groups, although 
the IFN-treated patients had a significant improvement in 
relapse-free survival (RFS) (P = .01), with subgroup analy-
ses identifying the greatest improvement in RFS in patients 
with microscopic nodal disease (P = .02).297 Subsequent 
analysis of this study in a combined database identified an 
improvement in both disease-free survival and overall sur-
vival in patients with ulcerated primaries, this group pos-
sibly reflecting those with the most marked invasiveness or 
vascularity.297

Adjuvant use of IFN-α2 has also proved effective after 
resection and/or ablation for hepatitis C virus–associated 
hepatocellular carcinoma in both individual Phase II and 
randomized controlled Phase III trials and a meta-analysis. 
In the meta-analysis, regardless of viral load, highly beneficial 
effects on both reduction in recurrence frequency and overall 
survival were identified.298 Building on the therapeutic activ-
ity of IFNs in Phase II trials in metastatic renal cell carci-
noma (RCC),299 resection of a primary followed by IFN-α2 
extended patient survival in each trial cohort and in a com-
bined analysis.300 However, addition of the antiangiogenic 
bevacizumab to IFNs has more recently failed to markedly 
improve outcomes in metastatic RCC.301 Furthermore, as 
in CML, the orally active, targeted kinase inhibitors such 
as sunitinib and axitinib have changed the natural history 
of RCC carcinoma, extending survival in metastatic disease 
more than the injectable IFN-α2.302 In follicular lympho-
mas in combination with chemotherapy, even relatively lim-
ited amounts of IFN-α2 can prolong survival.303 Curative 
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effects with topical use have been seen in both ocular squa-
mous neoplasia and superficial carcinoma of the bladder. 
The former, treated with ophthalmologic drops of IFN-α2b, 
results in complete clinical regression in more than 80% of 
treated eyes—even those with T3 tumors.304

IFN-γ has had only limited clinical utility in melanoma, 
renal, colorectal carcinomas, and other metastatic malig-
nancies as a single agent.133,305,306 It has also been assessed 
in resected stage I and stage II primaries in a randomized 
study of patients.307 Compared with untreated patients, no 
improvements in outcome resulted. More recent insights have 
begun to offer some understanding of this unexpected lack 
of clinical effectiveness of IFN-γ. Murine melanomas after 
IFN-γ, for example, evaded CD8 T-cell cytotoxicity by pro-
ducing large amounts of tumor antigen, noncognate MHC 
class I molecules on melanoma cells, limiting T-cell activa-
tion and effector function.308 Immune evasion and progres-
sion of a UVB-induced melanoma in mice was facilitated by 
IFN-γ through macrophage trafficking by induced chemo-
kines.309 Furthermore, TLR signaling or IFN-γ can induce 
an immunosuppressive T-cell ligand, PD-L1, in tumor cells, 
induction by IFN-γ occurring possibly through a MAPK 
signaling pathway.310,311 This occurred in a time- and dose-
dependent manner with suppression of CD8 T-cell cytotox-
icity.310,311 It is thus conceivable that on balance, the potent 
immunologic effects of IFN-γ may be detrimental rather 
than beneficial in the tumor microenvironment.

As inducers of IFNs, agonists for TLR7-9, imiquimod 
and the phosphothioate oligoribonucelotide CpG7909, have 
immunomodulatory effects.312,313 Imiquimod has proven 
effective topically both for venereal warts caused by papillo-
maviruses and for basal-cell carcinomas.314,315 Newer TLR9 
agonists have been combined with rituximab and a CEA 
vaccine.316,317

Perspective

Both as a product of nascent biotechnology companies and 
as one of the several advances in modulating the immune 
system to treat cancer, introduction and clinical use of IFNs 
has been one of the major advances in oncology over the past 
three decades. The 1980s saw the clinical introduction of 
these high purified pharmaceuticals as the first products of 
biotechnology for the treatment of cancer. The 1990s were 
marked by an expansion in clinical use and a clearer under-
standing of the molecular events that influence the biologic 
actions. During these two decades, IFNs were under-
stood as fundamental cellular defense mechanisms against 
viral infections and cancer and thus critically important to 
the health of animals and humans. Through the action of 

specific ISGs reviewed in this chapter, IFNs were identified 
as the principal cytokine that blocks viral replication, impor-
tant in resistance not only to acute but also chronic human 
infections, such as those with oncogenic hepatitis C virus 
and papillomaviruses. Because biologic effects of IFNs were 
identified as mediated primarily through STAT1 signal-
ing and its induction and the action of other induced ISGs, 
attention over these final 20 years of the 20th century shifted 
to understanding how insights into the genes reviewed in 
this chapter might lead to more efficacious cancer and new 
antiviral therapeutics.

The first decade of the 21st century has been marked 
by an application of this knowledge to further understand 
mechanisms of action of IFNs. Complexities in STAT acti-
vation, signaling, and regulation, possibly in some instances 
detrimental to endogenous and exogenous antitumor effects, 
have been identified.79,128 As part of the innate immune 
response and immune surveillance mediated through TLR 
activation, new insights into the essential role of both type I 
and type II IFN signaling have, however, been identified.20-22 
Tumor cells that are not eliminated are kept dormant by a 
suppressive host response, both as the result of essential type 
I IFNs and IFN-γ.20,21 Consistent with these murine obser-
vations, suppression or downregulation of STAT1-induced 
genes in tumor-infiltrated T cells and in peripheral blood of 
patients with metastatic melanoma has been clinically asso-
ciated with worse outcome.318,319

Many important questions thus remain unanswered. 
What roles do endogenous triggering of TLRs play in anti-
tumor responses? What specific roles do the multiple iso-
forms of IFN-α have in host defenses? How do STAT 
proteins regulate apoptosis, cell growth, immunity, and cyto-
toxic drug resistance? What are the functions of the many 
still-uncharacterized ISGs? Which of the ISGs are most 
important for the antitumor effects—and through what 
cellular mechanisms: immune augmentation, cell stasis and 
death, inhibition of angiogenesis? What mechanisms cause 
the difficult spectrum of clinical side effects of fatigue and 
anorexia? What causes resistance to IFNs in cancer? Can 
effective oral systemic inducers of IFNs or ISGs be identi-
fied? Answers to these questions will continue to stimulate 
future advances.
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Introduction

Genetic alterations are the driving force behind cancer 
development and progression. It follows that cancer could 
potentially be treated by correcting these alterations using 
gene therapy or by agents that kill cells by mechanisms based 
on these genetic alterations. Approaches of these kinds have 
a number of potential advantages. Vectors and viruses can 
be engineered in countless ways to achieve specificity and 
potency (Table 54-1) and can be designed and tested using 
tools that are routine in contemporary molecular biology 
laboratories. For these reasons, a dazzling array of creative 
concepts has been described over the past 20 years. However, 
few of these have been tested extensively in the clinic, and 
none has yet completed a successful Phase III clinical trial 
in the United States or Europe. Therefore, gene therapy and 
oncolytic viral therapy have not yet lived up to their promise 
and have not yet entered the mainstream of medical oncol-
ogy, by any means. In this chapter, we discuss the potential 
and challenges of these novel technologies. We focus on the 
main strategies that have been evaluated clinically. These 
include the design of agents that kill cancer cells by gene 
replacement or by disruption of oncogenic signaling path-
ways. For example, therapeutic agents have been developed 
that reintroduce the wild-type p53 tumor suppressor gene 
or destroy RNA encoding oncogenic K-RAS. The delivery 
of toxic genes and genes that convert prodrugs into toxic 
metabolites has undergone extensive clinical testing and has 
produced exciting results. Furthermore, we highlight strate-
gies that aim at modulating the immune response in order 
to achieve anticancer effects. Finally, we discuss the basic and 
clinical aspects of the use of replication-competent viruses, 
either in their natural configuration or genetically modified, 
to selectively kill cancer cells (Table 54-2).

Killing Cancer Cells by Gene  
Replacement and Gene Knockout

Gene Replacement

Cancers develop through loss of function of key regulatory 
genes known as tumor suppressors as well as through activa-
tion of proto-oncogenes. Loss of p14, p16, p53, or PTEN 
occurs at high frequencies in most tumor types. Loss of 
Adenomatous Polyposis Coli (APC) occurs in the majority 
of colorectal cancers, and loss of RB is frequent in small-cell 
lung cancers, among many other examples.1,2 Mutations or 
deletions inactivate products of these genes, or their expres-
sion is suppressed by hypermethylation. Clonal evolution of 
tumors depends on loss of these functions: replacement of 
functional versions of these genes should therefore reverse 
this process. Indeed, when tumor suppressors are reex-
pressed in tumor cells by gene delivery, tumor cells die or 
growth is arrested. This has been shown for APC, p16, p21, 
p27, RB, p14ARF, p53, PTEN, APC, and BRCA1, BRCA2, 
among others.3

In contrast, normal cells receiving additional copies 
of these genes appear to be unaffected, at least in the cases 
that have been tested so far. This has been documented most 
clearly for p53: delivery of this tumor suppressor to nor-
mal bronchial epithelial cells had no effect on cell growth, 
suggesting a therapeutic window of more than 2 orders of 
magnitude.4 This may be because tumor cells have addi-
tional defects that make them more sensitive to the effects 
of reexpressing p53. For example, almost all tumor cells have 
a defect in the RB checkpoint and therefore are less able to 
undergo growth arrest. Normal cells, in contrast, undergo 
G1 arrest when p53 is active, and this can protect them 
from apoptosis. In addition, the negative regulator of p53, 
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Mdm2, is itself a p53 effector.5 In tumor cells lacking p53, 
mdm2 levels are often low. In normal cells, Mdm2 constantly 
degrades p53 and maintains low p53 activity. Therefore, p53 
expressed ectopically in normal cells is degraded, whereas in 
cancer cells it is relatively stable. In addition, p53 promotes a 
bystander effect on uninfected tumor cells, possibly through 
antiangiogenesis,6 secretion of soluble proapoptotic pro-
teins,7 and immune upregulation.8,9 In agreement with these 
theoretical considerations, clinical safety and some evidence 
for anti-tumor activity of an adenoviral vector expresses wild-
type p53 under the control of a Rous-sarcoma-virus promoter 
(Gendicine) have been demonstrated and led to approval of 
this agent in China for use in head and neck cancer.10 Fever 
and flu-like symptoms were the main adverse events; no 
severe side effects occurred.10 Long-lasting responses with 
this agent were observed in studies in patients with head 
and neck cancer. Very high response rates, including 64% 
complete responses, were observed following intratumoral 
injection of Gendicine in combination with radiation ther-
apy.11,12 However, a similar virus that delivers wild-type p53 

under the control of a constitutively active CMV promoter 
(AdCMV-p53; Advexin) failed to complete a Phase III 
clinical trial successfully in the United States, and develop-
ment of this agent stopped in 2008. This example illustrates 
the fact that poor delivery systems and inefficient access to 
tumor cells have limited the potential of gene-replacement 
therapy for treating cancer, despite compelling theoretical 
arguments for its development.

Gene Knockout

Antisense

Activation of proto-oncogenes such as Ras, B-Raf, Myc, or 
EGFR through various mechanisms is a key factor in carci-
nogenesis. For example, mutations of the Ras oncogene occur 
in many types, including pancreatic cancer, where about 90% 
of cases carry a mutation of the K-ras gene.13,14 Knockout of 
oncogenes driving tumor development in transgenic mouse 
models of cancer can lead to complete regression, confirming 

Table 54-1 Gene Therapy and Oncolytic Viruses—Basic Concepts

Class Example

Vectors Viral Naturally cancer-selective viruses Reovirus, Newcastle disease virus (NDV),  
vesicular stomatitis virus (VSV), measles, 
vaccinia virus

Engineered viruses Adenovirus: ONYX015; herpes simplex  
virus (HSV): OncoVEXGM-CSF; vaccinia virus: 
JX-594

Nonviral Bacteria Listeria monocytogenes: CRS-207
Plasmids Plasmid encoding IL-12
RNAi siRNA against RRM2: CALAA-01

Strategies to achieve 
tumor killing

Cell lysis/killing via viral replication All replication-competent viruses
Direct targeting of tumor genetics: knockdown of oncogenes  

or essential pathway components, reexpression of tumor  
suppressor genes

KRasG12D: siG12D LODER;
p53: AdCMV-p53

Delivery of cytotoxic or pro-apoptotic genes Bcl-2; Survivin
Delivery of immune-stimulatory genes GM-CSF: JX594, OncoVEXGM-CSF;  

TNF: TNFerade
Activation of innate and adaptive immunity, induction  

of memory
OncoVEXGM-CSF, JX594

Delivery of anti-anti angiogenic genes and enzymes Anti-FLT1 ribozyme
Delivery of prodrug converting enzymes Thymidine kinase, carboxylesterase, 

cytosinedeaminase
Delivery of transporters Sodium-iodide symporter (NIS)
Chemosensitization by viral replication All replication-competent viruses

Strategies to achieve 
tumor selectivity

Vector size: preferential exit from leaky tumor vasculature  
(fenestrations of ∼100-400 nm); enhanced permeability  
retention effect (EPR)

CALAA-01 (70-nm diameter);  
vaccinia virus (200 nm)

Vector engineering to match specific tumor genetics Rb: adenovirus Delta24
Targeting cell surface receptors overexpressed by cancer cells  

for delivery
Transferrin receptor: CALAA-01 siRNA delivering 

nanoparticles with transferrin as a targeting 
ligand

αvβ-Integrin: Adenovirus RGD
Deletion of viral genes inducing S-phase, and/or other genes 

required for replication in quiescent cells
Adenovirus: E1A and E1B deletions;

vaccinia: thymidine kinase deletion
Use of tumor- and/or tissue-specific promoters Adenovirus CG0070: E2F-1 driven expression 

of E1A

FLT1, Fms-like tyrosine kinase 1, VEGFR1; RGD, Arg-Gly-Asp; RRM2, ribonucleotide reductase subunit M2.
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Table 54-2 Cancer-Selective Viruses in Clinical Trials

Virus Genus Virus Product 
Name/Strain

Genome Basis of Selectivity (Other) Genetic 
Modification(s)

Clinical Phase Route of 
Administration

Ref.

Enterovirus: 
 Coxsackievirus 
A21, CVA21

CAVATAK ssRNA+ High levels of CAV21 receptors 
(ICAM1, DAF) expressed by 
cancer cells

None Phase II malignant melanoma Intratumoral NCT00832559

Newcastle  
Disease Virus 
(NDV)

NDV-HUJ ssRNA− Defective IFN response in trans-
formed cells

None Phase I/II glioblastoma, sarcoma, 
neuroblastoma

IV 122
NCT01174537

Parvovirus H-1
(apathogenic  

rat virus)

ParvOryx01 ssDNA Defective IFN response in trans-
formed cells; viral replication 
only in proliferating cells

None Phase I/IIa glioblastoma multiforme Intratumoral/  
intracerebral or 
IV/intracerebral

123,124
NCT01301430

Reovirus dsRNA PKR suppression by Ras and 
oncogenic EGFR

None

Respiratory 
enteric 
orphan virus 
(REOLYSIN)

Phase II NSCLC;
Phase II prostate cancer;
Phase II colorectal cancer;
Phase II pancreatic adenocarcinoma;
Phase II melanoma;
Phase II lung squamous cell 

carcinoma;
Phase II head and neck carcinoma;
Phase III head and neck carcinoma

IV 50,125
126
NCT00861627;
NCT01619813;
NCT01622543;
NCT00998322;
NCT00984464;
NCT00998192;
NCT00753038;
NCT01166542

Wild-type 
reovirus

Phase II fallopian tube cancer,
ovarian cancer

Primary peritoneal cavity cancer;
Phase II pancreatic cancer

IV NCT01199263;
NCT01280058

Seneca-valley  
virus/ senecavirus

Senecavirus-001, 
NTX-010

ssRNA+ Phase II NSCLC IV NCT01017601

Adenovirus CG0070 DNA E2F-1 promoter-driven expres-
sion of E1A

GM-CSF+ Phase II/III
Non–muscle-invasive bladder cancer

Bladder instillation 127
NCT01438112

Herpes Simplex 
Virus

OncoVEX 
GM-CSF

DNA ICP34.5- (ICP34.5 related to 
eIF2 phosphatase regulatory 
subunit GADD34, involved in 
translational regulation)

ICP47- (immune 
stimulating, as 
ICP47 blocks anti-
gen processing in 
HSV-infected cells),

GM-CSF+ (immune 
stimulating)

Phase III
Malignant melanoma

Intratumoral 128,129
NCT01368276,
NCT00769704

Continued
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Virus Genus Virus Product 
Name/Strain

Genome Basis of Selectivity (Other) Genetic 
Modification(s)

Clinical Phase Route of 
Administration

Ref.

Vaccinia DNA Natural tumor selectivity: perme-
able tumor vasculature; selec-
tive replication in metabolically 
active tumor environment

Replication activated by epider-
mal growth factor receptor 
EGFR/Ras pathway signaling; 
cancer cell resistance to IFNs

65,130

GL-ONC1, 
(attenuated 
Lister strain )

Thymidine kinase- Luciferase-GFP 
fusion+

LacZ+

GusA+

Hemagglutinin-

Phase I/II
Peritoneal carcinomatosis

Intraperitoneal 131 
NCT01443260

JX-594,
(Wyeth strain)

Thymidine kinase- GM-CSF,
B-galactosidase

Ph2
Hepatocellular carcinoma;

Ph1/2 colorectal carcinoma

IV 67,68,132
NCT00554372,
NCT01171651,
NCT01387555,
NCT01394939

Phase I/II, Phase II, or Phase III clinical trials. June 2012. Clinicaltrials.gov.
EGFR, epidermal growth factor receptor; GFP, green fluorescent protein; GusA, β-glucuronidase; ICAM1, intercellular adhesion molecule 1; IFN, interferon; IV, intravenous; DAF, decay accelerating factor; GM-CSF, granulocyte macrophage colony-stimulating factor; LacZ, 
β-galactosidase; NSCLC, non–small-cell lung cancer; PKR, protein kinase R.

Table 54-2 Cancer-Selective Viruses in Clinical Trials—cont’d
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their potential value as drug targets.15 Antisense technol-
ogy has been studied as a strategy to knock down expres-
sion of oncogenes. This approach is based on the possibility 
of inhibiting transcription of a particular mRNA by trans-
fecting short double-stranded DNA oligonucleotides into 
target cells that bind and inactivate the target mRNA in a 
sequence-specific manner.16 The development of oligonucle-
otides with modified DNA backbone that increases the sta-
bility of the molecule in vivo allowed for the development of 
clinical protocols involving intravenous application of anti-
sense molecules targeting, for example, mutant Kras or the 
anti-apoptotic genes BCL-2 and Survivin.17 Clinical trials 
with oblimersen sodium (G3139), an antisense oligonucle-
otide directed against BCL-2, have demonstrated increased 
survival of patients with advanced melanoma in combination 
with chemotherapy compared to chemotherapy alone.18 An 
interesting variant of the antisense approach that is currently 
being tested clinically is GRN163L, a lipid-modified 13-mer 
DNA-oligonucleotide that acts as a telomerase RNA tem-
plate antagonist.19

RNAi

The discovery of the possibility of silencing gene expression 
in mammalian cells with high efficiency using RNA inter-
ference (RNAi) has spurred renewed interest in the gene 
knock-down as a therapeutic strategy. This approach, first 
described in the worm Caenorhabditis elegans, takes advan-
tage of a cellular gene silencing machinery that involves the 
RNA-induced silencing complex (RISC) and degrades 
double-stranded RNAs with high efficacy.20 The introduc-
tion of short RNAs with complementary sequence to any 
cellular transcript activates this mechanism. RNAi can 
silence target genes with high efficacy. However, off-target 
effects that result in sequence-specific though unpredictable 
knock-down of additional genes represent a potential prob-
lem that has not been fully resolved at this point.21 Never-
theless, novel targeting and delivery mechanisms have been 
developed that hold the promise of therapeutic application 
of RNAi-based agents in cancer.20 For instance, a recently 
reported nanoparticle-based delivery system shows great 
promise for systemic delivery of siRNA. These synthetic 
nanoparticles consist of a cyclodextrin-based polymer, a 
human transferrin protein (TF) targeting ligand displayed 
on the exterior of the nanoparticle to engage TF receptors 
(TFR) on the surface of the cancer cells, a hydrophilic poly-
mer (polyethylene glycol [PEG] used to promote nanopar-
ticle stability in biological fluids), and siRNA designed to 
reduce the expression of the Ribonucleotide Reductase sub-
unit M2 (RRM2). Tumor-specific targeting is achieved via 
the interaction of the TF targeting ligand with TFR, which 
is known to be upregulated in malignant cells.22 Moreover, 
the size of these nanoparticles, about 70 nm in diameter, 

favors their exit from the bloodstream in leaky tumor vascu-
lature and accumulation in the tumor bed via the enhanced 
permeability and retention (EPR) effect. RRM2, an enzyme 
catalyzing a rate-limiting step in DNA synthesis, is an 
established anticancer target.23 These particles (CALAA-
01), currently in Phase I clinical studies, have been adminis-
tered systemically to humans and have shown specific gene 
inhibition—a reduction in both mRNA and protein.24

Another well-established anticancer target is the KRAS 
oncogene. Most pancreatic adenocarcinomas are caused by a 
somatic mutation in KRAS, most commonly KRAS G12D. 
In vitro and animal studies suggest that selective inhibition 
of the mutant, but not the WT KRAS expression, leads to 
apoptosis of targeted cancer cells. An siRNA specifically tar-
geting mRNA encoding KRAS G12D, coated by a biode-
gradable polymeric matrix, siG12D LODER (Local Drug 
EluteR), is currently in Phase 0/I to evaluate its safety and 
tolerability. Apart from these two particular RNAi thera-
peutics, at least another six are currently undergoing clinical 
testing, thanks to recent advancements in the understanding 
of RNAi biology and in the areas of RNAi specificity, sta-
bility, and delivery. Most are delivered employing synthetic 
carriers, such as cationic liposomes, anionic liposomes, and 
polymeric particles. As more attention is focused on safe 
and effective methods for delivering siRNA to tumors, the 
clinical value of this approach will likely increase dramati-
cally. siRNA-based therapy has the potential of addressing 
undruggable oncogene targets, combinatorial approaches to 
cancer cell killing, and drug resistance, but this potential will 
not be realized until the challenges of delivery and uptake 
have been fully addressed.

Killing Cancer Cells by Delivering  
Prodrug Converting Enzymes and  
Other Enzymes

For more than 60 years chemotherapeutic agents have been 
used for the treatment of cancer. However, their use is often 
limited by damage to normal cells, drug resistance, and low 
chemical stability. One strategy to overcome limitations of 
classical chemotherapeutic agents is the use of prodrugs. 
A prodrug is a fairly nontoxic compound that needs to be 
transformed before acting as a pharmacon. Such a transfor-
mation can be catalyzed by endogenous enzymes, in which 
case tissue distribution of such endogenous enzymes dictates 
where the active pharmacon is produced. Alternatively, gene-
directed enzyme prodrug therapy (GDEPT) can specifi-
cally deliver such enzymes to diseased cells where they can 
activate nontoxic prodrugs into toxic agents. Progress in this 
field has been reviewed recently by Duarte and colleagues.25
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Thymidine Kinase

The first GDEPT system described was the thymidine 
kinase gene of the herpes simplex virus (HSV-TK) in com-
bination with the prodrug nucleoside analog ganciclovir. The 
enzyme thymidine kinase (TK) is naturally present in bacte-
ria, viruses, and mammals, where it is involved in the salvage 
pathway of nucleotide biosynthesis. Thus, high TK activity 
is found in proliferating cells such as cancer cells. TK also 
converts ganciclovir to ganciclovir monophosphate, which 
is subsequently converted by cellular kinases into the toxic 
ganciclovir triphosphate nucleotide. The HSV-TK is three 
orders of magnitude more efficient than any human kinase 
catalyzing this first activation step. Hence, several gene ther-
apy approaches combining HSV-TK and ganciclovir have 
been developed.

For instance, retroviral vectors were used to deliver 
HSV-TK in a brain tumor model. Because retroviruses 
integrate only in proliferating cells, gene delivery and expres-
sion would be tumor selective in the context of normal, 
nonproliferating brain cells.26 A further advantage of this 
approach was thought to result from the “bystander effect,” 
the killing of uninfected neighboring cells that occurs when 
HSV-TK–expressing cells are exposed to ganciclovir, which 
can be observed in vitro and in vivo.27 To increase transduc-
tion of target cells with retroviruses, virus-producing cells 
(VPCs) were used to inoculate target tumors instead of 
virus suspension. Preclinical studies in a rat glioma model 
demonstrated that this delivery of a retrovirus expressing 
HSV-TK resulted in high transduction levels and frequent 
tumor regressions following ganciclovir administration.28 
Initial clinical studies were promising and demonstrated 
in responses of small glioblastomas following VPC injec-
tion.29 However, when standard therapy (surgical resection 
and radiotherapy) was compared to standard therapy plus 
injection of retrovirus-producing cells in a Phase III trial, 
no differences in progression-free and overall survival were 
observed between the two groups.30 Smaller, preoperative 
studies suggested that lack of transduction of tumor cells 
is the dominant reason for the failure of this approach.31 
Despite the disappointing results of this trial, it represents 
an early and innovative effort to use gene therapy to kill can-
cer cells selectively.

Cytosine Deaminase

In contrast to thymidine kinase, the enzyme cytosine deami-
nase (CD) is not present in mammalian cells, but in several 
bacteria and fungi. It catalyzes the amidine hydrolysis of 
cytosine to uracil and ammonia, and several cytosine ana-
logs such as halogenated cytosines are substrates as well. 

One such substrate is the prodrug 5′-fluorocytosine (5′-FC) 
which is activated by CD to 5′-fluorouracil (5′-FU). 5′-FU 
kills cells mainly by inhibition of thymidilate synthetase and 
by incorporation into DNA. The safety and efficacy of a CD 
and 5′-FC prodrug therapy are currently being assessed in 
Phase I/II trials in which 5′-FC and a recombinant Bifido-
bacterium longum (a live bacterium normally found in the 
digestive tract) that has been modified to produce CD are 
given orally to patients with various solid tumors.

Carboxylesterase

Another well-studied prodrug-converting enzyme is car-
boxylesterase (CE). CE expression is widely distributed 
in human tissues; nonetheless, targeted gene delivery to 
enhance CE expression specifically in tumor cells is a prom-
ising approach to increase the local availability of cytostatic 
drugs. CE is involved in the activating metabolism of vari-
ous commonly used chemotherapeutics: It activates pacli-
taxel-2-ethylcarbonate to the microtubule-stabilizing agent 
paclitaxel/taxol and is involved in the multistep conversion 
of capecitabine to the pyrimidine analog 5′-fluorocyti-
dine (5′-FC). Moreover, CE converts the relatively non-
toxic camptothecin analog CPT-11/irinotecan to SN38, a 
potent topoisomerase I inhibitor. Because the human CE 
is comparatively inefficient in catalyzing this conversion, 
several gene therapeutic strategies using the more effective 
rabbit CE were developed and shown to be successful in 
tissue culture and animal models. Also, secreted mutants 
of this enzyme are being studied to enhance the spread of 
the toxic metabolite and thereby the bystander effect. For 
instance, Oosterhoff and colleagues show increased kill-
ing of colon carcinoma cells on infection with adenovirus 
expressing secreted CE (Ad5-Δ24-sCE) combined with 
CPT-11 treatment.32 Even though CPT-11 also reduced 
viral replication, the overall cytotoxicity of virus combined 
with CPT-11 was still higher than cell killing achieved by 
the virus alone. Nonetheless, this exemplifies the compli-
cations of using chemotherapeutic agents in combination 
with oncolytic viruses; it is crucial to know the kinetics 
of both viral replication and drug metabolism to design a 
suitably timed treatment regimen. This is not only essen-
tial for oncolytic viruses as vectors for GDEPT, but for the 
combination of any oncolytic virus with chemotherapeutic 
agents.33

Sodium-Iodide Symporter

Not only prodrug-converting enzymes are being pursued 
as gene therapeutics. Several vectors have been developed 
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to deliver genes for various other enzymes, including the 
one for the sodium iodide symporter (NIS). The endog-
enously expressed NIS is an integral plasma membrane 
glycoprotein that mediates active I− transport into thyroid 
follicular cells. The rationale for its use in gene therapy 
approaches is twofold: targeted expression of NIS in cancer 
cells renders these cells susceptible to uptake of radioactive 
iodine, which, depending on the isotope used, can be har-
nessed to kill and/or to image targeted cells. For instance, 
measles virus (MV) strains that have been engineered to 
express the human NIS (MV-NIS) have shown signifi-
cant antitumor activity against various cancer lines and 
orthotopic xenografts. Expression of NIS in infected gli-
oma cells resulted in effective concentration of radioactive 
iodine, which allowed for in vivo monitoring of localization 
of MV-NIS infection by measuring uptake of 123I and led 
to a significant increase of MV-NIS antitumor activity.34 
A Phase I study is ongoing to establish the safety of intra-
pleural administration of this MV-NIS in patients with 
malignant pleural mesothelioma.

Another interesting approach is the retroviral delivery 
of a multidrug resistance pump (MDR1) gene into periph-
eral blood progenitor cells (PBPCs). The rationale behind 
this is not to kill cancer cells, but to prevent some of the 
toxicities of an intensive chemotherapy regimen in patients. 
PBPCs are isolated from the patient, genetically modified 
ex  vivo, and transferred back into the patient. The hope 
is that introduction of the MDR1 gene into the patients’ 
PBPCs renders these cells and their offspring resistant to the 
toxic effects of certain chemotherapeutic agents, by pumping 
out chemotherapeutic agents before they can exert a cyto-
toxic effect.35-39

Many other strategies have been devised to express 
prodrug-converting enzymes, or other potentially toxic 
genes, in cancer cells selectively. Most of these depend on 
tumor-selective gene expression to drive the gene of inter-
est, such as the promoters for the androgen receptor or 
prostate-specific antigen (PSA),40-42 for tyrosinase (selec-
tive for melanoma),43 or for alpha-lactalbumin (selective 
for breast cancer).44 More generic tumor-selective–specific 
promoters include E2F-1, which is upregulated through 
loss of the RB checkpoint, and telomerase reverse tran-
scriptase (TERT), which is also upregulated in most 
cancers.45,46

Genes That Boost the Immune System

Although oncolytic viruses can kill cancer cells directly via 
viral replication and by delivery of cytotoxic genes or prodrug-
converting enzymes, it is becoming more and more evident 

that the great potential of viruses as gene therapeutic vectors 
lies in their immune-modulatory capability. This feature can 
be further enhanced by the addition of immune-modulatory 
genes into the viral genome. For virus-based therapies to be 
successful, both host immune system avoidance and potent 
immune stimulation need to be combined. One approach to 
boosting antitumor immune responses involves the adminis-
tration of cytokines to increase the activity of immune effector 
cells systemically or to enhance the presentation of antigens in 
tumor cells themselves. A wide range of cytokine genes have 
been engineered into an equally wide range of vectors and 
viruses. IL-2, IL-4, and IL-12 have been studied extensively, 
as well as interferons, members of the tumor necrosis factor 
(TNF) family, and granulocyte-macrophage colony-stimu-
lating factor (GM-CSF).

TNF

TNFerade is an exciting example of this approach. This 
replication-incompetent adenovirus expresses TNF under 
the control of the Early Growth Response Factor 1 (EGRr-
1) promoter, which is strongly activated in response to cel-
lular stress such as iodizing radiation or chemotherapy.47 
TNFerade was injected in Phase I studies to up to 4 × 1011 
pu (particle units) without dose-limiting toxicities occur-
ring. In agreement with this favorable safety profile, serum 
TNF levels remained consistently low. However, in esopha-
geal cancer, relatively high rates of thromboembolic compli-
cations occurred that were potentially induced by the study 
medication. This problem was not observed in trials of this 
agent in pancreatic cancer. In this disease the maximum 
tolerated dose (MTD) of TNFerade in combination with 
chemoradiation treatment was determined to be 4 × 1011 
pu. At that dose level, clinical responses and evidence for 
prolonged median survival were seen in an interim analysis 
of a Phase III study in locally advanced pancreatic cancer in 
combination with chemoradiotherapy.48

GM-CSF

Of cytokines tested in oncolytic virus and vaccine models so 
far, GM-CSF seems to be the most potent at generating anti-
tumor immune responses. HSV-, adenovirus-, and vaccinia 
virus–based vectors encoding GM-CSF have shown great 
promise in early clinical trials, and studies are still ongo-
ing (see Table 54-2). Arming viruses with GM-CSF aims 
to activate the immune system primarily by attracting and 
activating dendritic cells (DCs). GM-CSF has been clini-
cally tested in peptide and whole-cell vaccine strategies as 
well as oncolytic virus approaches. Notably, only virus-based 
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GM-CSF expression seems to generate a potent and sus-
tained antitumor immune response, suggesting that the 
context in which GM-CSF is expressed is crucial. Virus-
based GM-CSF expression and DC recruitment are tightly 
coupled to tumor cell death and subsequent release of a vast 
array of tumor antigens. Remarkably, for both HSV and vac-
cinia expressing GM-CSF, not only injected but also nonin-
jected tumors responded. The studies mentioned earlier are 
among the first to combine oncolysis with immune system 
activation using armed, replication-competent viruses. Fur-
ther exploitation of the immune system is a focus of current 
gene therapy and vaccine studies.49

Naturally Occurring Viruses That 
Replicate Selectively in Cancer Cells

Cancer cells provide an environment that is permissive for 
replication of a number of naturally occurring viruses. This 
is because checkpoints and defense mechanisms are disabled 
in cancer cells, allowing them to grow and survive and to 
evade detection by the immune system. In some cases these 
mechanisms are also used to defend normal cells against 
virus replication. Cancer cells may therefore be vulnerable 
to virus infection while normal cells are protected. Because 
infection usually leads to cell death, this vulnerability could 
potentially be exploited for cancer therapy. Indeed, several 
naturally occurring viruses are under clinical evaluation in a 
variety of cancer indications (see Table 54-2).

Reovirus

Reoviruses replicate selectively in many cancer cells. Dur-
ing infection of normal cells, their double-stranded RNA 
genomes activate a cellular protein kinase (PKR) that 
restricts viral replication by blocking translation of viral 
mRNA. For reasons that are unclear, this kinase activity 
is suppressed in cancer cells in which the Ras pathway is 
hyperactivated, allowing productive viral replication.50 Based 
on this selectivity, and the capacity of reoviruses to replicate 
quickly and kill infected cells, reoviruses are undergoing 
clinical evaluation. One of these, Reolysin, is being tested in 
Canada, the United Kingdom, and the United States using 
clinical protocols that include local or systemic delivery of 
Reolysin as a monotherapy, and local delivery in combination 
with radiation therapy for patients with advanced cancers. 
Intravenous administration of this virus was well tolerated 
in a Phase I study. Although no objective tumor responses 
were observed, disease stabilization of up to 6 months was 
observed in a subset of patients.51

Vesicular Stomatitis Virus

The rhabdovirus vesicular stomatitis virus (VSV) has a 
single-stranded RNA genome. Selectivity for cancer cells 
is thought to be the result of their failure to elicit a pro-
tective interferon response, thus allowing lytic replication. 
VSV variants with mutations in the matrix (M) protein 
enhance VSV’s effectiveness, at least in animal models.52 
Systemic delivery of VSV has been shown to be effective 
and safe against laboratory models of multifocal and inva-
sive malignant gliomas.53 M protein mutant viruses have 
also shown efficacy against prostate cancer cell lines and 
others.52

Measles

Measles viruses, like VSV, contain negative-stranded RNA 
genomes but are members of the paramyxovirus family. 
Replication-competent attenuated Edmonston B measles 
vaccine strain (MV-Edm) is nonpathogenic and has potent 
antitumor activity against several human tumors. The virus 
is selectively oncolytic, eliciting extensive cell-to-cell fusion 
and ultimately leading to cell death. An attenuated strain 
of MV has been genetically engineered to produce carcino-
embryonic antigen, which can be used as a serum marker of 
virus replication.12 This virus had potent antitumor activity 
against gliomas in vitro, as well as in animal models.54 This 
virus is undergoing clinical evaluation in patients with glio-
blastoma multiforme and multiple myeloma.

Newcastle Disease Virus

Lytic strains of the avian paramyxovirus Newcastle disease 
virus (NDV) selectively kill cancer cells in culture and in 
mouse models.55 The molecular basis of selectivity is not fully 
understood, but appears to be facilitated by high levels of 
N-myc, at least in neuroblastoma cells. Cytotoxicity is due to 
multiple caspase-dependent pathways of apoptosis indepen-
dent of interferon signaling competence.55,56 Several Phase I 
studies of intravenously infused NDV have been performed 
using various doses and administration schedules.57,58 Main 
toxicities included moderate flu-like symptoms and mild gas-
trointestinal symptoms. Interestingly, a two-step intrapatient 
dose-escalation of the NDV strain PV701 aiming at desen-
sitizing resulted in significant reduction of the intensity of 
adverse events. Patients developed only moderate levels of 
neutralizing antibodies, and the serum clearing of virus was 
not significantly different during the course of treatment.59 
Disease stabilization as well as objective tumor responses 
were observed in Phase I studies, in particular in patients 
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who had received higher doses. A complete remission was 
observed in a patient with glioblastoma multiforme treated 
with the NDV strain NDV-HUJ.57

Viruses Engineered to  
Replicate Selectively

In addition to naturally occurring viruses, many efforts have 
been made to engineer viruses to replicate in tumor cells 
selectively. Such agents kill cells through lytic mechanisms 
and potentially spread from one infected cell to another, 
amplifying the dose of the selective killing agent. Selectiv-
ity for cancer cells can be achieved by several strategies. The 
first uses DNA synthetic enzymes produced by proliferating 
tumor cells to support replication of DNA viruses that are 
otherwise defective. The second takes advantage of genetic 
defects in cancer cells that supply functions that have been 
specifically deleted from the oncolytic agent, and the third 
uses tumor-selective promoters to drive replication of condi-
tionally replicating viruses.

Herpes Simplex Viruses

One of the first viruses designed to replicate in cancer selec-
tively were HSVs that had been engineered so that they were 
unable to express viral genes necessary for DNA replication, 
such as thymidine kinase or ribonucleotide reductase. Prolif-
erating cells would provide these essential functions, whereas 
resting normal cells would not. HSV G207 is an example of 
such an oncolytic virus. In addition to inactivation of a sub-
unit of the viral ribonucleotide reductase gene, both copies of 
the neurovirulence gene, the gamma(1)34.5 gene, are deleted 
to further reduce replication in normal tissues.60 Although 
direct tumor cell killing represents a major mechanism of 
action of these viruses, evidence from experiments in immu-
nocompetent mouse models suggests that also a vaccina-
tion effect mediated by activated T lymphocytes contributes 
to the effect.61 Phase I clinical trials of G207 and a related 
virus, HSV1716, have been completed and demonstrated 
the safety of these viruses.62 Another related HSV mutant, 
NV1020, has been tested in a Phase I study in patients with 
hepatic metastases from colorectal cancer. The virus was 
administered into the hepatic artery in a Phase I study. Only 
mild toxicity was observed, and a decline in CEA levels was 
suggestive of some antitumor activity.63 Many innovative 
approaches have been employed to improve the clinical value 
of HSV viruses, including expression of prodrug-converting 
enzymes to elicit bystander cells and the addition of genes 
encoding cytokines to boost immune recognition of tumor 

cells. The latter approach has been taken into the clinic in the 
form of the HSV mutant OncoVex(GM-CSF), a condition-
ally replicating HSV-1 mutant that expresses the cytokine 
GM-CSF. A Phase I/II trial with intratumorally injected 
Oncovex GM-CSF demonstrated that this agent is well 
tolerated.64 Side effects included mainly fever, flu-like symp-
toms, and inflammation at the injection site. Clinical evidence 
for tumor necrosis was found; however, no detailed objective 
response assessments have been published at this point.

Vaccinia

Using a similar strategy, attenuated strains of another large 
DNA virus, vaccinia, have been created and shown to repli-
cate selectively in cancer cells.65 Vaccinia virus (VV) strains 
have several attributes that render them ideally suited for their 
use as oncolytic agents. First, VV vectors are derived from 
vaccine strains that have been used safely in millions of chil-
dren worldwide for immunization against smallpox. Thus, 
their safety profile, genetic stability, and other pharmacologi-
cal parameters are extremely well documented. Second, these 
viruses have several suitable biological properties: vaccinia 
has evolved mechanisms for stability in the bloodstream and 
spread to distant sites, including resistance to antibody and 
complement-mediated neutralization. Moreover, because of 
their relatively large size (about 200 nm), vaccinia virions pref-
erentially accumulate in tumor tissues, where neovasculature 
has increased permeability (“leaky tumor vasculature”). The 
relatively large size also results in a large transgene capacity 
(25 to 50 kb), which allows for the expression of several thera-
peutic and monitoring genes. Last but not least, VV replica-
tion is promoted by EGFR/Ras pathway signaling,66,67 which 
is frequently hyperactivated in cancer cells. A genetically engi-
neered vaccinia that has shown great promise in recent clinical 
trials is JX-594.68 This virus is a derivative of a smallpox-
vaccine strain carrying an inactivated TK gene to increase 
tumor specificity, and two transgenes: one encoding GM-
CSF to stimulate antitumor immune responses and the other 
β-galactosidase, as a surrogate marker for viral gene expres-
sion. JX-594 has demonstrated great success on local-regional 
and intravenous delivery to patients in terms of safety, cancer 
selectivity, oncolysis, chemosensitization, and induction of 
immune and antitumor responses (Figure 54-1, Table 54-3). 
Notably, in a Phase I clinical trial, intravenously delivered 
JX-594 was capable of replicating selectively in metastases 
from a variety of tumor types, representing a milestone in the 
development of oncolytic agents for systemic administration. 
Moreover, intravenous JX-594 therapy led to a reduction in 
the outgrowth of new metastases in patients over time. Seven 
Phase I and II clinical trials are currently ongoing to test this 
agent’s safety and efficacy further in various solid tumors.69,70
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Adenovirus

Whereas G207 and related viruses were engineered to take 
advantage of permissive conditions in cancer cells relative to 
quiescent cells, ONYX-015 was designed to exploit lack of 

functional p53 in tumor cells. ONYX-015 is an adenovirus 
that lacks the E1B 55K gene. This gene encodes a protein 
that binds p53 and targets it for degradation. In the absence 
of E1B 55K, ONYX-015 was expected to replicate poorly 
in normal cells, in which functional p53 could abort lytic, 

Table 54-3 Representative Patient Response to JX-594

Patient ID Tumor Injected Response

RECIST* Choi criteria**

201 Primary tumor: hepatocellular carcinoma (HCC) Yes Partial response (PR) +
(30% decrease in diameter)

Secondary tumor: neck Yes PR +
(57% decrease in diameter; see Figure 54-1A)

103 Primary tumor: lung squamous cell carcinoma Yes PR +
(51% decrease in diameter; see Figure 54-1B, C)

Metastasis: liver No Stable disease (SD) +
(22% decrease in HU†)

Adapted from Park BH, Hwang T, Liu TC, et al. Use of a targeted oncolytic poxvirus, JX-594, in patients with refractory primary or metastatic liver cancer: a phase I trial. Lancet Oncol. 2008;9:533-542.
*RECIST: Response Evaluation Criteria in Solid Tumors: Partial response (PR) is a maximum diameter decrease of ≥30%, progressive disease (PD) is an increase of ≥20%, and stable disease (SD) is a 
change in diameter between these two cutoffs.
**Choi criteria: response (+) is maximum diameter decrease of ≥10% or density decrease of ≥15%.
†HU: Hounsfield units, also CT units: related to the composition and nature of the tissue imaged, represents the density of tissue.
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Figure 54-1 Representative tumor response to JX-594 treatment (A) Patient 201 with a primary hepatocellular carcinoma received direct 
intratumoral injections into the liver tumor, which led to a RECIST PR. Direct injection of a previously noninjected tumor in the neck, after four previous 
cycles of JX-594 treatment in the liver, led to RECIST and Choi response at this site as well, despite the presence of high concentrations of neutral-
izing antibodies to JX-594. Physical examination and CT and PET-CT scans of the metastatic tumor in the neck region, before and after induction of 
high-titer antibodies, illustrate this response. (B, C) Patient 103 with metastatic squamous cell carcinoma of the lung received six rounds of JX-594 
intratumoral injections. (B) CT scan and (C) tumor cross-section areas before and after treatment. Arrow indicates initiation of JX-594 treatment. CT, 
Computed tomography; PET, positron emission tomography; PR, partial response; RECIST, Response Evaluation Criteria in Solid Tumors. (Adapted from 
Park BH, Hwang T, Liu TC, et al. Use of a targeted oncolytic poxvirus, JX-594, in patients with refractory primary or metastatic liver cancer: a phase I trial. Lancet Oncol. 
2008;9:533-542.)
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productive replication. In contrast, cancer cells should be 
permissive for ONYX-015 because E1B 55k should be 
unnecessary in cells that lack p53.71

Extensive analysis of the molecular mechanisms 
underlying ONYX-015 replication revealed that the virus 
does indeed replicate selectively in tumor cells. Whereas 
replication of this virus is mediated through the p53 path-
way, tumor selectivity is mostly based on the ability of tumor 
cells to complement other functions of E1B 55K unrelated 
to p53.72-74 These functions relate to the ability of E1B 55K 
to facilitate the export of viral mRNAs and shut down host 
protein synthesis. Nonetheless, ONYX-015 advanced to 
Phase III trials in the United States, after encouraging signs 
of safety and efficacy. The analysis of clinical tumor speci-
mens obtained following injection of ONYX-015 provided 
unambiguous evidence for its tumor selectivity. Replicat-
ing virus was found (1) in head and neck cancer following 
intratumoral injection, (2) in liver metastases from gastroin-
testinal cancer after intra-arterial injection, and (3) in lung 
tumors following intravenous injection.75-77 Furthermore, 
objective tumor responses were observed in several clinical 
Phase II studies. Single-agent treatment with ONYX-015 
induced objective responses in 14% of patients with recur-
rent head and neck cancer.77 In a subsequent study, the virus 
was combined with standard chemotherapy. Only a single 
tumor was injected with ONYX-015, leaving a subgroup 
of patients with additional uninjected control lesions. Inter-
estingly, the response rate of tumors injected with the virus 
was significantly greater than those of noninjected lesions, 
and the time to progression was significantly longer for 
injected tumors.75 Further evidence of antitumor activity 
of ONYX-015 was found in three patients with 5-FU/
leucovorin-refractory liver metastases from colorectal cancer 
that experienced minor responses (30% to 48% shrinkage) 
following intra-arterial infusion of ONYX-015 into the 
hepatic artery.78

Meanwhile, a closely related adenovirus, H101, has 
recently been developed by Shanghai Sunway Biotech and 
approved for treatment of head and neck cancer in China3 
after a clinical Phase III study demonstrated a dramatically 
higher tumor response rate in patients who had received 
H101 in combination with cisplatin and 5-fluorouracil 
(78.8% versus 39.6%, respectively).79

Delta-24 (also known as dl922-947 or ONYX-838) 
is another adenovirus mutant that targets cancer cells selec-
tively.80 The E1a region contains a small deletion that pre-
vents binding to RB. As a result, this virus cannot replicate 
efficiently in normal cells, because RB represses E2F activity 
that is essential for replication (in addition to transcribing 
genes involved in DNA synthesis, E2F activates transcrip-
tion of the viral E2 region; this is how E2F was first named 
and identified). In cancer cells, E2F activity is not repressed 

by RB, because RB itself is mutated or inactivated indirectly 
through loss of p16INK4a, amplification of cyclin D1, or 
by other means. Tumor cells therefore provide a permissive 
environment for replication of Delta-24. A modified version 
of Delta-24 has entered clinical trials for the treatment of 
glioblastoma.81,82 This virus, Delta-24 RGD, has been engi-
neered to increase infectivity by the addition of an RGD 
sequence in its fiber gene.83 Likewise, adenoviruses desig-
nated KD1 and KD3 contain two small deletions in E1A 
that abolish its binding to pRB but leave the ability of E1A 
to transactivate viral genes intact. These have been shown to 
replicate with great efficiency in tumor cells, but fail to repli-
cate efficiently in normal cells.84

A second-generation version of Delta-24 was engi-
neered to express human p53.85,86 Ad24-p53 more effec-
tively killed most human cancer cell lines tested in vitro than 
did its parent Ad24 and had significant activity against xeno-
grafts in  vivo.85 To further improve potency of this virus, 
the p53 transgene was engineered so that it is resistant to 
degradation by Mdm2.85 Adenoviruses have also been engi-
neered to take advantage of unregulated TCF transcriptional 
activity, a characteristic of colorectal cancer cells that lack the 
APC tumor suppressor or contain activating mutations in 
beta-catenin.87,88

An array of creative approaches has been employed to 
make viruses replicate selectively based on abnormal tran-
scription activity in cancer cells. These include viruses that 
use unregulated E2F activity resulting from loss of the RB 
tumor suppressor pathway to drive the E2F-1 promoter, 
the telomerase promoter, prostate-specific promoters and 
regulatory elements to drive proliferation in prostate cancer 
cells, and many others. These approaches have been reviewed 
recently by Fukazawa and colleagues.89

Challenges and Future Perspective

Preclinical Development

Gene therapeutic agents and oncolytic viruses have highly 
diverse physical and biological properties and act through 
complex molecular mechanisms, making predictions about 
their pharmacological and pharmacodynamic behavior in 
humans difficult. Preclinical model systems are therefore 
particularly important elements in the selection process for 
further clinical development.

Mouse xenograft tumor models of human cancer cell 
lines in nude mice allow for efficient assessment of antitu-
mor activities of novel gene delivery and oncolytic agents in a 
broad variety of human tumor types. However, these models 
have significant limitations due to the lack of a functional 
immune system and differences in structure and composition 
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of the tumor stroma. To address these limitations, immuno-
competent tumor models have been developed. Such models 
have been instrumental for assessing the impact of immune-
modulatory genes in the genome of oncolytic adenoviruses 
on virus replication and antitumor effect.90 In addition, 
orthotopic implantation of allografts in immunocompetent 
models allows for testing novel vectors in tumors growing 
an organotypic microenvironment that more closely resem-
bles the situation in humans.91-93 Despite these improved 
murine models, limitations remain. For example, normal 
and malignant mouse tissues only poorly support replica-
tion of human adenoviruses. Another example is the differ-
ence between the sequences of human and mouse cytokines, 
which makes the generation of mouse-specific variants of 
immune-modulatory agents necessary. Other species offer 
potentially advantageous features. For example, normal and 
malignant Syrian hamster cells support adenovirus replica-
tion. Using this model, intratumoral injection of an oncolytic 
adenovirus resulted in suppression not only of the primary 
tumor but also of distant metastases following virus entry 
into the bloodstream.94 Similar results were obtained in cot-
ton rats.95 In addition, replication-competent viruses for use 
in canine models have been developed.96

Biodistribution and systemic effects of novel gene 
therapy and oncolytic viral agents are fundamentally differ-
ent from small-molecule or antibody-based anticancer ther-
apies and therefore difficult to predict. To address this, novel 
in vivo imaging strategies allowing for real-time monitoring 
of the effects of such agents in animals as well as in humans 
have been developed and will play a major role in the fur-
ther development of this therapeutic approach. Distribu-
tion of nonviral and viral particles can be directly assessed 
by radioactive or fluorescent labeling. The biodistribution of 
liposomes, for example, can be followed after labeling with 
radioactive isotopes (e.g., 99mTc) or gadolinium by scin-
tigraphy or magnetic resonance imaging, respectively.97,98 
A variety of strategies have been pursued to monitor viral 
agents. Green-fluorescent protein and firefly luciferase are 
transgenes that allow for the detection of cells infected with 
viruses carrying an expression cassette for either of these 
genes through the detection of fluorescent light or biolumi-
nescence, respectively—in animal models, at least.99,100 The 
use of prodrug-converting enzymes opens the possibility of 
using the enzyme activity for imaging purposes. The most 
developed approach is expression of the prodrug converting 
enzyme HSV-TK, which not only converts ganciclovir into 
cytotoxic phosphorylated derivatives but also phosphory-
lates uracil derivatives labeled with radioactive iodine and 
acylguanosines labeled with radioactive fluorine, which are 
then also retained within the cell and detectable by posi-
tron emission tomography (PET). This approach has been 
successfully used in a variety of vectors in small animals. 

Recently, it has also been demonstrated to be an effective 
imaging strategy in a pilot study in patients with liver can-
cer.101 A similar approach involves the vector-mediated 
delivery of receptors with only limited physiologic expres-
sion, such as the dopamine D2 receptor or the somatostatin 
receptor subtype 2. PET imaging probes for both receptors 
are already clinically available for imaging of neuroendo-
crine tumors. A third technology has been developed using 
the sodium-iodide symporter, which is a transmembrane 
transporter protein that is physiologically predominantly 
expressed in the thyroid gland.102 Ectopic expression of this 
protein leads to accumulation of radioactive iodine, which 
can be detected by radionuclide imaging using a gamma 
camera or PET. The potential advantage of this approach 
is that cytotoxic radionuclides such as 131I can be used 
therapeutically.103

The complexity of the host-vector interaction and 
the resulting dynamics of virus and tumor cell replication 
are theoretically amenable to in silico modeling of virus 
and tumor cell population dynamics. Such mathemati-
cal models created important insights into the kinetics of 
human immunodeficiency virus (HIV) infection and treat-
ment104,105 and have been, at a theoretical level, developed 
for oncolytic viruses and their interaction with tumor cells 
and the host immune system.106,107 Experimental validation 
of these models is currently being actively pursued by several 
laboratories.

Safety and Toxicity

The use of viruses either as vectors for the delivery of ther-
apeutic genes or, in mutant form, as therapeutics them-
selves raised significant concerns not only in regard to 
the safety of individuals treated with such agents but also 
because of the potential risks for others. In particular, the 
occurrence of recombinant viruses that regain wild-type 
properties or demonstrate even greater toxicity was feared. 
For this reason, extensive safety studies were performed. 
For example, the biohazard potential of AdCMV-p53 
was investigated in France in the context of clinical tri-
als of this virus in head and neck cancer. No evidence for 
any environmental risk from intratumoral injection of the 
virus was found.108

Immune and Cytokine Response

A major concern with respect to the use of viral particles as 
therapeutic agents is the induction of neutralizing antibod-
ies that could limit the efficacy of such agents. In the case 
of adenovirus this is of particular relevance, as at least 50% 
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of patients present with preexisting antibodies against ade-
novirus type 5, resulting from earlier infections.75-78,109,110 
It is therefore not surprising that almost all of the patients 
treated with viral agents developed high titers of neutraliz-
ing antibodies following the first administration of the virus. 
Preclinical studies suggest that the presence of such antibod-
ies might reduce the efficacy of adenoviral treatments.111 At 
this point, this has not been clearly demonstrated clinically. 
In contrast, following intra-arterial infusion of ONYX-015 
into the hepatic artery or intravenous administration, the 
virus was cleared rapidly from the bloodstream.

Improving Tumor Killing by Improving  
Tumor Cell Access

Viral vectors and oncolytic agents have been engineered to 
improve their ability to infect cancer cells, either to increase 
selectivity or to increase potency. Adenoviruses have been the 
focus of many of these efforts. This is because it is believed 
that the utility of adenovirus vectors is limited because of 
the low expression of CAR, the high-affinity receptor that 
is necessary for efficient attachment to the cell membrane.112 
This is of particular concern in many advanced cancers, in 
which CAR levels are often low relative to normal cells or 
well- differentiated cancers.113,114 Many attempts have been 
made to address this problem. Wickham and co-workers115 
modified the C terminus of the adenoviral fiber protein by 
the addition of either an RGD-containing peptide or seven 
lysine residues. Dmitriev and colleagues116,117 have also 
shown that the incorporation of an RGD-containing peptide 
in the H1 loop of the fiber knob domain results in the ability 
of the virus to utilize an alternative receptor during the cell 
entry process. The modified virus was able to infect primary 
tumor cells and tumor cell lines more efficiently than unmod-
ified virus.116,118 The RGD/fiber modification was subse-
quently introduced into the Delta-24 virus, described above. 
Gu and associates have successfully redirected cell binding 
and uptake of an adenovirus through fibroblast growth fac-
tor receptors (FGFRs), suggesting that redirecting the native 
tropism of adenovirus may offer therapeutic benefit.119

Conclusion

Virotherapy and other gene-therapeutic approaches repre-
sent a novel class of targeted anticancer agents that is distinct 
from traditional treatment modalities.

The initial focus of this field was to invent and test new 
agents that kill cancer cells selectively, based on the genetic 
lesions that cause this disease. This goal has been achieved 

using a rich variety of viruses, vectors, genes, and approaches, 
in laboratory and animal model settings. Some of these 
approaches have been translated into clinical research projects; 
however, until very recently, clinical results have been disap-
pointing in terms of increased survival or meaningful patient 
benefit.120 Although most treatment regimens have shown 
great safety, some early gene therapeutic trials raised serious 
concerns in this regard—the death of a patient with orni-
thine transcarbamylase deficiency, and the leukemia caused 
by gene therapy in four severe combined immunodeficiency 
(SCID) patients.121 These rare adverse effects and the initial 
lack of compelling clinical activity, together with the potential 
risk and cost of manufacturing these agents, has dampened 
the initial enthusiasm in this field, as well as interfered with 
significant investments. However, substantial advances in our 
understanding of cancer biology and validation of targets, as 
well as the promise shown by some of the very recent gene 
therapeutic clinical trials, have led to a paradigm shift: anti-
cancer gene therapy is now on an upswing again.

Nonetheless, significant hurdles still exist and need 
to be addressed. One of the biggest remaining challenges is 
delivery, including delivery to the tumor site, spread within 
the tumor, undesired clearance by the liver, neutralizing anti-
bodies, and complement. Another significant difficulty for 
many of the approaches currently in development is the lack 
of appropriate preclinical models.

For gene therapy strategies to be clinically successful, 
they likely have to be included in multimodality treatment 
approaches and go far beyond killing cancer cells: they need to 
be anti-angiogenic and immune-modulatory, and they must 
prevent or overcome resistance to therapy. Intelligent vector 
design and clever combination regimens will, it is hoped, 
bring us closer to achieving this goal. Recent studies have 
demonstrated synergistic effects of combination therapies 
consisting of conventional chemo- or radio- and virother-
apy. Moreover, combinatorial therapies with more “modern” 
approaches, such as the use of nanotechnology and cellular 
carriers, hold great promise. For instance, polymer-coated 
adenoviruses have shown a significantly enhanced half-life 
when compared to naked viruses, and the use of appropriate 
cellular carriers has been demonstrated to improve delivery 
and induction of desirable immune responses against the 
tumor.

Furthermore, clinical studies will likely yield better 
patient benefits and increase the chance for approval if fac-
tors can be pinpointed that predict efficacy—such as tumor 
type, histology, and molecular signatures.

Taken together, the recent advances in cancer biology, 
virology, biotechnology, and nanotechnology, as well as inter-
disciplinary collaborations, will expedite the development of 
this therapeutic platform and, we can hope, improve patients’ 
lives in the very near future.
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Cancer represents the most complex genetic disease. Despite 
decades of investigation and the expenditure of vast resources, 
mortality from cancer has not decreased significantly world-
wide, particularly in developed countries.1 Many explana-
tions have been offered, but the basic point is that we do not 
yet deeply understand the mechanisms by which tumorigen-
esis occurs. A decade ago, a new layer of genetic complexity 
was discovered in malignant cells by the addition of noncod-
ing RNAs (ncRNAs; RNAs that do not code for proteins) 
to the list of cancer genes, and exploiting this research could 
provide a great treatment opportunity. Globally, during the 
most recent 5 years for which there are data available (2004 
to 2008), overall cancer incidence rates declined slightly in 
men (by 0.6% per year) and were stable in women, while 
cancer death rates decreased only by 1.8% per year in men 
and by 1.6% per year in women.1 This was largely because 
of the advances in early detection of breast cancer and the 
reduction in tobacco use over the past four decades; the  
therapeutic advances were less significant. For example,  
the oligoantisense strategy was considered for many years as 
an optimal alternative for developing drugs to inhibit the pro-
teins overexpressed in cancer cells (for a review, see Reference 
2). This is the case with the BCL2 antisense oligonucleotide 
(ASO3,4), but until now no other ASO agents had shown 
consistent and reproducible beneficial effects in clinical tri-
als. Various publications in the past decade reported clinical 
studies regarding trials in Phase II (to determine whether 
a new treatment works) or III (to study whether a new 
treatment is better than standard treatment) performed on 
more than 1000 patients using aprinocarsen (Affinitak, LY  
900003, ISIS 3512; Isis Pharmaceuticals, Carlsbad, Calif5-10). 
This is a 20-mer oligonucleotide acting as an ASO that 
binds to the 3′ untranslated region (3′-UTR) of human mes-
senger RNA (mRNA) for protein kinase Cα (PKCa). It acts 
by forming an mRNA-ASO duplex through Watson-Crick 
binding, and it leads to RNAse-H–mediated cleavage of the 
PKCa mRNA. In all trials but one, no significant effects were 
identified in patients with advanced non–small-cell lung 
cancer, metastatic colorectal cancer, or relapsed low-grade 

non-Hodgkin lymphoma. Therefore, there are major reasons 
for developing new therapeutic modalities to cure cancer.

Cancer as a Genetic Disease of Protein-
Coding Genes and Noncoding RNAs

Why the need for RNAs as therapeutic molecules? One 
of the most unexpected and fascinating discoveries in the 
past few years in molecular oncology is that in a specific 
tumor, abnormalities in both protein-coding genes (PCGs) 
and ncRNAs can be identified, and the interplay between 
them is causally involved in the initiation and progression 
of human cancers.11-13 The “classic” molecular oncology 
dogma was that cancer is a genetic disease involving tumor 
suppressor and oncogenic proteins. Recent findings that 
small  noncoding RNAs called microRNAs (miRNAs) are 
involved in the pathogenesis of most cancers reveal a new 
layer of complexity in the molecular architecture of human 
cancers (Table 55-1).

MicroRNAs represent a new class of small ncRNAs 
able to regulate gene expression.14,15 MicroRNAs are dis-
tinct from, but related to, small interfering RNAs (si RNAs), 
which have been identified in a variety of organisms (for 
reviews, see References 15 and 16). These small 19- to 
24-nucleotide (nt) RNAs are transcribed as long primary 
transcripts of several kilobases (kb) in length, named pri-
miRNA. Pri-miRNAs are processed in the nucleus into 
precursor hairpin RNAs (70 to 100 nt in length) named 
pre-miRNA by the double-stranded RNA-specific ribonu-
clease Drosha.17 The hairpin RNAs are transported to the 
cytoplasm, via an exportin-5–dependent mechanism, where 
they are digested by a second double-stranded specific ribo-
nuclease named Dicer. In animals, single-stranded miRNAs 
bind specific mRNA through a low complementary binding 
site located in the target mRNA, mainly at their 3′ UTR.14 
By a mechanism that is not fully characterized, the bound 
mRNA remains untranslated, resulting in reduced levels of 
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Table 55-1 MicroRNAs as Oncogenes and Tumor Suppressors (Main Examples)

Human microRNA
(location)

Putative
Function/Involved Pathways

Deregulation in Tumors Putative Functions and Targets Molecular Regulation Diagnostic and Prognostic 
Markers

let-7 family 
(various)

Anti-tumorigenic:
Self-sufficiency in growth  

signals
Insensitivity to antigrowth 

signals
Angiogenesis

Downregulation in lung, breast, 
gastric, ovary, prostate, 
and colon cancers, CLL, and 
leiomyomas

Downregulation of miR-98 in 
head and neck cancer cells

Point mutation in the let-7e 
precursor sequence affects 
maturation

Molecular mechanism:
Represses cell proliferation/growth
let-7f promotes angiogenesis
Targets: CCND1, CDC25a, CDK6, 

CRD-BP, HOXA9, IMP-1, MYC, RAS, 
TLR4

Regulation:
MYCN positively regulates  

let-7b transcription
PPARalpha inhibits let-7c 

transcription
Notch pathway regulates 

let-7a
mmu-let-7a is highly edited 

after transcription
LIN-28 regulates the matura-

tion of let-7a

Poor prognosis:
let-7a-2 low expression (lung and 

ovarian cancer patients)
let-7b discriminates high-risk uveal 

melanomas
Drug resistance:
let-7i affects chemotherapy 

potency
Therapy:
Intranasal delivery of let-7a 

adenovirus reduces growth of 
Ras-induced lung tumors in mice

Oncogenic:
Self-sufficiency in growth  

signals
Apoptosis

Hypomethylation of let-7a-3 in 
lung adenocarcinomas

Overexpression in AML

Molecular mechanism:
let-7a represses NF2 and decreases 

chemotherapy-induced apoptosis 
in vitro

Regulation:
IL-6 dependent STAT-3 

survival signaling positively 
regulates let-7a

miR-16-1/ 15a cluster 
(13q14.3,

intron 4 ncRNA  
DLEU2)

Anti-tumorigenic:
Self-sufficiency in growth  

signals
Evasion of apoptosis

Downregulation in CLL, DLBCLs, 
multiple myeloma, pituitary 
adenoma, prostate, and 
 pancreatic cancers

Germline mutations in B-CLL 
patients and NZB mouse strain

Molecular mechanism:
Induce apoptosis in leukemia cells
miR-16 regulates cell cycle by down-

regulation of G0/G1 proteins
Targets: ACVR2A (X. tropicalis), 

BCL2, CARD10, CCND1, CDK6, 
CDC27, CGI-38, DMTF1, MCL1, 
NGN2, VEGF, WNT3A

Regulation:
Wnt/βcatenin pathway nega-

tive regulates xtr-miR-15a/16

Poor prognosis:
miR-15a and miR-16 higher expres-

sion in de novo aggressive CLL
Drug resistance:
miR-16 affects chemotherapy 

potency and modulates sensitiv-
ity to vincristine in gastric cancer 
cell lines

miR-21
(17q23.1,
3′UTR TMEM49)

Oncogenic:
Self-sufficiency in growth  

signals
Evasion of apoptosis
Invasion and metastasis

Overexpression in glioblasto-
mas; breast, lung, prostate, 
colon, stomach, esophageal, 
and cervical carcinomas; 
uterine leiomyosarcoma; and 
DLBCL

Molecular mechanism:
miR-21 knockdown induces apopto-

sis in glioblastoma cells
miR-21 induces invasion and metas-

tasis in colorectal cancers
Targets:
BCL2, MASPIN, PDCD4, PTEN, TPM1, 

RECK

Regulation:
STAT3 regulates miR-21 at the 

transcriptional level
REST negatively regulates 

 mir-21 in mouse ES
TGFβ and BMP promote mir-21 

maturation in human vascu-
lar smooth muscle cells

AP-1 induces mir-21 in 
response to RAS activation 
in thyroid cells

Poor prognosis:
miR-21 high expression (in colon 

and breast cancer)
Good prognosis:
miR-21 high expression in de novo 

DLBCL
Drug resistance:
miR-21 affects chemotherapy 

potency in NCI60 cells

miR-155
(21q21.3,
exon 3
ncRNA BIC)

Oncogenic:
Evasion of apoptosis

Overexpression in pediatric BL, 
Hodgkin’s disease, primary 
mediastinal lymphomas, and 
DLBCL, as well as in breast, 
lung, colon, and pancreatic 
cancers

Molecular mechanism:
Pre–B-cell proliferation and lym-

phoblastic leukemia/high-grade 
lymphoma in miR-155 transgenic 
mice

Targets:
AGTR1, AID, TP53INP1

Poor prognosis:
miR-155 high expression (in lung 

cancer, DLCBL, and aggressive 
CLL)

AML, Acute myeloid leukemia; BL, Burkitt’s lymphoma; CLL, chronic lymphocytic leukemia; DLBCL, diffuse large B-cell lymphoma; ES, Ewing sarcoma.
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the corresponding protein—and/or the bound mRNA can 
be degraded, causing a decrease in the transcript and conse-
quently, in the corresponding protein. The role of miRNAs 
was proven to be important in essential biologic processes for 
the eukaryotic cell such as pancreatic cell insulin secretion 
(miR-375), adipocyte development (miR-375), cell prolif-
eration control (miR′125b and Iet-7), brain patterning (miR-
430), hematopoietic B-lymphocyte lineage fate (miR-181), 
or B-lymphocyte survival (miR-15a and miR-16-1).12,13

MicroRNAs were found to be involved in the patho-
physiology of all types of analyzed human cancers.18 Among 
the new paradigms of molecular oncology are the following:
  
 1.  Several genome-wide profiling techniques (for review, 

see References 13, 19, and 20), such as oligonucleotide 
miRNA microarray, bead-based flow cytometric tech-
nique, and quantitative reverse-transcriptase-polymerase 
chain reaction (qRT-PCR) for precursor and active 
miRNA or the miRAGE (serial analyses of gene expres-
sion for miRNAs), were performed on various cancer 
histotypes, including chronic lymphocytic leukemia 
(CLL), breast cancer, glioblastoma, thyroid papillary 
carcinoma, hepatocellular carcinoma, lung cancer, colon 
cancer, and endocrine and exocrine pancreatic tumors. 
From these studies it has become clear that in cancer cells 
the main alteration of the microRNome (defined as the 
full complement of microRNAs present in a genome) 
is represented by aberrant gene expression, consisting of 
abnormal levels of expression for mature and/or precur-
sor miRNA sequences compared with the corresponding 
normal tissues.

 2.  Germline and somatic mutations in miRNAs21 or poly-
morphisms in the protein coding mRNAs targeted by 
miRNAs22 may also contribute to cancer predisposi-
tion, initiation, and progression. In somatic cells, miRNA 
alterations could initiate or contribute to tumorigen-
esis, whereas germline mutations could represent cancer- 
predisposing events.

 3.  MiRNA profiling achieved by various methods has 
allowed the identification of signatures associated with 
diagnosis, staging, progression, prognosis, and response 
to treatment of human tumors (for review, see Reference 
13). Therefore, miRNA “fingerprinting” represents a new 
addition to the diagnostic and prognostic tools to be used 
in medical oncology.

  
Other types of ncRNAs (such as ultraconserved genes 

[UCGs] and long intergenic noncoding RNAs [lincRNAs]) 
have also been linked to human cancers.23 One of the most 
intriguing characteristics of miRNAs is the near-complete 
conservation of orthologous genes. For example, the active 
molecules of the miR-16-1/miR-15a cluster, shown to be an 

essential player in the initiation of CLL,21 are completely 
conserved in humans, mice, and rats and highly conserved 
in 9 of 10 primate species sequenced. Comparative sequence 
analysis represents an essential tool in the identification of 
genomic DNA regions with important biologic functions. 
Several of these highly conserved genomic sequences were 
considered not genic (not producing a transcript) and were 
called conserved nongenic sequences.24 A special subset of 
conserved sequences named ultraconserved regions (UCRs) 
include, by definition, intra- and intergenic sections of the 
human genome that are absolutely conserved (100% iden-
tical with no insertions or deletions) between orthologous 
regions of the human, rat, and mouse genomes.25 Because 
of the high degree of conservation, the UCRs have been 
demonstrated to have fundamental functional importance 
for the ontogeny and phylogeny of mammals and other ver-
tebrates. Recently, it was proved that most UCRs are tran-
scribed and that hundreds of UCGs are consistently altered 
in a significant percentage of analyzed leukemias and car-
cinomas. UCGs are frequently located at fragile sites and 
genomic regions involved in cancers. It has also been proven 
that the inhibition of an overexpressed UCG induces apop-
tosis in colon cancer cells, and that the expression of some 
UCGs may be regulated by miRNAs abnormally expressed 
in CLL.26 These new regulatory mechanisms support a 
model in which various types of noncoding genes are actively 
involved and cooperate with protein-coding genes in human 
tumorigenesis. Gathering all these notions together makes it 
clear that noncoding RNA genes, once seen as second-level 
genomic elements, are now at the center of attention in can-
cer research. Therefore, it is reasonable to attempt to expand 
the anticancer ammunition with RNA molecules capable of 
attenuating or completely abolishing the function of over-
expressed ncRNAs—or, alternatively, to reexpress at physi-
ologic levels the deleted or downregulated ncRNAs.

Main Types of Therapeutic  
RNA Molecules

Three different types of RNA molecules—the ribozymes, 
the siRNAs, and the anti-miRNA agents—have passed 
preclinical testing for efficiency in downregulating a target 
and now are entering clinical trials. At least two more types 
of RNA molecules recently added to the expanding list of 
anticancer ammunition—the miRNA-mimic agents and 
the 8-mer anti-miRNA LNA (locked nucleic acid) mole-
cules—are going through preclinical tests. The antisense oli-
gonucleotide (ASO) strategy was primarily developed using 
DNA molecules (for detailed discussion, see References 
2 and 27). Although the history of RNAs as therapeutic 
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molecules is two decades long, too few clinical trials have yet 
been conducted on large numbers of cancer patients to allow 
any convincing conclusion to be drawn. The first hints are 
encouraging and support the development of new and larger 
clinical trials. Most of the clinical and preclinical data were 
gathered from patients with viral infections, such as human 
immunodeficiency virus type-1 (HIV) or chronic hepatitis 
C virus (HCV). For a glossary of terms used in RNA inhibi-
tion strategies, see Table 55-2.

Ribozymes

In 1982, the first two ribozymes, the self-splicing intron of 
the Tetrahymena pre-rRNA and the RNaseP, were discov-
ered by Cech’s group28 and Altman’s group,29 respectively. 
Both shared the Nobel prize in medicine in 1989 for this 
discovery. A naturally occurring or laboratory-prepared 
RNA enzyme, ribozyme is an RNA molecule that can cata-
lyze a chemical reaction of substrate cleavage. The mecha-
nism of action consists of three steps that are cyclically 
repeated. The first is represented by the Watson-Crick base 
pairing to a complementary target sequence, the second by 
the site-specific cleavage of the substrate, and the third by 
the release of the cleavage products. Although there are now 
seven naturally occurring classes of ribozymes,30 the most 
commonly used class of ribozymes as therapeutic agents 

are the hammerhead (Hh) ribozymes. The Hhs are short-
length RNAs, not more than 40 nt long, and are made of two 
 substrate-binding arms plus a conserved catalytic domain of 
24 bases.31

Angiozyme (RPI.4610; Sirna Therapeutics Inc, Boul-
der, Colo), an angiogenesis inhibitor, is an Hh ribozyme 
targeting a conserved region of human vascular endothelial 
growth factor receptor (VEGFR-1), selectively downregu-
lating the VEGFR-1 by cleavage of its mRNA. It is the first 
synthetic ribozyme to be tested as a therapeutic agent in 
human cancer. Angiozyme was used in a Phase I clinical trial 
as a single agent in patients with biopsy-proven refractory 
solid tumor and showed promising results. The disease was 
stable in 25% of 28 eligible patients for a period of more than 
6 months, with the longest treatment duration of more than 
16 months, and showed no significant adverse reactions.32 In 
another study, the same drug was combined with carboplatin 
and paclitaxel, indicating that this multidrug regimen can be 
administered in patients with advanced solid tumors with no 
substantial pharmacokinetic interactions.33 The most com-
mon adverse effects were neutropenia, thrombocytopenia, 
pain, anemia, and fatigue. Angiozyme was well tolerated 
after intravenous (IV) infusion or a single subcutaneous 
(SC) bolus in healthy volunteers.34 Combined with the data 
from the Phase I clinical trial, new studies will be designed 
and conducted to assess efficacy in various human cancers. 
Furthermore, as inhibition of either VEGFR-l or VEGFR-2 

Table 55-2 Glossary of Terms in RNA-Inhibition Strategies

ASO: An antisense oligonucleotide is a single-stranded, chemically modified DNA-like molecule that is 17 to 22 nt in length and designed to be 
complementary to a selected messenger RNA and thereby specifically inhibit expression of that gene.

Messenger RNA (mRNA): The form of RNA that mediates the transfer of genetic information from the cell nucleus to ribosomes in the cytoplasm, 
where it serves as a template for protein synthesis. It is synthesized from a DNA template during the process of transcription.

Noncoding RNAs (ncRNAs): Any RNA molecule that is not translated into a protein.

Open reading frame (ORF): A section of a sequenced piece of DNA that begins with an initiation (methionine ATG) codon and ends with a nonsense 
codon. ORFs all have the potential to encode a protein or polypeptide; however, many may not actually do so.

Phase III clinical trials: Designed to study whether a new treatment is better than standard treatment by including hundreds of patients in the study 
and control groups.

Phase II clinical trials: Designed to determine whether a new treatment works by including tens of patients in the study or control groups.

Pol II: RNA polymerase II (also called RNAP II) catalyzes the transcription of DNA to synthesize precursors of mRNA and most small nuclear RNA.

Pol III: RNA polymerase III (also called RNAP III) transcribes DNA to synthesize 5S rRNA and other small RNAs. The genes transcribed by RNA Pol III fall 
in the category of “housekeeping” genes whose expression is required in all cell types and most environmental conditions.

Sense/antisense: Referring to the strand of a nucleic acid that directly specifies the product or referring to the strand of a double-stranded molecule 
that does not directly encode the product but is complementary to it.

Transcription: The process whereby RNA is synthesized from a DNA template.

Translation: The process of protein synthesis whereby the primary structure of the protein is determined by the nucleotide sequence in mRNA. The 
ribosome-mediated production of a polypeptide whose amino acid sequence is derived from the codon sequence of an mRNA molecule.

Untranslated region (UTR): The 5′ UTR is the portion of an mRNA from the 5′ end to the position of the first codon used in translation. The 3′ UTR is the 
portion of an mRNA from the 3′ end of the mRNA to the position of the last codon used in translation.

Watson-Crick pairing: The A-T and G-C pairing between the four types of DNA nucleotides.

https://CafePezeshki.IR



RNA as a Therapeutic Molecule 773

signaling can only partially block tumor angiogenesis and 
growth, simultaneous inhibition of both VEGFR-l and 
VEGFR-2 signaling could be highly effective in retarding 
the growth of some tumors.35

One obvious question is why, in spite of years of effort 
to decipher the structure and function of ribozymes, data 
accumulated in cancer patients are so scarce. One reason is 
the sequence specificity requirements of targeted RNAs that 
limit the amount of putative targets: for example, the Hh 
ribozymes work at their best on GUC and AUG triplets. 
Another reason is the limited accessibility of the drug to the 
mRNA complementary sequence due to the internal base 
pairing, producing secondary structures, and to the proteins 
that physically associate with the RNA. Furthermore, differ-
ences in targeted mRNA half-lives could affect the efficacy 
of the silencing, it being easier to eliminate a target with a 
shorter half-life than targets with a much longer half-life.

To improve the efficiency of ribozymes in cancer cells, 
a hybrid construct was produced, referred to as maxizyme.36 
This is a dimer of minimized ribozymes (minizymes) that 
can cleave two target sites located in two different mRNAs. 
The maxizyme also can allosterically cleave the target RNA 
only when it recognizes two target sites. For example, two 
distinct oncogenes, cyclin Dl (CCND1) and fibroblast 
growth factor 4 (FGF4, also named HST-1), which are over-
expressed in breast cancer cells, were used as targets of a 
maxizyme. CCND1 activity is required for cell cycle G1/S 
transition, whereas FGF4 is involved in tumor growth and 
invasion, and therefore blocking these genes could target a 
wide spectrum of pathways in malignant cells. When con-
ventional ribozymes were used for suppression of expression 
of these genes, mRNAs in cancer cells and in normal cells 
were affected, whereas the trans-maxizyme cleaved these 
mRNAs only in the breast cancer cells. Whether such a 
drug can have similar results in clinical trials in patients with 
breast cancer is still an open question.

siRNAs and shRNAs

In 1998 Mello and Fire discovered RNA interference (RNAi) 
in vertebrates,37 for which they received the Nobel prize in 
medicine in 2006. RNAi is a form of posttranscriptional gene 
silencing (PTG) in which double-stranded RNA (dsRNA), 
named siRNA, catalyzes the degradation of complementary 
mRNA targets. An siRNA is a dsRNA homologous to an 
mRNA of a target gene. In cytoplasm, the dsRNAs are pro-
cessed by a complex consisting of Dicer and several other 
proteins into siRNAs, which are loaded into Argonaute 2 
and RNA-induced silencing complex (RISC). The siRNA 
guide strand recognizes target sites to direct mRNA cleav-
age, which is carried out by the catalytic domain of AG02. 

The processing of the siRNAs is similar to that of miRNAs, 
which is viewed as the “endogenous” process of RNA duplex 
maturation.38,39

A small-hairpin RNA (shRNA) represents an siRNA-
like molecule expressed from a vector.40 DNA cassettes 
encoding RNA polymerase III promoter-driven siRNA-like 
shRNAs allow long-term expression of therapeutic RNAs 
in targeted cells. One advantage over the ribozyme technol-
ogy is the higher efficiency in targeting specific messengers. 
For example, when the efficiency of the shRNAs was com-
pared with adenoviral delivery of an anti-MDR1 (multidrug 
resistance) ribozyme construct, the shRNA’s downregula-
tion of mRNA and protein expression was accompanied by 
a complete inhibition of the pump activity of MDR1 and a 
reversal of the multidrug-resistant phenotype. The ribozyme 
construct weakly affects gene expression, confirming that 
adenoviral delivery of shRNAs is much more effective than 
adenoviral delivery of ribozymes and that adenovirus-based 
vectors can be very powerful agents for the efficient delivery 
of therapeutic RNA molecules.41

Oncogenes expressed at abnormally high levels rep-
resent the main targets of siRNA-directed therapy. Results 
from preclinical studies are promising and show clear effi-
cacy. For instance, in a mouse model of ovarian cancers 
overexpressing the tyrosine kinase receptor EphA2 gene, 
the administration of liposomal-delivered siRNA targeting 
EphA2 combined with paclitaxel determined a reduction of 
tumor size greater than 50% with intravenous or intraperi-
toneal routes of delivery. These data support the idea that 
chemotherapy and siRNA together can provide a powerful 
anticancer combination.42 In another example, adenovirus-
mediated siRNA against a K-ras mutated messenger (K-ras 
codon 12 GGT to GTT) markedly decreased K-ras gene 
expression and inhibited cellular proliferation of lung can-
cer cells that express the relevant mutation, but produced 
only minimal growth inhibition in cells that lack the specific 
abnormality.43

Although there are promising preclinical data, siRNA 
cancer therapy is overshadowed by few, but significant, con-
cerning issues. The first involves the low bioavailability: in 
aqueous solution, siRNAs are extremely hydrophilic and 
heavily hydrated because of the exposure of the sugar- 
phosphate backbone to water, thus reducing their diffusion 
to the target tissue. Furthermore, because of degradation by 
serum nucleases, the in vivo half-lives of siRNAs are short. 
Chemical modifications of siRNAs to overcome these defi-
ciencies include the conformationally “locked” nucleotide 
analog (LNA), which substantially increases the serum sta-
bility, without adversely affecting interactions with cellular 
silencing machinery. Introduction of a 2′-O-methyl group 
(2′-O-Me) and 2′-fluoro nucleotides enhances plasma sta-
bility and increases potency by several hundredfold in vivo 
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over the unmodified, “naked” siRNAs.44 Another unsolved 
problem is represented by off-target effects (OTEs), mean-
ing that, in addition to the complementary target, a specific 
siRNA can induce the silencing of several other imperfect 
complementary mRNAs that can be important for cell 
homeostasis. OTEs have been demonstrated by transcrip-
tional profiling studies, and the nonspecific genes differen-
tially expressed between treated and nontreated cells contain 
complementary regions to one of the two strands in the 
siRNA duplex. Chemical modification of nucleotides within 
this region of homology, by the introduction of a 2′-O-Me 
group, reduces the OTE without decreasing the silencing 
activity on messenger RNAs. Finally, a major concern is the 
stimulation of the innate immune system and the produc-
tion of high amounts of interferon in response to siRNA 
duplexes. Sugar modifications (such as 2′-O-Me) and LNAs 
seem to reduce the immunostimulatory effects of siRNAs 
(for a comprehensive review of this topic, see Reference 44).

ASOs/AMOs Anti-miRNAs, LNAS Anti-miRNAs, 
and Antagomirs

A rationale for considering miRNAs as potential therapeutic 
targets is offered by the fact that miRNA overexpression in 
cancer cells has a pathogenic effect (see preceding sections). 
Therefore, several types of agents targeting miRNAs are now 
under development and ready to be tested for their in vivo 
effects and in clinical trials (Figure 55-1).45,46

Anti-miRNA oligonucleotides (AMOs) represent 
ASOs, single-stranded, chemically modified DNA-like mol-
ecules that are 17 to 22 nt in length and designed to be 

complementary to a selected miRNA. Thus they are able 
to specifically inhibit expression of that gene. Mechanisti-
cally, AMOs can be described as ASOs against miRNAs 
and therefore produce an ASO-miRNA duplex through 
Watson-Crick binding, leading to RNAse-H–mediated 
cleavage of the target miRNA gene. Important for potential 
clinical use, ASOs harboring a complete 2′-O-methoxyethyl 
and phosphorothioate modification have been demonstrated 
to silence in vivo miR-122 in mouse liver.47 The LNAs’ anti-
miRNAs represent modified antisense single-stranded oli-
gonucleotides 17 to 22 nt in length, with a methylene bridge 
connecting the 2′ and 4′ carbons. miR-21, shown to be 
strongly overexpressed in glioblastomas, was silenced in vitro 
by using LNA-modified antisense oligonucleotides, leading 
to a significant reduction in cell viability and elevated intra-
cellular levels of caspases.48

The antagomir represents RNA therapeutic molecules 
originally designed to inhibit miRNAs.49,50 These are chemi-
cally modified and cholesterol-conjugated single-stranded 
23-nt RNA molecules complementary to the targeted 
mi RNAs. The modifications were introduced to increase the 
stability of the RNA and protect it from degradation. When 
intravenously administered to mice, antagomirs against miR-
122 (antagomir-122), a miRNA highly expressed in liver, 
induced a marked, specific, and persistent (up to 23 days) 
reduction of endogenous miRNA gene expression. The 
same was true for antagomir-16, targeting the ubiquitously 
expressed miR-16. Silencing of miRNAs by these new agents 
was followed by physiologic effects, such as a decrease in 
plasma cholesterol levels after antagomir-122 administration. 
The only tissue where antagomirs did not act when injected 
systemically was the brain—probably because of the difficulty 

Figure 55-1 MicroRNAs (miRNAs) 
and anti-miRNAs as new therapeutic 
agents The type of therapeutic intervention 
is different with respect to the type of genetic 
alteration. If overexpressed, agents that spe-
cifically reduce miRNA expression to normal 
levels should be used, whereas if downregu-
lated, agents that restore miRNA expression 
must be used. (Modified from Pharmacogenom-
ics. 2007;53:521-537.)
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of crossing the blood-brain barrier—but they efficiently tar-
geted miRNAs when injected locally into the mouse cortex. 
One clear advantage with respect to siRNA technology is 
that antagomirs did not induce an immune response.

A recent addition to this expanding category of thera-
peutic agents are the 8-mer LNA antimiRs, specifically 
designed to target the 5′ “seed” region of miRNAs. It was 
shown that an 8-mer LNA antimiR-155 oligonucleotide 
targeting miR-155 inhibits Waldenström macroglobulin-
emia (WM) and CLL cell proliferation in  vitro, whereas 
systemically delivered antimiR-155 showed significantly 
decreased tumor growth in vivo.51 Another approach is the 
use of “miRNA sponges” or “miRNA decoys”—transcripts 
expressed from strong promoters and containing mul-
tiple artificial miRNA binding sites that compete with the 
endogenous miRNA targets for miRNA binding.52 Finally, 
“miRNA masks” are novel gene-specific anti-miRNAs that 
can selectively inhibit the interaction of the target miRNA 
with a specific mRNA. These consist of 2′-O-methyl-mod-
ified ASOs with locked 3′ and 5′ ends that effectively mask 
the specific mRNA from the endogenous miRNA and thus 
prevent its repression.53

miRNA-Mimic Agents

There are no reports in clinical practice of using the mimic 
miRNA agents that reproduce the effects of endogenous 
miRNAs and include all the chemical modifications neces-
sary for stability and processing. However, the restoration 
of the expression of specific miRNAs abnormally expressed 
because of genomic deletions, hypermethylation, or other 
causes could be clinically used in the future. Several studies 
have validated the efficiency of miRNA mimics in in vitro 
and in vivo models. For example, intranasal administration 
of let-7 (which negatively regulates RAS) in a K-ras mutant 
mouse effectively inhibited tumor growth.54 Similar stud-
ies have been performed for miR-34a in a prostate cancer 
model,55 and for miR-26 in a liver cancer model.56 Thus 
administration of miRNA-mimetic agents in patients might 
be a new avenue for clinical cancer management.

In Search of the Right Way and the Right 
Type of Delivery

Two practical issues regarding the use of RNAs as thera-
peutic molecules should be further dissected: the selection 
of the most adequate formula and the most efficient method 
of administration (local vs. systemic). Naked RNA delivery 
or vehicle delivered and viral vehicle versus nonviral delivery 

are the most important questions in the formula type debate. 
Initial therapeutic applications used 21-nt siRNA duplexes, 
with 2-nt 3′ overhangs, as well as longer siRNAs of 27 mers 
and shRNAs (29 nt). These drugs are able to induce only 
transient gene silencing, because their intracellular con-
centrations diminish with every cell division.38 However, 
despite improvements in siRNA stability, naked siRNAs 
are of little therapeutic use and are likely to require some 
form of targeted delivery vehicle for sufficient tissue specific-
ity and cellular uptake. Long-lasting and stable knockdown 
of target transcription is achieved by expression of shRNAs 
from various types of vectors, including viral vectors, with 
Pol II or Pol III promoters. Although therapeutically useful, 
the continuous expression can cause harmful side effects due 
to the saturation of the endogenous silencing pathway; thus 
abundant shRNA expression could be toxic. For example, 
the use of an adeno-associated virus (AAV) vector with a 
U6 promoter (Pol III type) induced high expression levels 
of shRNAs and caused death in about half of treated mice.57 
Different lentiviral vectors (LVs), adenoviral vectors (AVs), 
and AAVs are being tested. LVs efficiently integrate into the 
genome of nondividing cells, such as pancreatic islets or ter-
minally differentiated cells. In contrast to LVs, AVs do not 
integrate into the host genome; they do, however, efficiently 
transduce dividing and nondividing cells. Different AAV 
serotypes can be potentially used for organ-directed miRNA 
expression. Another option is to use nonviral delivery vehi-
cles for shRNAs. Liposomes, lipid complexes with small 
molecules, polymers, proteins, and antibodies were tested 
as potential delivery options and all have certain advantages 
(but also clear disadvantages58). With these delivery part-
ners, the efficacy of shRNA is increased and doses reduced, 
but the cytotoxic effects are much greater (Table 55-3).

A second practical issue is the selection of local versus 
systemic administration of RNA drugs. Local administra-
tion has certain advantages, such as the need for lower doses 
with consequent lower adverse/toxic reactions and better 
bioavailability of the drug to the target tissue. Numerous 
publications have described the delivery of siRNA mole-
cules directly to tumors in vivo, including direct applications 
of siRNA into to the peritoneal cavity, testes, or urethra 
(reviewed in Reference 59). In other instances, such as leuke-
mias, local administration cannot be achieved and therefore 
systemic delivery is mandatory.

A Strategy for Using RNA  
as Therapeutic Molecules

RNA molecules are now at the center of molecular oncol-
ogy, with applications for diagnosis and therapy beginning to 
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be proposed. Although exciting and full of promise, the field 
of RNA as a therapeutic molecule is not free of obstacles. 
Therefore, a good practical option is to attempt to improve 
strategies to optimize the efficiency of this new anticancer 
tool in the light of the unfulfilled promises of other types of 
new therapies. One approach to cancer therapy is to target 
various molecular defects in the multistep pathways of spe-
cific cancers—the multiplex RNA inhibition targeting strategy. 
Another strategy is to focus on a major molecular altera-
tion clearly linked to disease pathogenesis by using multiple 
agents—the Sandwich RNA inhibition strategy. For example, 
to highlight, let us use the example of B-cell chronic lym-
phocytic leukemia (B-CLL), the most frequent adult leu-
kemia in the Western world60 and one of the best studied 
models of interplay between coding and ncRNAs in human 

cancers.21 B-CLL is characterized by predominantly nondi-
viding malignant B cells overexpressing the anti-apoptotic 
Bc12 protein. Deletion or downregulation of the miR-15a/ 
miR-16-1 cluster located at chromosome 13q14.3 represents 
an early event directly involved in the regulation of BCL2 
expression.61 During the evolution of malignant clones, other 
miRNAs are deleted (such as miR-29) or overexpressed 
(such as miR-155 or the cluster miR-221/miR-222), contrib-
uting to the aggressiveness of B-CLL (Richter syndrome). 
Such abnormalities influence the expression of other protein- 
coding genes: reportedly miR-221 and miR-222 directly 
down-modulate c-KIT receptor and miR-29 regulates the 
levels of TCL1 oncogene62 or targets other ncRNAs such as 
UCGs uc.160 and uc.78 (Figure 55-226). The consequences 
of this steady accumulation of abnormalities are represented 

Figure 55-2 Chronic lymphocytic leukemia (CLL) 
as the best known example of interplay between 
noncoding RNAs (ncRNAs) and protein coding genes 
(PCGs) and the therapeutic implications During the 
initiation and progression of B-cell CLL alteration in at 
least three different types of genes, PCGs, microRNAs 
(miRNAs), and ultraconserved genes (UCGs) were identi-
fied. These are not independent, as complex regulatory 
interactions between miRNAs and PCGs and between 
miRNAs and UCGs occur. Furthermore, we postulate 
the existence of interactions between UCGs and PCGs, 
although these have not yet been demonstrated.

LOW apoptosis

High proliferation

uc.160

PCG

c-KIT

ncRNA

PCG

Aggressiveness
(Richter sy.)

miR-155
miR-221
miR-222

miR-15a
miR-16-1
miR-29b PCG

uc.78

BCL2

TCL1

Table 55-3 Delivery Methods for RNA-Interference–Based Therapeutics

Method Molecule Delivered Advantage Disadvantage

Nonviral Delivery

Cholesterol siRNA Systemic delivery, stable Nonselective delivery

SNALP siRNA Systemic delivery, highly stable Nonselective delivery

Fab siRNA Selective delivery Relatively complex formulation

Aptamer siRNA Selective delivery Large-scale sequence screening 
required

Nanoparticle siRNA Receptor-specific, self-assembling Sophisticated preparation required

Viral Delivery

Lentivirus RNA (shRNA produced) Stable expression, transduces nondividing 
cells

Gene-disruption risk, localized 
delivery

Adenovirus dsDNA (shRNA produced) Episomal, no insertional mutagenesis Immunogenic, dose-dependent hep-
atotoxicity, transient expression

AAV ssDNA/dsDNA (shRNA produced) Episomal, low genomic integration Immunogenic, small sector capacity, 
transient expression

Modified with permission from Kim DH, Rossi JJ. Strategies for silencing human disease using RNA interference. Nat Rev Genet. 2007;8:173-184.
dsDNA, Double-strand DNA; SNALP, stable nucleic acid-lipid particle; ssDNA, single-strand DNA.
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initially by low apoptosis and high survival of malignant B 
cells and later by the evolution of more aggressive clones with 
a higher proliferative capacity and survival by the overexpres-
sion of BCL2 and TCL1 oncogenes. Therefore, a mixed 
strategy of targeting both these oncogenes at the same time 
and using combined RNA drugs could be proposed. For 
example, designing a maxizyme anti-BCL2 and anti-TCL1 
could be an option. Combining the systemic delivery of miR-
15 and miR-16 family members targeting BCL2, together 
with miR-29 and miR-181 family members against TCL1, 
could increase the efficacy of therapeutic oncogenic down-
regulation. Furthermore, taking advantage of genome-wide 
profiling technologies, these therapies could be provided to 
only the subset of CLL patients having both types of lesions, 
specifically offered only to patients with BCL2 overexpres-
sion and mi-R15 and miR-16 downregulations (the indolent 
form of CLL), or only to patients with TCL1 overexpression 
and miR-29 and miR-181 downregulation (the aggressive 
form of CLL).

Finally, in light of the newly discovered interactions 
between various categories of ncRNAs, targeting not only 
miRNAs but also ultraconserved genes or lincRNAs regulated 
by miRNAs begins to be an alternative option. The competing 
endogenous RNA (ceRNA) hypothesis asserts that RNA 
transcripts can indirectly regulate each by competing for 

binding to miRNAs.63 For example, synthetic RNA molecules 
that form hairpin structures simulating DNA transcription 
factor binding elements can be generated to target and regu-
late transcription factor activity, whereas synthetic lncRNAs 
that contain mutant miRNA binding sites can sequester and 
reduce expression levels of miRNAs.64 Certainly, this is an 
exciting time for the RNA therapeutics, and we look forward 
to many more results of clinical studies investigating such 
strategies.
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Introduction

Cancer is a disease of genetic instability. Although only a few 
specific alterations seem to be required for generation of the 
malignant phenotype, at least in colon carcinoma there are 
approximately 10,000 estimated mutations at time of diag-
nosis.1,2 The genetic plasticity of cancer cells allows them to 
frequently escape the precise molecular targeting of a single 
signaling node or pathway, making them ultimately nonre-
sponsive to molecularly targeted therapeutics. Even Gleevec 
(Novartis Pharmaceuticals Corp.), a well-recognized, clini-
cally active Bcr-Abl tyrosine kinase inhibitor, can eventually 
lose its effectiveness under intense, drug-dependent selective 
pressure, because of either mutation of the drug interaction 
site or expansion of a previously existing resistant clone.3 
Most solid tumors at the time of detection are already suf-
ficiently genetically diverse to resist single-agent molecularly 
targeted therapy.4 However, such an enhanced rate of muta-
tion suggests that cancer cells should be highly dependent 
on efficient chaperoning and degradation of terminally 
misfolded proteins, because unchecked accumulation of 
misfolded proteins can initiate apoptosis.5 Further, a multi-
pronged attack on tumor cell signaling is likely to prove more 
efficacious than is targeting individual molecular pathways. 
Thus, pharmacologic agents that inhibit a cancer cell’s abil-
ity to dispose of misfolded protein, allow for simultaneous 
attack of multiple signaling nodes, or possess both properties 
simultaneously should be of benefit. Hsp90 inhibitors and 
proteasome inhibitors display these characteristics and are 
actively being developed as novel anticancer agents.

Hsp90: a Chaperone of Cancer

A number of signaling proteins that are Hsp90 clients (see 
the website maintained by D. Picard, http://www.picard 

.ch/DP/downloads/Hsp90interactors.pdf, as well as several 
excellent reviews6-8) also mediate acquisition of the eight 
hallmarks of cancer9 and promote cancer cell survival in the 
face of environmental stress (Figure 56-1). Therefore, it is 
not surprising that inhibition of Hsp90 may collapse or sig-
nificantly weaken a cancer cell’s “safety net.” Several excellent 
reviews provide an in-depth description of the many signal-
ing nodes regulated by Hsp90.10-16

Cancer cells are subjected to extreme environmental 
stress, such as hypoxia and acidosis, as well as the exogenously 
applied environmental stresses of chemotherapy or radiation. 
These stresses tend to generate free radicals that can cause 
significant physical damage to cellular proteins. Given the 
combined protective role of molecular chaperones toward 
damaged proteins and the dependence of multiple signal trans-
duction pathways on Hsp90, it is therefore not surprising that 
molecular chaperones in general, and Hsp90 in particular, are 
highly expressed in most tumor cells. Hsp90 may provide a 
unique molecular target in cancer cells for an additional rea-
son. In Drosophila and Arabidopsis model systems, Hsp90 has 
been suggested to be a buffer of genetic mutation.17,18 Extrap-
olating this function to genetically unstable cancer cells, it is 
tempting to speculate that Hsp90 may be critical to a cancer’s 
ability to survive in the presence of a constitutively high muta-
tion rate.19 Indeed, a recent study identified the Hsp90 inhibi-
tor tanespimycin (17-AAG) in an unbiased in vitro screen for 
drugs active against aneuploid cancer cell lines.20

The benzoquinoid ansamycin antibiotics, first isolated 
from the actinomycete  Streptomyces hygroscopicus var. geldanus 
var. nova,21 include geldanamycin (GA) and its semisynthetic 
derivatives, 17-allylamino-17-demethoxygeldanamycin (17-
AAG, tanespimycin) and the more water-soluble 17-dimeth-
ylaminoethylamino-17-demethoxygeldanamycin (17-DMAG, 
alvespimycin) and 18,21-didehydro-17-demethoxy-18,21-di-
deoxo-18,21-dihydroxy-17-(2-propenylamino) geldanamycin 
(IPI-504, retaspimycin) (Figure 56-2). These small molecules 
were the first identified inhibitors of Hsp90,22,23 and they (and 
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Figure 56-2 Hsp90 inhibitors in clinical development. See text for further details.
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second-generation Hsp90 inhibitors) have shown activity in 
cancer clinical trials.24,25 In particular, RECIST responses 
have been documented in patients with HER2+ breast can-
cer previously treated with trastuzumab (Herceptin), and 
in EML4-ALK+ non–small-cell lung cancer. Activity has 
also been seen in bortezomib-naïve and refractory multiple 
myeloma.

Several recent, excellently detailed reviews of the 
mechanics of Hsp90 function are in the scientific litera-
ture.11,13,14,26-28 Hsp90 is a conformationally flexible ATPase 
that associates with a distinct set of co-chaperones depend-
ing on ATP binding to an amino-terminal purine binding 
pocket. Identification of this pocket as the GA binding site 
led Chiosis and colleagues to design a series of highly potent 
purine scaffold Hsp90 inhibitors with markedly improved 
drug-like properties.29-32 Workman and colleagues used 
a high-throughput screen based on inhibition of Hsp90 
ATPase activity to identify 3,4-diarylpyrazoles as a novel 
class of Hsp90 inhibitors.33,34 Other groups have developed 
and validated a number of structurally distinct inhibitors of 
this purine pocket.35 As of early 2012, more than 10 Hsp90 
inhibitors had reached clinical trial (see Figure 56-2).

Hsp90 ATPase Activity and  
Chaperone Function

A model of Hsp90 function has emerged in which ATP 
binding to the amino-terminal pocket initiates a series of 
conformational changes that endow Hsp90 with ATPase 
activity. This process involves participation of a num-
ber of co-chaperones that interact with Hsp90 to form a 

“super-chaperone machine.”36 Certain co-chaperones play 
specific roles in this dynamic process (Figure 56-3). ATP 
hydrolysis completes the chaperone cycle, at which point the 
process (which is frequently iterative) can begin again. Many 
Hsp90 client proteins first associate with an Hsp70/Hsp40 
chaperone complex.37 This assemblage associates with Hsp90 
via p60Hop, an Hsp90/Hsp70 interacting protein. At this 
point, when the client protein is being loaded on Hsp90, the 
chaperone is thought to be in an apo (nucleotide-free) con-
formation. ATP binding alters Hsp90 conformation, causing 
it to release p60Hop and the Hsp70/Hsp40 complex, and 
to recruit another set of co-chaperones, including p23 and 
certain immunophilins. In the case of kinase client proteins, 
the co-chaperone p50Cdc37 usually delivers the client to 
Hsp90. Although ATP hydrolysis is essential for chaperone 
activity, the ATPase activity of Hsp90 is very weak. Asso-
ciation of the co-chaperone Aha1 is necessary to increase 
Hsp90 ATPase activity sufficiently to drive the chaperone 
cycle forward.38-41 In higher eukaryotes, the ordered associa-
tion/dissociation of client proteins and co-chaperones is also 
affected by a series of sequential phosphorylation events.42 
Other posttranslational modifications also affect Hsp90 
chaperone activity or client binding (see Figure 56-3).43-45

Hsp90 Inhibitors Target Client Proteins  
to the Proteasome

A highly orchestrated and tightly regulated process drives the 
ATP-dependent Hsp90 super-chaperone machine. Hsp90 
inhibitors block the chaperone cycle by displacing ATP 
from the amino-terminal purine pocket, inducing client 

Figure 56-3 Co-chaperones and 
posttranslational modifications 
affect Hsp90 function. In eukaryotes, 
Hsp90 activity requires the contribu-
tion of numerous co-chaperones, each 
with a specific function. Acetylation, 
phosphorylation, and nitrosylation of 
specific residues on Hsp90 affect its 
interaction with client proteins and 
co-chaperones.
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Figure 56-4 The Hsp90 chaperone 
machine (A) Client proteins associ-
ate weakly with an Hsp90 dimer in 
the absence of ATP. On ATP binding 
to an amino-terminal pocket in the 
chaperone, the N-lobes of each 
Hsp90 monomer transiently dimerize, 
resulting in tight binding of the client 
protein to Hsp90 and in acquisition 
of ATPase activity. On ATP hydrolysis, 
stimulated by various co-chaperones, 
the N-lobes of Hsp90 dissociate, 
releasing the now-folded client 
protein. (B) Geldanamycin (GA) and 
other N-terminal Hsp90 inhibitors 
block ATP binding to Hsp90, prevent-
ing dimerization and maintaining 
Hsp90 in a conformation that weakly 
associates with client protein. In the 
absence of ATP binding, the client 
protein dissociates from Hsp90, 
becomes polyubiquitinated by 
chaperone-dependent E3 enzymes, 
and is ultimately degraded by the 
proteasome.
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Table 56-1 List of Selected Hsp90 Clients Involved in Cancer

Cancer Hsp90 Client References

Anaplastic large cell lymphomas NMP-ALK 103, 104

Acute myeloid leukemia FLT3 105, 106

Chronic myelogenous leukemia BCR-ABL 107, 108

Human mastocytosis
Gastrointestinal stromal tumors

KIT 109

Melanomas B-RAF
EGFR

89, 110-113

Prostate cancer Androgen 
receptor

114-116

Clear cell renal cell carcinoma (ccRCC)
Nonhereditary sporadic ccRCC

HIF1-α 117, 118

Glioblastoma VEGF 119

Leukemia BCL2
APAF

120

Small-cell lung cancer MET 121-124

Multiple endocrine neoplasia type 2
(MEN2A, MEN2B)
Familial medullary thyroid carcinoma
(FMTC)
Papillary carcinoma of thyroid

RET 125-128

protein ubiquitination and proteasome-mediated degradation  
(Figure 56-4). Although the mechanics of this process are not  
well understood, they appear to involve a “handing-off ” of 
the client from inhibitor-bound Hsp90 to an Hsp70-ubiq-
uitin ligase complex.46 E3 ubiquitin ligases that have been 
implicated in mediating Hsp90 inhibitor-induced client pro-
tein ubiquitination in mammals include CHIP and Cullin 
5.47,48 Importantly, even if the proteasome is inhibited, client 
proteins are not rescued from Hsp90 inhibition, but instead 
accumulate in a misfolded, inactive state in detergent-insolu-
ble subcellular complexes.49 A selection of several oncogenic 
Hsp90 clients (in addition to HER2 and EML4-ALK, men-
tioned earlier) is shown in Table 56-1. The reader is directed 
to the references therein for more detailed information.

Hsp90 itself is also subject to ubiquitination and deg-
radation. Wee1-mediated phosphorylation of a conserved 
tyrosine residue (Y38 in human Hsp90α) determines the 
ubiquitination and degradation of a nuclear pool of the 
chaperone, with consequences for Hsp90 function.44,50

Hsp90 Inhibitors May Prevent  
Oncogenic Switching

Recent studies have identified development of resistance to 
tyrosine kinase inhibition (TKI) as a significant roadblock 
to effective targeted therapy. One mechanism of resistance 
recently appreciated involves “oncogene switching,” or the 
reactivation of signaling pathways by one or more redun-
dant upstream activators. In breast cancer models, ErbB 

TKIs such as gefitinib have been shown to lose the ability 
to modulate ErbB-driven signaling pathways over time, even 
though ErbB inhibition is maintained.51 Similarly, ErbB 
kinase activation has been reported to confer resistance to 
MET TKIs in MET oncogene-addicted gastric cancer 
cells.52 This model of “oncogene plasticity” does not rely 
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on kinase mutation or on drastic changes in gene expression 
but merely on the inherent redundancy of biological systems, 
and it may explain some of the disappointing results seen 
in previous TKI clinical trials. Using several models, we and 
others have found that Hsp90 inhibition prevents oncogene 
switching and is itself a targeted therapy that is not prone to 
this phenomenon.53-55 Although Hsp90 inhibitors may have 
single-agent activity in cancers that are strongly dependent 
on an Hsp90 client (e.g., HER2 or ALK), these drugs may 
find a broader role in combination with TKIs that target 
Hsp90 clients.

The Proteasome as an Anticancer 
Molecular Target

Regulated degradation of intracellular proteins is mediated 
by the proteasome, a 2.4-MDa molecular machine compris-
ing approximately 60 subunits that together account for 2% 
of total cell protein. Not only do proteasomes regulate the 
half-lives of many signaling proteins in response to environ-
mental stimuli, another primary function of the proteasome 
is to rapidly degrade hopelessly misfolded proteins that, if 
allowed to accumulate, can lead to apoptosis. Although the 
process leading from aggregation of misfolded proteins to 
cell death is not well understood and is likely to be multi-
factorial, one hypothesis is that accumulation of aggregated 
proteins results in the sequestering of numerous cellular 
chaperones and proteasome components in an insoluble 
and nonfunctional state, thus negatively affecting normal cell 
homeostasis and promoting cellular apoptosis. Deregulated 
protein aggregation has been shown to cause mitochondrial 
membrane depolarization, release of cytochrome c, and acti-
vation of caspase cascades. Indeed, deficiency in proteasome 
processing of misfolded proteins underlies a number of neu-
rodegenerative diseases characterized by abnormal deposi-
tion of insoluble misfolded proteins that cause the apoptotic 
death of neuronal cells. The frequent acidosis and hypoxia 
to which cancer cells are subjected cause free radical– 
mediated damage to cellular proteins. If this damage can-
not be repaired, such proteins are cleared from the cell via 
degradation in the proteasome. Thus, in order to maintain 
homeostasis, cancer cells are highly dependent on the abil-
ity of the proteasome machinery to operate with maximal 
efficiency.

The proteasome is composed of a 20S core particle 
containing three proteolytic activities that recognize hydro-
phobic, basic, and acidic amino acids, respectively. The 26S 
proteasome is composed of a 20S core particle capped on 
either end by a 19S ubiquitin chain recognition particle that 
also uses ATP to unwind substrate protein, allowing it to 

enter the 20S core where it is degraded into small peptides 
2 to 25 residues in length. On exiting the proteasome, these 
small peptides are rapidly degraded to their amino acid com-
ponents by cytosolic peptidases. The polyubiquitin chain is 
also removed and disassembled to monoubiquitin for reuse. 
The interested reader is referred to several excellent reviews 
on proteasome function and on validation of the proteasome 
and ubiquitination machinery as drug targets.56-58

As stated earlier, the 26S proteasome recognizes poly-
ubiquitin chains, and most proteins destined for proteasomal 
degradation are first tagged by sequential covalent addition 
of four or more ubiquitin moieties (a 76-amino-acid, highly 
conserved protein present in the cytoplasm and nucleus of all 
eukaryotes). This process involves ATP-dependent charging 
of a ubiquitin-activating enzyme (E1), which then transfers 
ubiquitin to a ubiquitin-conjugating enzyme (E2), which in 
the presence of a ubiquitin-ligating enzyme (E3) transfers a 
single ubiquitin moiety to the protein to be degraded (Figure 
56-5). Interestingly, there is only one E1 enzyme in mamma-
lian cells, approximately 50 E2 enzymes, but perhaps 1000 
E3 enzymes. Thus, substrate specificity is primarily regu-
lated by the selectivity of the E3 enzyme. Interaction of the 
E3 ubiquitin ligase with its substrate is frequently dependent 
on posttranslational modification (e.g., phosphorylation) of 
the substrate protein or, in the case of misfolded proteins, on 
initial interaction of the substrate protein with one or more 
molecular chaperones, including Hsp90.
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26S proteasome
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Figure 56-5 The ubiquitin-proteasome pathway Using ATP, a series 
of enzymes (E1, E2, and E3) attach multiple units of the small protein 
ubiquitin to a substrate protein destined for degradation. Substrate 
specificity is provided by the E3 complex. Once polyubiquitinated, the 
substrate protein is recognized by the 19S cap of the 26S proteasome 
and in an ATP-dependent process is unwound and fed into the protea-
some for degradation. The 19S core of the proteasome contains chy-
motryptic, tryptic, and caspase-like proteolytic activities, thus ensuring 
efficient degradation of the substrate protein into small peptides that, on 
exiting from the proteasome, are cleaved to their constituent amino acids 
by cytosolic peptidases. Polyubiquitin chains are disassembled to resup-
ply the cellular monoubiquitin pool. Proteasome inhibitors inhibit one or 
more enzymatic activities of the 19S core (see text).
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Anticancer Activity of the Proteasome  
Inhibitor Bortezomib

Bortezomib, a dipeptidyl boronic acid–based reversible inhib-
itor, was the first proteasome inhibitor to enter clinical trials 
in hematologic malignancies. It has shown significant activ-
ity toward multiple myeloma, and in 2005 the U.S. Food and 
Drug Administration (FDA) approved its use in patients 
with relapsed multiple myeloma. Multiple additional clinical 
trials are currently under way examining the efficacy of this 
agent in various hematologic and solid tumors.59 Preliminary 
data suggest promising activity in mantle-cell lymphoma and 
follicular lymphoma. Several clinical trials are also testing 
bortezomib in combination with other therapeutic agents, 
including dexamethasone, doxorubicin, melphalan, and 
Hsp90 inhibitors. For an in-depth review of bortezomib’s 
possible mechanism(s) of action and clinical evaluation, the 
reader is referred to an excellent review by Roccaro and col-
leagues.59 A comprehensive review of the current status (as 
of 2012) of proteasome inhibitors in multiple myeloma is 
also recommended.60

Second-Generation Proteasome Inhibitors

In recent years, several second-generation proteasome 
inhibitors have been developed and are being evaluated in 
the clinic. MLN9708, like bortezomib, is a boronate deriva-
tive, but it has demonstrated greater tissue penetration in 
preclinical studies and is the first orally available protea-
some inhibitor to be evaluated in multiple myeloma.61 Pre-
liminary clinical data reveal encouraging activity, and durable 
responses have been seen in heavily pretreated patients.62 
CEP-18770 is a third boronate derivative, also orally active, 
that is in development.63

Carfilzomib, an epoxyketone, is an irreversible pro-
teasome inhibitor that is structurally and mechanisti-
cally distinct from the boronate-based drugs. Carfilzomib 
has demonstrated reduced off-target activity compared 
to bortezomib, and, importantly, activity has been seen 
against bortezomib-resistant cell lines and primary multiple 
myeloma cells.64,65 Carfilzomib has demonstrated durable 
antitumor activity in patients with relapsed/refractory mul-
tiple myeloma and, unlike bortezomib, has caused limited 
neurotoxicity.66 An analog of carfilzomib, ONX-0912, is 
also under development.67

Marizomib (NPI-0052), a natural product lactone 
isolated from a marine bacterium, unlike the boronate 
compounds and carfilzomib, is an irreversible protea-
some inhibitor that abrogates both the chymotrypsin-like 
and trypsin-like protease activities while only minimally 
affecting the caspase-like activity of the proteasome. As 

a result, it does not exhibit cross resistance with other 
proteasome inhibitors, has a unique safety profile, and 
has demonstrated antitumor activity in preclinical mod-
els of multiple myeloma, other hematologic diseases, 
and solid tumors.68-70 Marizomib also demonstrates oral 
bioavailability.

Combined Inhibition of Hsp90  
and the Proteasome

Proteasome-mediated degradation is the common fate of 
Hsp90 client proteins in cells treated with Hsp90 inhibi-
tors.71,72 Thus, at first glance, combining a proteasome inhib-
itor with an Hsp90 inhibitor may seem counterintuitive. 
However, proteasome inhibition does not protect Hsp90 
clients in the context of chaperone inhibition—instead, cli-
ent proteins become insoluble.49,73 Because the deposition 
of insoluble proteins is toxic to cells,74,75 interest has arisen 
in combining proteasome and Hsp90 inhibitors, the goal 
being to promote enhanced accumulation of insoluble pro-
teins and trigger apoptosis. This hypothesis is particularly 
appealing given the clinical efficacy of proteasome inhibitors 
alone.59 Initial experimental support for such a hypothesis 
was provided by Mitsiades and colleagues,76 who reported 
that Hsp90 inhibitors enhanced multiple myeloma cell sen-
sitivity to proteasome inhibition. Clinically, a combination 
of tanespimycin and bortezomib has been associated with 
durable responses in heavily pretreated patients with mul-
tiple myeloma, including those with bortezomib-refractory 
disease.77-80 Additional Hsp90 inhibitors are being evalu-
ated in this setting.81-83

Importantly, transformed cells are more sensitive to 
the cytotoxic effects of this drug combination than are non-
transformed cells. Thus, 3T3 fibroblasts are fully resistant to 
the combined administration of 17-AAG and bortezomib at 
concentrations that prove cytotoxic to 3T3 cells transformed 
by HPV16 virus encoding viral proteins E6 and E7.84 In the 
same study, Mimnaugh and co-workers demonstrated that 
the endoplasmic reticulum is one of the main targets of this 
drug combination. In the presence of combined doses of 
both agents that show synergistic cytotoxicity, these inves-
tigators noted a nearly complete disruption of the architec-
ture of the endoplasmic reticulum. Because all secreted and 
transmembrane proteins must pass through this organelle 
on their route to the extracellular space, it is not surpris-
ing that a highly secretory cancer such as multiple myeloma 
would be particularly sensitive to combined inhibition of 
Hsp90 and the proteasome. One might speculate that other 
highly secretory cancers, including hepatocellular carcinoma 
and pancreatic carcinoma, would also respond favorably to 
this drug combination.
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Additional Rationales for Inhibiting the 
Ubiquitin-Proteasome System in Cancer

As stated earlier, the proteasome inhibitor bortezomib has 
demonstrated single-agent activity in multiple myeloma and 
in other hematologic malignancies. Although general inter-
ference in the clearance of misfolded proteins is likely to be 
a major contributor to the efficacy of this agent, other more 
specific effects of proteasome inhibition should also be con-
sidered.59 In these hematologic cells, the transcription fac-
tor NFκB plays a particularly important role. Not only does 
it inhibit apoptosis, but it actively upregulates transcription 
of growth factors such as interleukin 6 and angiogenic fac-
tors such as VEGF. As a transcription factor, the activity of 
NFκB requires nuclear entry. This in turn is regulated by 
targeted, proteasome-mediated degradation of IκB, a pro-
tein that interacts with NFκB and restricts it to the cytosol. 
Treatment of cells with bortezomib has been shown to pre-
vent the degradation of IκB, thus resulting in retention of 
NFκB in the cytosol.

Other important tumor suppressor proteins degraded 
by the proteasome include p53 and p27. Thus, protea-
some inhibition promotes the accumulation of these pro-
teins. Recently, investigators have identified more specific 
approaches to prevent inappropriate p53 and p27 degrada-
tion by searching for inhibitors of the E3 ligases that recog-
nize these proteins. The E3 interacting with p53 is termed 
MDM2 (double minute protein 2). Two small molecules 
that interfere with MDM2/p53 interaction have recently 
been identified.85,86 Although mechanistically distinct, these 
agents both result in accumulation of wild-type p53 in tumor 
cells in vitro and shrink tumors growing in mice. The tumor 
suppressor p27 is degraded by the E3 ligase SKP2 (S phase 
kinase-associated protein 2). SKP2, which also targets other 
antiproliferative molecules in the cell—including the retino-
blastoma family protein p130, the cyclin-dependent kinase 
inhibitors p21 and p57, and the inhibitory transcription 
factor FoxO (forkhead box protein O)—is overexpressed 
in many human cancers.57 Molecular knockdown of SKP2 
using RNA interference techniques or intracellular injection 
of SKP2-specific antibodies slows the proliferation of cancer 
cells in vitro.57,87 Thus, SKP2 is a valid therapeutic target in 
its own right, and drug discovery efforts specifically targeting 
this ubiquitin ligase are under way.88

Why Are Tumor Cells Uniquely Sensitive 
to Hsp90 and Proteasome Inhibition?

It is apparent, from both preclinical and clinical observations, 
that Hsp90 inhibitors can be administered in vivo at doses 

and schedules that significantly affect tumor growth but dis-
play acceptable target-related toxicity in normal tissues or in 
the whole organism. This is the case for several small-mole-
cule inhibitors, including 17-AAG and 17-DMAG, the syn-
thetic purine mimetic PU24FCl, and is even true for a novel 
peptidomimetic inhibitor of the N-terminal Hsp90 nucle-
otide binding site, shepherdin.89-93 When murine model 
systems are examined in  vivo, Hsp90 inhibitors are found 
to concentrate in tumor tissue, while being rapidly cleared 
from normal tissue with a half-life similar to that of drug 
in plasma.89,90,92,93 The Hsp90 inhibitor 17-AAG also has 
been reported to actively concentrate in tumor cells in vitro.94

Because preferential accumulation of Hsp90 inhibi-
tors in tumor versus normal tissue may provide the observed 
therapeutic (or at least biologic) index, it is important to 
understand the reason for this phenomenon. A possible 
explanation put forth by Kamal and colleagues suggests that 
enhanced drug binding to tumor cell Hsp90 reflects the 
activity state of the Hsp90 chaperone machine in tumor ver-
sus normal cells.95 They proposed that the enhanced ATPase 
activity of the chaperone in tumor cells, which is dependent 
on preferential recruitment of Hsp90 to a multicomponent 
chaperone complex, is responsible for the increased affinity 
of Hsp90 inhibitors in tumor cells. More recently, the sug-
gestion that tumor cell Hsp90 more avidly binds Hsp90 
inhibitors compared to the Hsp90 in nontransformed cells 
has received experimental support,96 and posttranslational 
modifications of Hsp90 that affect drug binding have been 
described.43,44

The expression of NAD(P)H:Quinone Oxidoreduc-
tase I (NQO1), also known as DT-diaphorase, dramatically 
enhances cellular sensitivity to 17-AAG.89,97 NQO1 gen-
erates the hydroquinone form of 17-AAG, which has been 
shown to bind more avidly to Hsp90 when compared to 
17-AAG itself.98 Further, the presence of NQO1 in a cell 
seems also to lead to increased total accumulation of intracel-
lular ansamycin molecules, presumably reflecting the increased 
Hsp90 affinity of 17-AAG hydroquinone. The presence of 
NQO1 in tumor cells dramatically affects cellular sensitivity 
to 17-AAG.89,97,98 Because high levels of NQO1 have been 
observed in diverse tumor types (e.g., liver, lung, colon, breast) 
compared to normal tissues of the same origin,99 these data 
suggest an explanation for the disparate sensitivity of tumor 
and normal tissue to 17-AAG and to retaspimycin (IPI-504), 
a stabilized hydroquinone form of 17-AAG that is in clini-
cal trial.100,101 A similar preference of non-ansamycin Hsp90 
inhibitors for tumor cell Hsp90 supports the hypothesis that 
unique modifications of Hsp90 in tumor versus normal cells 
also contribute to this phenomenon.

Proteasome inhibitors also display selective cytotoxic-
ity toward tumor cells, both in vitro and in vivo. Why are they 
not more toxic to normal cells? Kisselev and colleagues102 

https://CafePezeshki.IR



V. Molecular Basis of Cancer Therapy786

have recently shown that, at therapeutic doses of bortezo-
mib in  vivo, and following the intermittent schedule of 
administration approved for patients, only the chymotryptic 
activity of the proteasome is significantly inhibited and the 
overall rate of protein degradation is reduced by less than 
40%. Because cancer cells may require their proteasomes to 
be at full capacity in order to handle the load of continu-
ally generated misfolded proteins, moderate reduction in 
proteasome activity, even for a brief period, may prove del-
eterious. In contrast, nontransformed cells may be able to 
tolerate reduced proteasome function for an extended period 
of time. Some of our data described earlier in this review 
support this hypothesis. In the preclinical studies in which 
we observed dramatically enhanced toxicity (and dramati-
cally enhanced insoluble ubiquitinated protein deposition) 
by combining low-dose Hsp90 inhibitors with bortezomib, 
we found that maximal benefit of the combination required 
only a 50% reduction in proteasome activity.84 Importantly, 
the satisfactory safety profiles of second-generation irrevers-
ible inhibitors—including marizomib, which inhibits two 
of three proteasome-associated protease activities—suggest 

that nontransformed cells may be able to tolerate prolonged, 
significantly reduced proteasome activity, further amplifying 
the therapeutic index of these drugs.

Conclusion

The proteasome and Hsp90 together comprise approxi-
mately 4% of total cellular protein. Separately and together 
they regulate critical mechanisms responsible for maintain-
ing cellular homeostasis in the face of severe environmental 
stress and constitutive genetic instability. Although Hsp90 
and the proteasome certainly can be labeled as “housekeep-
ing” proteins, both proteins have proven to be exciting and 
clinically relevant anticancer molecular targets. Because it 
is now clear that cancer cells, by their very nature, are more 
dependent on optimal function of homeostatic mechanisms 
compared to normal cells, further exploitation of these path-
ways as drug targets will likely provide additional therapeu-
tic strategies to attack this disease.
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Growth factors regulate the essential cellular process of pro-
liferation and differentiation. Overproduction of growth 
factors is a common feature of tumor cells, stimulating unreg-
ulated proliferation of themselves in an autocrine fashion, 
and of adjacent cells in a paracrine fashion. More specifically, 
hematopoietic growth factor is a common term for the family 
of glycoproteins that regulate proliferation and differentiation 
of hematopoietic cells. Cytokines are a subtype of growth 
factors that are produced by hematopoietic and immune 
cell types and include interferons and interleukins. The term 
cytokine refers to a chemical messenger protein that carries 
a biochemical signal between cells, usually of the immune 
system, and the rest of the body. Interleukin designates any 
soluble protein or glycoprotein product of leukocytes that 
regulates the responses of other leukocytes. The pleiotropic 
nature of many cytokines and interleukins allows them to 
influence virtually all organ systems. In addition to their vital 
role in promoting hematopoietic cell growth, differentiation, 
and activity, these molecules are vital to the proper function-
ing of the central nervous system, cardiorespiratory system, 
and liver, as well as to bone remodeling, lipid metabolism, and 
embryogenesis and maintenance of pregnancy. Interestingly, 
many of these molecules have pleiotropic effects on numer-
ous organ systems. For example, stem cell factor influences 
hematopoiesis and neurogenesis, and prolactin promotes 
multiproduction and erythropoiesis. Cytokines may have 
their own private receptor but may also share a “public” recep-
tor with other cytokines (Table 57-11,2), perhaps explaining 
some of the redundancy in their effects (Figure 57-1).

The identification and cloning of hematopoietic growth 
factors and cytokines have revolutionized medical practice. 
Raising white blood cell counts in patients with neutropenia 
was unimaginable until the discovery of granulocyte colony-
stimulating factor (G-CSF) and granulocyte-macrophage 
colony-stimulating factor (GM-CSF). Today, growth factors 
are routinely used to alleviate neutropenia and, to a lesser 
extent, thrombocytopenia and anemia after chemotherapy. 

They can also help mobilize stem cells for transplantation, 
and they may have the potential to mobilize the immune sys-
tem against infection or cancer.

Herein, we give an overview of the biologic charac-
terization of the known clinically relevant interleukins and 
selected cytokines, the rationale for their use in therapy for 
patients with cancer, and the clinical experience with them.

Erythropoietin

Erythropoietin is produced by juxtaglomerular cells of the kid-
ney. It is the most important hormone regulator of erythropoi-
esis. It has an accepted place in the treatment of anemia caused 
by a variety of illnesses (Table 57-23). Because its primary 
production source is the kidney, it is not surprising that EPO 
has its best established role in the treatment of anemia due to 
the EPO-deficient state in kidney disease. However, many 
patients with anemia due to cancer also have a relative defi-
ciency in endogenous EPO and respond to EPO. Interestingly, 
certain cases of familial erythrocytosis have been attributed to 
the presence of EPO-hypersensitive cells. This heightened 
EPO response results from the formation of a truncated EPO 
receptor that is missing a negative regulatory domain.1

EPO: Clinical Trials/Applications

EPO is most useful in those anemias in which there is 
an absolute or a relative deficiency in endogenous EPO 
levels, such as in renal failure and cancer, respectively (see 
Table 57-2). The quality of life for patients with ane-
mia due to renal failure or cancer who respond to EPO 
is clearly improved. Although EPO has generally been 
used for patients with hemoglobin below 10 g/dL, the 
maximum improvement in the quality of life actually 
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V. Molecular Basis of Cancer Therapy790

Table 57-1 Receptors, Natural Antagonists, and Chromosomal Locations of Growth Factors and Cytokines

Receptor Natural Antagonists Chromosomal Locations

Erythropoietin (EPO) (136) EPO receptor Soluble EPO receptor 7q21

GM-CSF Type I receptor with α and β subunits 5q31.1

G-CSF G-CSF receptor 17q11.2-q12

M-CSF Fms 1p21-p13

Stem cell factor c-kit Soluble c-kit receptor 12q22-12q24

Thrombopoietin Mp1 3q27-q28

IL-1 IL-1RI and IL-1RII? Extended family of 10 members  
including IL-18R

Soluble IL-1RI and IL-1RII and 
IL-1RA

2q13

IL-2 αβγ heterotrimeric complex 4q26-q27

IL-3 IL-3 receptor (heterodimer of IL-3 specific α  
subunit and β subunit)

5q31

IL-4 and IL-13 IL-4 and IL-13 receptors share subunits
Type 1 IL-4 receptor (IL-4Rα and IL-2 receptor γc  

chain subunits) transduces IL-4; type II IL-4 receptor 
(IL-4Rα and the IL-13Rα1 subunits) transduces

IL-4 and IL-13; IL-4Rα and IL-13Rα2 complex or  
two IL-13Rα transduce IL-13

Soluble IL-4 and IL-13 receptors 
exist

5q31

IL-5 Consists of IL-5Rα (IL-5-specific) and a β subunit.
β subunit is common to IL-3 and GM-CSF complexes

5q31

IL-6 IL-6Rα together with gp130 7p21

IL-7 Composed of IL-7Rα (CD127) and the common γc  
chain subunits

8q12-q13

IL-8 IL-8Rα and IL-8Rβ exist 4q12-q13

IL-9 IL-9 receptor 5q31.1

IL-10 IL-10 receptor interferon receptors 1q31-q32

IL-11 IL-11Rα and gp 130 subunits gp 130 = CD130 on 5q11
IL-6, oncostatin M, and leukemia inhibitory factor  

also use gp130 subunit

19q13.3-q13.4

IL-12 IL-12Rβ1 and IL-12Rβ2 chains are related to gp 130 IL-12 p40 homodimers IL-12A:3p12-q13.2
IL-12B:5q31.1-q33.1

IL-15 High-affinity receptor requires IL-2Rβ and γ chains  
and IL-15Rα chain

4q31

IL-16 Requires CD4 for biologic activities 15q26.1

IL-17 IL-17 receptor 2q31

IL-18 IL-18 receptor IL-18 binding protein exists 11q22.2-q22.3

IL-19 IL-20Rl and IL-20R2 1q32

IL-20 IL-20R1 and IL-20R2 1q32

IL-21 IL-21 receptor 4q26–27

IL-22 IL-22R1 and IL-10R2 12q14

IL-23 IL-12Rb1 and IL-23R 12q13

IL-24 IL-20R1 and IL-20R2
IL-22R1 and IL-20R2

1q32

IL-25 IL-17BR 14q11

IL-26 IL-20R1 and IL-10R2 12q14

IL-27 TCCR/WSX-1 and GP130 12q13
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occurs in patients with higher hemoglobin levels (11 to 
13 g/dL1). In the case of cancer, however, not all patients 
respond, and those with the highest levels of endogenous 
EPO are probably less likely to benefit. A recently discov-
ered complicating factor to defining optimal EPO treat-
ment has been the finding of decreased survival in some 
patients treated in randomized trials with “optimization” 
of hemoglobin.4

Erythropoietin-stimulating agents (ESAs) have 
been shown in clinical trials to decrease the transfusion 
requirements and increase the hemoglobin in patients 
with chemotherapy-induced anemia.5-7 However, these 
trials have not shown that ESAs prolong survival or 

improve quality of life in these patients.8 Moreover, ESAs 
have been associated with a number of unwanted out-
comes in cancer patients, including an increased risk of 
stroke and venous thromboembolism, worse cancer out-
comes, and increased mortality. With these findings of 
worse outcomes in patients treated with ESAs, the U.S. 
Food and Drug Administration (FDA) issued warnings 
against the use of ESA. The 2010 ASH/ASCO (Ameri-
can Society of Hematology/American Society of Clinical 
Oncology) Guidelines recommend a thorough workup 
for other causes of anemia before initiation of ESAs as 
well as discussion of the potential benefits and harms of 
ESAs.7

Table 57-1 Receptors, Natural Antagonists, and Chromosomal Locations of Growth Factors and Cytokines—cont’d

Receptor Natural Antagonists Chromosomal Locations

IL-28A, 28B, and 29 IL-28R1 and IL-10R2 19q13

IL-31 IL-31 receptor A and oncostatin M receptor 12q24

IL-32 Proteinase 3 16p13.3

IL-33 ST2 9p24.1

IL-35 IL-12Rβ2 and gp130 3 E 1

IL-36 IL-1Rrp2 and IL-1RAcP IL36A:2q12-q14.1
IL36B:2q14
IL36G:2q12-q21
IL36RN:2q14

IL-37 IL-18R 2q12-q14.1

IL-38 IL36R 2q13

G-CSF, Granulocyte colony-stimulating factor; GM-CSF, granulocyte-macrophage colony-stimulating factor; IL, interleukin; M-CSF, macrophage colony-stimulating factor.

Figure 57-1 Actions of cytokine/growth fac-
tors binding to their receptors on the cell 
surface Cytokines and growth factors are the 
messengers that mediate intercellular communica-
tion. The regulation of cellular and nuclear functions 
by cytokines and growth factors is initiated through 
the activation of cell surface receptors. All receptors 
have a ligand-binding domain that ensures ligand 
specificity and an effector domain that initiates the 
generation of the biologic response on ligand bind-
ing. The activated receptor may then interact with 
other cellular components to complete the signal 
transduction process. Briefly, cytokine binding to 
receptor subunits induces homo- or heterodimeriza-
tion resulting in the activation of Jaks that are bound 
to the receptor chains. The Jaks in turn phosphory-
late tyrosine-based docking sites on the receptor. 
STATs bind via their SH2 domains. The STATs are 
then phosphorylated, form homo- or heterodimers, 
and translocate to the nucleus, where they bind tar-
get sequences, thereby regulating gene expression.
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Table 57-2 Growth Factors and Cytokines in the Clinic*

Major Clinical Trials

Erythropoietin (EPO) (136) 	•	 	Anemia	of	renal	failure
	•	 	Anemia	of	zidovudine	therapy	of	HIV	(with	endogenous	EPO	level	<500 mU/mL)
	•	 	Anemia	of	cancer,	especially	after	chemotherapy	of	solid	tumors
	•	 	Reduction	of	blood	transfusions	in	elective	surgery
	•	 	Potentiation	of	autologous	blood	donation
	•	 	Anemia	of	prematurity
	•	 	Maximum	quality-of-life	improvement	is	at	hemoglobin	of	11-13	g/dL
	•	 	Hyperglycosylated	EPO	(darbopoietin	alfa)	has	prolonged	half-life	and	can	be	administered	less	frequently
	•	 	Postulated	to	offer	neuroprotection	after	neurologic	damage	since	EPO/EOP	receptors	are	present	in	the	 

central nervous system

GM-CSF 	•	 	Neutropenia	due	to	myelosuppressive	chemotherapy	or	bone	marrow	transplantation	(BMT)
	•	 	Peripheral	blood	stem	cell	mobilization
	•	 	Graft	failure
	•	 	After	induction	therapy	for	acute	myelocytic	leukemia	(AML)

G-CSF 	•	 	Neutropenia	due	to	chemotherapy	or	BMT
	•	 	Chronic	and	cyclic	neutropenia
	•	 	AIDS-related	neutropenia
	•	 	Autoimmune	neutropenia
	•	 	Peripheral	blood	stem	cell	mobilization
	•	 	G-CSF	reduces	morbidity	from	high-risk	febrile	neutropenia	treated	with	antibiotics

M-CSF 	•	 	Enhances	hematopoietic	recovery	after	chemotherapy	or	transplantation
	•	 	Attenuates	neutropenia	in	chronic	neutropenia
	•	 	Lowers	serum	cholesterol
	•	 	May	be	useful	in	therapy	of	fungal	infections

Stem cell factor (SCF) 	•	 	Peripheral	blood	progenitor	mobilization	(SCF	+	G-CSF	better	than	SCF	alone)
	•	 	Aplastic	anemia	(trilineage	responses	seen	after	SCF)

Thrombopoietin 	•	 	Accelerates	platelet	recovery	after	chemotherapy
	•	 	Increases	platelet	yield	from	normal	donors	for	platelet	transfusions
	•	 	Enhances	mobilization	of	peripheral	blood	progenitor	cells	by	G-CSF
	•	 	Nonimpressive	effects	on	platelet	recovery	after	myeloablative	therapy

IL-1 IL-1α and IL-1β
	•	 	Modest	reduction	in	postchemotherapy	neutropenia	or	thrombocytopenia;	numerous	side	effects
	•	 	No	significant	antitumor	activity	in	melanoma	or	renal	cell	carcinoma
 IL-1RA
	•	 	No	clear-cut	reduction	in	mortality	in	sepsis	patients
	•	 	Amelioration	of	rheumatoid	arthritis	and	graft-versus-host	disease

IL-2 	•	 	Antitumor	activity	in	melanoma	and	renal	cell	carcinoma
	•	 	IL-2	diphtheria	fusion	toxin	(DAB-IL-2)	approved	for	used	in	cutaneous	T-cell	lymphomas

IL-3 	•	 	Increases	stem	cell	mobilization	when	used	with	G-CSF	or	GM-CSF
	•	 	In	combination	with	GM-CSF,	hastens	bone	marrow	recovery	after	transplant
	•	 	Sequential	IL-3	and	GM-CSF	produces	multilineage	responses	in	some	marrow	failure	patients
	•	 	Induces	occasional	sustained	remissions	in	Diamond-Blackfan	anemia

IL-4 and IL-13 	•	 	Only	minor	antitumor	activity	has	been	seen	in	a	variety	of	human	cancers	of	IL-4

IL-5 	•	 	IL-5	antagonists	may	be	useful	in	the	treatment	of	allergy	and	asthma.	However,	a	trial	of	monoclonal	antibody 
 against IL-5 was not effective in asthma

IL-6 	•	 	Response	rates	8%-14%	in	melanoma	and	renal	cell	carcinoma
	•	 	Modest	platelet-enhancing	ability	after	chemotherapy	or	autologous	transplant	with	significant	toxicity
	•	 	Antibody	to	block	IL-6	is	entering	clinical	trial

IL-8 	•	 	Antibodies	to	block	IL-8	are	entering	clinical	trial

IL-10 	•	 	Trend	toward	efficacy	in	rheumatoid	arthritis,	inflammatory	bowel	disease,	and	autoimmune	diseases

IL-11 	•	 	Approved	for	use	to	prevent	chemotherapy-induced	thrombocytopenia

IL-12 	•	 	Potential	use	in	vaccine	development
	•	 	No	benefit	in	hepatitis	C	trial
	•	 	Modest	antitumor	activity	with	significant	toxicity	in	melanoma	and	renal	cell	carcinoma

IL-16 	•	 	May	have	potential	use	in	HIV	infection

IL-20 	•	 	May	have	potential	for	chronic	inflammatory	skin	disease
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Granulocyte-Macrophage  
Colony-Stimulating Factor

Two hematopoietic growth factors, granulocyte colony-
stimulating factor (G-CSF) and granulocyte-macrophage 
 colony-stimulating factor (GM-CSF), regulate the produc-
tion and deployment of neutrophils. Both CSFs stimulate 
cell division and accelerate marrow transit times. Autono-
mous production by the tumor of GM-CSF (or G-CSF) 
has also been implicated as a pathophysiologic mechanism 
underlying leukemoid reactions in cancer patients. GM-
CSF is used clinically for the treatment of neutropenia 
after chemotherapy or transplantation, for the treatment of 
graft failure, and for peripheral blood stem cell mobiliza-
tion (see Table 57-29,10).

GM-CSF: Clinical Trials/Applications

GM-CSF is safe and effective in the treatment of patients 
with acute myelogenous leukemia (AML) who are 
undergoing induction therapy. GM-CSF decreases the 
neutropenic period and the rate of serious infections in 
the elderly. This molecule is also indicated for accelerat-
ing myeloid reconstitution after allogeneic bone marrow 
transplantation. It also increases survival in patients who 
have engraftment failure or delay after allogeneic or autol-
ogous transplantation, and it can be exploited to enhance 
stem cell mobilization for transplant.

Granulocyte Colony-Stimulating Factor

G-CSF has revolutionized the treatment of neutropenia 
and its sequelae (infection). It has been used by millions of 
patients worldwide and is remarkably effective and virtually 

devoid of side effects (see Table 57-211). Some patients with 
solid tumors present with significantly increased leukocyte 
counts due to G-CSF secretion. Finally, point mutations in 
the gene for the G-CSF receptor have been described anec-
dotally in patients with AML that evolved from severe con-
genital neutropenia.

G-CSF: Clinical Trials/Applications

G-CSF promotes a rapid increase in neutrophilic leuko-
cytes, which lasts about 24 hours. Despite the multitude 
of patients who have received G-CSF, few side effects 
have been reported. Even very long-term G-CSF admin-
istration seems fairly innocuous; the most common toxic-
ity is bone pain.

A summary of current American Society for Clinical 
Oncology (ASCO) guidelines suggests that CSF can be used 
for primary prophylaxis of febrile neutropenia after chemo-
therapy if the risk is about 20%. It is also recommended for 
patients at high risk, based on age, medical condition, disease 
characteristics, and myelotoxicity of chemotherapy. Prophy-
laxis is also recommended for diffuse aggressive lymphoma 
in patients older than 65 treated with curative therapy. 
Patients exposed to lethal radiotherapy should also receive 
CSF.12,13 In the transplantation setting, the administration 
of G-CSF reduces neutropenia and infection. G-CSF also 
mobilizes autologous peripheral blood progenitor cells; these 
cells are used to accelerate hematopoietic recovery in patients 
who have received myeloablative or myelosuppressive che-
motherapy. Finally, in patients with acquired immunode-
ficiency syndrome (AIDS), G-CSF reverses and prevents 
zidovudine-induced neutropenia.11 Of interest, G-CSF may 
also be useful in enhancing the defenses of nonneutropenic 
patients with AIDS who have bacterial infections. However, 
studies have shown only modest benefit for G-CSF in the 
setting of nonneutropenic infection in normal individuals.

Table 57-2 Growth Factors and Cytokines in the Clinic*—cont’d

IL-21 	•	 	Because	it	controls	adaptive	immune	responses,	its	use	in	a	clinical	setting	may	prove	efficacious	for	the	treatment	
of cancer and infectious disease

IL-24 	•	 	Clinical	trials	for	the	treatment	of	melanoma	are	under	way

IL-25 	•	 	Potent	inflammatory	activity	and	its	association	with	various	human	disease	states	suggest	this	cytokine	family	as	
an important contributor to the pathophysiology of pulmonary diseases

IL-28A, 28B, and 29 	•	 	Alternative	therapeutic	choice	to	type	1	IFNs

IL-32 	•	 	Potential	therapeutic	target	in	rheumatoid	arthritis

AIDS, Acquired immunodeficiency syndrome; EOP, erythropoietin; G-CSF, granulocyte colony-stimulating factor; GM-CSF, granulocyte-macrophage colony-stimulating factor; M-CSF, macrophage colony-
stimulating factor; HIV, human immunodeficiency virus; IFN, interferon; IL, interleukin.
*Many of the listed applications refer to clinical trials and are not approved uses.

Major Clinical Trials—cont’d
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Macrophage Colony-Stimulating Factor

M-CSF affects a variety of organ systems, but its cardinal 
effect remains its ability to influence most aspects of mono-
cyte/macrophage development and function (Table 57-314). 
In addition to its hematopoietic effects, M-CSF and Fms (the 
M-CSF receptor) are expressed in the brain. This cytokine 
induces microglial proliferation, activation, and survival. In 
malignancy, mutations in Fms have been reported at codon 
969 in about 10% of cases of human myeloid malignancies.

M-CSF: Clinical Trials/Applications

M-CSF given to patients with AML after consolidation 
chemotherapies shortened the periods of neutropenia and 
thrombocytopenia after chemotherapy and reduced the inci-
dence and shortened the duration of febrile neutropenia.14 
Similar salutary effects have been reported after chemo-
therapy or bone marrow transplantation. M-CSF can elevate 
neutrophil counts in children with chronic neutropenia.

Stem-Cell Factor

Stem-cell factor (SCF) is also known as kit ligand, mast cell 
growth factor, or steel factor. It functions as a hematopoietic 
cytokine that triggers its biologic effect by binding to c-kit 
(the SCF receptor; see Table 57-315-18). The average con-
centration of SCF in normal human serum is 3.3 ng/mL. 
Serum SCF concentrations are not elevated in patients with 
aplastic anemia, myelodysplasia, or chronic anemia or after 
marrow ablative therapy. Thus, the level of SCF in the circu-
lation, unlike the level of EPO, is not inversely related to the 
number of hematopoietic cells. Alterations in the local dis-
tribution of SCF within the skin have been implicated in the 
pathogenesis of cutaneous mastocytosis.1 Point mutations 
in the c-kit receptor cytoplasmic domain have been identi-
fied in murine and human mast cell lines and in hemato-
poietic cells from patients with mast-cell disorders. Finally, 
activating mutations in kit, a kinase receptor, characterize a 
type of leiomyosarcoma known as gastrointestinal stromal 
tumor. This finding has led to new targeted therapies of tre-
mendous impact.

SCF: Clinical Trials/Applications

SCF seems to be reasonably well tolerated by patients, with 
the predominant side effects being transient local erythema 
and long-lasting hyperpigmentation at injection sites. The 

most worrisome toxicity is a mast cell effect resulting in aller-
gic-like reactions characterized by urticaria, with or without 
respiratory symptoms.1

Of special interest is the role of mutations in the SCF 
receptor (kit) in gastrointestinal stromal tumors. These 
mutations activate the kinase enzymatic activity of kit. 
Kinase inhibitors targeted against kit (imatinib and suni-
tinib) have been found to be dramatically effective in these 
notoriously chemotherapy-resistant tumors.16

Thrombopoietin

The cytokine basis of megakaryocyte and platelet produc-
tion has been more enigmatic than that of other lineages (see 
Table 57-319-26). Factors that have now been implicated in 
at least some aspects of thrombocyte development include 
interleukin-3 (IL-3), IL-6, IL-9, IL-11, G-CSF, GM-CSF, 
SCF, leukemia inhibiting factor, and thrombopoietin (TPO). 
The last molecule is believed to be of paramount impor-
tance in the physiologic regulation of platelet production. 
Unfortunately, however, compared with the striking effects 
of the granulopoietic factors in neutropenic patients, use of 
the thrombopoietic molecules in the clinic setting has been 
disappointing. It has been suggested that the temporal pace 
of the thrombopoietic response is physiologically ordained 
to be considerably slower than the myelopoietic response, 
and that may explain why short courses of thrombopoietins 
seem to be ineffective.13

TPO: Clinical Trials/Applications

Two forms of TPO have entered clinical trials20: (1) 
TPO (the full-length polypeptide) and (2) polyethylene 
glycol (PEG)-conjugated recombinant human megakaryo-
cyte growth and development factor (PEG-rHuMGDF). 
Because its biologic action is prolonged, parenteral admin-
istration of TPO for 7 to 10 days increases platelet pro-
duction 6 to 16 days later.21 Results of clinical trials of 
PEG-rHuMGDF or recombinant human TPO in patients 
with cancer who were receiving chemotherapy, albeit with 
regimens that produce only moderate thrombocytopenia, 
suggest that platelet counts return to baseline significantly 
faster and that the nadir platelet counts are higher.22 How-
ever, the effectiveness of these molecules in accelerating 
platelet recovery after myeloablative therapy has not been 
impressive.23 Furthermore, in most patients with delayed 
platelet recovery after peripheral-blood stem-cell or bone 
marrow transplantation, recombinant human TPO did 
not significantly raise platelet counts.24 TPO can result in 
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Table 57-3 Major Biologic Activities of Growth Factors and Cytokines

Biologic Activities

Erythropoietin (136) 	•	 	Promotes	the	proliferation,	differentiation,	and	survival	of	erythroid	precursors

GM-CSF 	•	 	Stimulates	growth	of	multilineage	progenitors,	BFU-E,	granulocyte,	macrophage,	and	eosinophil	colonies
	•	 	Induces	migration	and	proliferation	of	vascular	endothelial	cells
	•	 	Activates	mature	phagocytes	(neutrophils,	macrophages,	eosinophils)

G-CSF 	•	 	Regulates	production	and	function	of	neutrophils

M-CSF 	•	 	Influences	most	aspects	of	monocyte/macrophage	development	and	function
	•	 	Stimulates	hematopoiesis
	•	 	Induces	osteoclast	production
	•	 	Helps	maintain	pregnancies
	•	 	Lowers	cholesterol	levels
	•	 	Affects	microglial	function

Stem cell factor 	•	 	Promotes	hematopoiesis	at	multiple	levels
	•	 	Influences	primordial	germ	cell	and	melanocyte	migration	during	embryonic	life
	•	 	Affects	immunoregulatory	cells	(B	and	T	cells,	mast	cells,	natural	killer	[NK]	cells,	dendritic	cells)
	•	 	Influences	hematopoietic	cell	adhesive	properties

Thrombopoietin 	•	 	Major	regulator	of	platelet	production
	•	 	Acts	in	synergy	with	EPO	to	stimulate	growth	of	erythroid	progenitors
	•	 	Acts	in	synergy	with	IL-3	and	SCF	to	stimulate	proliferation	and	prolong	survival	of	hematopoietic	stem	cells

IL-1 	•	 	Induces	production	of	multiple	cytokines
	•	 	Upregulates	cell-surface	cytokine	expression
	•	 	Synergizes	with	other	cytokines	to	stimulate	hematopoietic	progenitor	proliferation
	•	 	Influences	immune	regulation	(T-	and	B-cell	responses)
	•	 	Modulates	endocrine	function
	•	 	Affects	bone	formation
	•	 	IL-1	R	acts	as	a	cofactor	in	neural	transmission
	•	 	IL-1	is	probably	not	critical	for	normal	hematopoiesis;	it	is,	however,	central	in	disease	states

IL-2 	•	 	Induces	proliferation	and	activation	of	T	cells,	B	cells,	and	NK	cells

IL-3 	•	 	Stimulation	of	multilineage	hematopoietic	progenitors,	especially	when	used	in	combination	with	other	cytokines	 
(SCF, IL-1, IL-6, G-CSF, GM-CSF, EPO, TPO)

IL-4 and IL-13 	•	 	Both	IL-4	and	IL-13	are	involved	in	allergic	reaction	(induce	switch	to	IgE)

IL-5 	•	 	Regulates	production,	function,	survival,	and	migration	of	eosinophils
	•	 	Enhances	basophil	number	and	function

IL-6 	•	 	B-	and	T-cell	development	and	function
	•	 	Thrombopoiesis
	•	 	Acute-phase	protein	synthesis
	•	 	Inhibition	of	hepatic	albumin	excretion
	•	 	Osteoclastic	bone	resorption
	•	 	Neural	differentiation

IL-7 	•	 	Critical	for	T-	and	B-cell	development

IL-8 	•	 	Potent	chemoattractant	agent	for	a	variety	of	leukocytes,	especially	neutrophils
	•	 	Suppresses	colony	formation	of	immature	myeloid	progenitors
	•	 	Increases	keratinocyte	and	endothelial	cell	proliferation
	•	 	Increases	adhesiveness	of	melanoma	cells

IL-9 	•	 	Supports	clonogenic	maturation	of	erythroid	progenitors
	•	 	Acts	as	a	mast	cell	differentiation	factor
	•	 	Protects	lymphomas	from	apoptosis
	•	 	Cooperates	with	IL-4	in	B-cell	responses
	•	 	Enhances	neuronal	differentiation

IL-10 	•	 	Inhibits	cytokine	synthesis	by	Th1	cells	and	monocytes/macrophages
	•	 	Stimulates	B	cell	proliferation
	•	 	Involved	in	transformation	of	B	cells	by	Epstein-Barr	virus	and	tumor	necrosis	factor	(TNF)	receptors

IL-11 	•	 	Best	known	as	a	thrombopoietic	factor
	•	 	Stimulates	multilineage	progenitors,	erythropoiesis,	myelopoiesis,	and	lymphopoiesis
	•	 	Decreases	mucositis	in	animal	models
	•	 	Stimulates	osteoclast	development
	•	 	Inhibits	adipogenesis
	•	 	Stimulates	proliferation	of	neuronal	cells

Continued
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Table 57-3 Major Biologic Activities of Growth Factors and Cytokines—cont’d

IL-12 	•	 	Proinflammatory	cytokine	important	in	resistance	to	infections
	•	 	Th1	development
	•	 	Stimulatory	and	inhibitory	effects	on	hematopoiesis

IL-15 	•	 	Triggers	proliferation	and	immunoglobulin	production	in	preactivated	B	cells
	•	 	Number	of	CD8+ memory T cells may be controlled by balance of IL-15 (stimulatory) and IL-12 (inhibitory)
	•	 	Stimulates	proliferation	of	NK	cells	and	activated	CD4+ or CD8+ T cells
	•	 	Facilitates	the	induction	of	LAK	cells	and	CTLs
	•	 	Stimulates	mast	cell	proliferation
	•	 	Promotes	proliferation	of	hairy-cell	leukemia	and	chronic	lymphocytic	leukemia	cells

IL-16 	•	 	Chemoattractant	for	CD4+ cells (T cells, monocytes, eosinophils)
	•	 	May	be	involved	in	asthma	and	in	granulomatous	inflammation
	•	 	Has	antiviral	effects	on	HIV-1

IL-17 	•	 	May	mediate,	in	part,	T-cell	contribution	to	inflammation
	•	 	Stimulates	epithelial,	endothelial,	fibroblastic,	and	macrophage	cells	to	express	a	variety	of	inflammatory	cytokines
	•	 	Promotes	the	capacity	of	fibroblasts	to	sustain	hematopoietic	progenitor	growth
	•	 	Promotes	differentiation	of	dendritic	cell	progenitors
	•	 	May	be	involved	in	the	pathogenesis	of	rheumatoid	arthritis	and	graft	rejection

IL-18 	•	 	Promotes	production	of	IFN-γ, TNF
	•	 	Targets	are	T	cells,	NK	cells,	and	macrophages
	•	 	Promotes	Th1	responses	to	virus

IL-19 	•	 	Induces	IL-6	and	TNF-α

IL-20 	•	 	Induction	of	genes	involved	in	inflammation	such	as	TNF-α, MRP14, and MCP-1

IL-21 	•	 	Mainly	regulates	T-cell	proliferation	and	differentiation
	•	 	Regulates	cell-mediated	immunity	and	the	clearance	of	tumors

IL-22 	•	 	Upregulates	the	production	of	acute-phase	reactants
	•	 	Induces	the	production	of	ROS	in	resting	B	cells

IL-23 	•	 	A	unique	function	of	IL-23	is	the	preferential	induction	of	proliferation	of	the	memory	subset	of	T	cells

IL-24 	•	 	Induces	IL-6,	TNF-α, IL-1b, IL-12 and GM-CSF
	•	 	Functionally	it	has	the	opposite	effects	with	IL-10
	•	 	Infection	with	Ad-IL24	results	in	down-regulation	of	Bcl-2	and	Bcl-XL	(anti-apoptotic	proteins)	and	 

upregulation of Bax and Bak (pro-apoptotic proteins) in cancer cells

IL-25 	•	 	IL-25	induces	IL-4,	IL-5,	and	IL-13	gene	expression	and	protein	production

IL-26 	•	 	Immune-protective	role	against	viral	infection

IL-27 	•	 	Early	Th1	initiation
	•	 	Synergizes	with	IL-12	in	inducing	IFN-γ	production	by	T	cells	and	NK	cells

IL-28A, 28B, and 29 	•	 	Antiviral	activities

IL-31 	•	 	Responsible	for	promoting	the	dermatitis	and	epithelial	responses	that	characterize	allergic	and	nonallergic	diseases

IL-32 	•	 	Induces	other	proinflammatory	cytokines	and	chemokines	such	as	TNF-α, IL-1β, IL-6, and IL-8
	•	 	Induces	ΙκΒ degradation
	•	 	Phosphorylates	p38	MAPK	signaling	pathway

IL-33 	•	 	Activates	NF-κΒ and MAP kinases
	•	 	Drives	production	of	Th2-associated	cytokines	from	in vitro	polarized	Th2	cells
	•	 	Induces	the	expression	of	IL-4,	IL-5,	and	IL-13
	•	 	Leads	to	severe	pathologic	changes	in	mucosal	organs

IL-35 	•	 	Contributes	Treg	suppressor	activity
	•	 	Induces	IL-10	and	IFN-γ serum levels
	•	 	Reduces	induction	of	IL-17

IL-36 	•	 	Activates	NFκΒ and MAP kinases
	•	 	Play	important	role	in	skin	biology
	•	 	Involved	in	the	initiation	and	regulation	of	immune	responses

IL-37 	•	 	Regulates	inflammatory	responses

IL-38 	•	 	Reduces	IL-36γ induced IL-8 production

AIDS, Acquired immunodeficiency syndrome; BFU-E, burst-forming unit-erythroid; CTL, cytotoxic T lymphocyte; G-CSF, granulocyte colony-stimulating factor; GM-CSF, granulocyte-macrophage colony-
stimulating factor; HIV, human immunodeficiency virus; IFN, interferon; IL, interleukin; LAK, lymphokine-activated killer; M-CSF, macrophage colony-stimulating factor; NK, natural killer; ROS, reactive 
oxygen species; SCF, stem-cell factor; TNF, tumor necrosis factor; TPO, thrombopoietin.

Biologic Activities—cont’d
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multilineage mobilization of peripheral blood progenitor 
cells. The kinetics of progenitor release differs from that 
after G-CSF. Following G-CSF, peripheral blood progeni-
tors increase almost immediately, peak at day 5 to 6, and 
decrease with G-CSF cessation. In contrast, PEG-MGDF 
resulted in a late and sustained increase in progenitors, with 
levels first detected on day 8 and climbing on day 12, despite 
cytokine discontinuation.26 PEG-rHuMGDF has also 
been given to healthy subjects in a single dose of 3 mg/kg of 
body weight. Administration of this molecule increased the 
yield of platelets by a factor of nearly 4 and was associated 
with a quadrupling of platelet counts in the recipients of the 
apheresed platelets.25

Interleukin-1

Interleukin-1 (IL-1α and IL-1β) is the prototypic multi-
functional cytokine with numerous roles in both physi-
ological and pathological states (see Table 57-327-32). This 
molecule influences nearly every organ system. Because IL-1 
is a highly inflammatory cytokine, the margin between salu-
tary effects and serious toxicity is exceedingly narrow.

High levels of IL-1 are seen in patients with infections 
(viral, bacterial, fungal, and parasitic), intravascular coagula-
tion, and cancer (both solid tumors and hematologic malig-
nancies). IL-1RA, a naturally occurring receptor antagonist, 
may also be dysregulated in inflammatory and neoplastic 
disease. Ultimately, it is the balance between agonist and 
antagonist that is probably important in determining disease 
manifestation.

The tumor microenvironment consists of tumor, 
immune, stromal, and inflammatory cells, which produce 
cytokines, growth factors, and adhesion molecules that pro-
mote tumor progression and metastasis. IL-1, as a pleiotro-
pic cytokine, is known to be upregulated in many tumor 
types and has been implicated as a factor in tumor progres-
sion via the expression of genes associated with metastatic 
and angiogenic functions and growth factors. Solid tumors 
in which IL-1 has been shown to be upregulated include 
breast, colon, lung, head and neck cancers, and melanomas. 
Patients with IL-1–producing tumors have generally poor 
prognoses.33-36

Therefore the role of IL-1RA, as a potential novel 
therapeutic in cancer treatment, is being actively investi-
gated. It currently is an approved treatment for patients with 
rheumatoid arthritis. This naturally occurring protein has 
been shown to decrease tumor growth, angiogenesis, and 
metastases in mouse models. There are other agents that are 
capable of inhibiting the inflammatory and tumor promot-
ing effects of IL-1 such as anti-IL-1 monoclonal antibodies, 

the soluble IL-1R type II, and IL-1β–converting enzyme 
inhibitors. They are currently being used for the treatment 
of rheumatoid arthritis, but additional studies are necessary 
to determine their applicability as a novel therapy in cancer 
treatment.

IL-1: Clinical Trials/Applications

IL-1α and IL-1β have also been administered in clinical tri-
als, mainly involving cancer patients.27 In general, the acute 
toxicities of either isoform of IL-1 were greater after intra-
venous injection than after subcutaneous injection. Subcu-
taneous injection was associated with significant local pain, 
erythema, and swelling. Dose-related chills and fever were 
observed in nearly all patients, and even a 1-ng/kg dose 
was pyrogenic. Nearly all patients receiving intravenous 
IL-1 at doses of 100 ng/kg or greater experienced signifi-
cant hypotension, probably because of induction of nitric 
oxide. IL-RA has been approved by the FDA for the treat-
ment of rheumatoid arthritis.37 Its use in metastatic disease 
to reduce IL-1 activity, particularly IL-1β, in cancer is being 
actively discussed. The most compelling design could be to 
add an IL-1 blocking approach to anti-VEGF or antibodies 
to VEGF receptors in order to reduce toxic side effects by 
increasing the anti-angiogenic efficacy.

Interleukin-2

IL-2 was discovered more than 30 years ago and acts as a 
T-cell growth and activation factor. To a lesser extent, B cells, 
natural killer (NK) cells, and lymphokine-activated killer 
(LAK) cells also respond to this cytokine (see Table 57-338). 
Following binding of IL-2 with the trimeric receptor com-
plex, internalization occurs and cell-cycle progression is 
induced in association with the expression of a defined series 
of genes. A second functional response occurs through the 
IL-2βγ dimeric receptor, also known as the intermediate 
affinity dimeric complex (10−9 kDa), and involves the dif-
ferentiation of several subclasses of lymphocytes into LAK 
cells.39 This response occurs in patients with cancer who 
receive IL-240,41 and was originally considered to be a critical 
part of the anticancer effect of IL-2. LAK cells recognize and 
kill tumor cells, regardless of the histocompatibility expres-
sion status of fresh human tumor cells tested.42 The multiple 
biologic effects of IL-2 on immune cells include the induced 
proliferation of antigen-stimulated T cells and induction of 
cytotoxicity in major histocompatibility complex (MHC)-
restricted, antigen-specific T-lymphocytes, NK cells leading 
to non–MHC-restricted LAK cell activity, and activation of 
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tumoricidal monocytes. It is not clear what roles any of these 
effector systems have in vivo.43

IL-2: Clinical Trials/Applications

Because of its potent ability to stimulate cytotoxic T cells and 
NK cells, IL-2 has been an attractive candidate for immuno-
therapy of metastatic cancer, such as melanoma and kidney 
cancer, although with relatively low response rates and at the 
cost of considerable toxicity. For instance, overall response rates 
of renal cell cancer to IL-2 are in the range of 15% to 25%, with 
a complete remission rate of 5% to 10%. Complete response 
rates and response duration seem to favor high-dose rather 
than low-dose regimens. In melanoma biochemotherapy, regi-
mens combining IL-2 and interferon-α with, for instance, cis-
platin, vinblastine, and dacarbazine produce response rates of 
up to 60%, but this has yet to be translated into a confirmed 
survival effect.38 IL-2 has also been given to leukemic patients 
in a variety of doses and schedules, with hints that it might be 
useful in remission maintenance.38 Development of second-
generation IL-2 analogs that do not induce the same high levels 
of secondary cytokines provides promise for further reduction 
of toxicities, providing that the efficacy is not dependent on 
these secondary effects.44 Another approach to therapy has 
been to use IL-2 attached to a toxin to target and kill cancer 
cells bearing the IL-2 receptor. DAB389IL-2 is an IL-2 recep-
tor (IL-2R)-specific fusion protein. It contains the enzymatic 
and translocation domains of the diphtheria toxin fused to 
human IL-2. This chimera is able to direct the cytocidal action 
of the diphtheria toxin enzymatic region only to cells that bear 
the IL-2R. DAB389IL-2 has been approved for the treatment 
of cutaneous T-cell lymphomas that are CD25 (IL-2 recep-
tor) positive. Antitumor effects may also be seen in patients 
with other lymphoid diseases bearing the IL-2 receptor.1

Recent advances for the use of low-dose IL-2 therapy 
is promising on chronic graft-versus-host disease (GVHD), 
which develops in some patients who have undergone allo-
geneic hematopoietic stem-cell transplantation for the treat-
ment of lymphomas and leukemias. Chronic GVHD, a 
systemic inflammatory disorder with pleomorphic autoim-
mune features, is associated with considerable morbidity and 
mortality. In this setting, it has been shown that IL-2 pro-
motes both effector and regulatory T-cell responses without 
impairing other immune functions in the patients.45

About half of patients showed clinical improvement, 
even including an improvement in GVHD manifestations in 
some. These studies may provide a path for the effective use of 
IL-2 as a regulatory component of immunotherapy. However, 
the number of subjects in these trials needs to be expanded, 
and combinations of IL-2 with other directed immunothera-
pies, such as the infusion of ex vivo expanded Treg cells, could 

be considered as alternative approaches. However, the results 
of low-dose IL-2 regimens as an immunotherapy approach 
in cancer have been disappointing, presumably because of the 
combined effects of the expansion of the CD25+ Treg cell 
population and the poor stimulation of CD25− antitumor T 
cells. In contrast, as a single agent or in combination with tumor 
vaccines, the use of high-dose IL-2 in patients with metastatic 
melanoma or metastatic renal cell carcinoma has led to signifi-
cant therapeutic responses in up to 20% of cases and to long-
term survival beyond 10 years in approximately 10% of cases. 
In a recent randomized, multicentral Phase III trial in advanced 
melanoma, the response rate was higher and progression-free 
survival longer with vaccine [gp100:209-217(210M) peptide 
vaccine] and interleukin-2 than with interleukin-2 alone.46

Interleukin-3

IL-3 stimulates multilineage hematopoietic progenitors (see 
Table 57-347-50). In vitro data from supernatants of long-term 
bone marrow cultures suggest that marrow stromal cells pro-
duce reduced levels of IL-3 in patients with aplastic anemia.1 
IL-3 has also been implicated in patients with acute lympho-
cytic leukemia (ALL) with a (5:14)(q31;q32) translocation.1 
In two such patients, the translocation resulted in juxtaposi-
tion of the IL-3 gene and the Ig heavy-chain gene, and excess 
IL-3 transcripts were produced by the leukemic cells, perhaps 
explaining the eosinophilia seen in these patients.

IL-3: Clinical Trials/Applications

IL-3 has been studied in clinical trials of peripheral blood stem 
cell mobilization, as well as for postchemotherapy and post-
transplantation cytopenias and for bone marrow failure states. 
Most studies have shown only modest effects of IL-3 by itself; in 
conjunction with other growth factors, however, significant ben-
efits have been demonstrated. For instance, in patients with bone 
marrow failure treated with IL-3 followed by GM-CSF (IL-3 
dosages greater than 1.2 μg/kg/d), 7 (44%) of 16 patients with 
severe pancytopenia had multilineage responses with normaliza-
tion or near-normalization of blood counts. Although prolonged 
therapy was necessary to achieve maximal hematopoietic recov-
ery, responses were durable for up to 4 years after discontinuation 
of treatment.49,51 Side effects of IL-3 include dose-dependent 
fever, rash, fatigue, diarrhea, rigor, musculoskeletal pain, chills, 
headache, conjunctivitis, edema, chest pain, dyspnea, decreases in 
platelet counts, increases in basophilic counts, marrow fibrosis, 
and pulmonary edema. The tolerance to IL-3 seems to be sev-
eralfold better in patients with bone marrow failure states com-
pared with those treated after chemotherapy.49
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Interleukin-4 and Interleukin-13

IL-4 and IL-13 are closely related.52 They share biologic and 
immunoregulatory functions on B cells, monocytes, den-
dritic cells, and fibroblasts. The major regulatory sequences 
in the IL-4 and IL-13 promoters are identical, thus explain-
ing their restricted expression pattern in activated T cells 
and mast cells. Furthermore, the IL-4 and IL-13 receptors 
are multimeric and share at least one common chain, IL-
4RA. This, together with similarities in IL-4 and IL-13 sig-
nal transduction, explains the remarkable overlap of biologic 
properties between these two cytokines (see Table 57-352-54). 
The inability of IL-13 to regulate T-cell differentiation due 
to a lack of IL-13 receptors on T lymphocytes, however, rep-
resents a major difference between these cytokines. There-
fore, despite the impact redundancy of these two molecules, 
regulatory mechanisms are in place to guarantee their dis-
tinct functions.

IL-4: Clinical Trials/Applications

Despite the preclinical promise of IL-4, to date clinical 
trials of this molecule have found the molecule to be safe 
and nontoxic in humans but with only sporadic antitumor 
activity.54

Interleukin-5

IL-5 is a T-cell–derived cytokine involved in the pathogen-
esis of atopic diseases. It specifically controls the production, 
activation, and localization of eosinophils. Eosinophils medi-
ate allergic and asthmatic symptoms. T cells purified from 
the bronchoalveolar lavage and peripheral blood of persons 
with asthma secrete an elevated amount of IL-5. Therefore, 
agents that suppress the production or activity of IL-5 would 
be expected to ameliorate the pathologic effects of the aller-
gic response (see Table 57-355). Interestingly, IL-5 is secreted 
from Reed-Sternberg cells and may therefore be the cause of 
eosinophilia in patients with Hodgkin disesase.1

Interleukin-6

IL-6 exhibits functional pleiotropy and redundancy (see 
Table 57-356-59). IL-6 is involved in the immune response, 
inflammation, and hematopoiesis. Indeed, before its com-
plete characterization, this molecule was variously referred 
to as interferon-β2, B-cell stimulatory factor 2, human 

plasmacytoma growth factor, or hepatocyte stimulatory factor. 
The biologic effects of IL-6 include synthesis of acute-phase 
reactants in the liver, as well as effects on the hypothalamic-
pituitary axis, bone resorption, and both the humoral and 
cellular arms of the immune system.1 As a major inducer of 
the acute-phase response, this cytokine may play a role in 
the pathogenesis of sepsis. IL-6 acts as a growth factor for 
myeloma/plasmacytoma, keratinocytes, mesangial cells, renal 
cell carcinoma, and Kaposi sarcoma and hematopoietic stem 
cells. On the other hand, IL-6 also inhibits the growth of 
myeloid leukemic cell lines and certain carcinoma cell lines.

IL-6 has been implicated as a mediator of B symptoms 
in lymphoma.56 Elevated serum IL-6 concentrations have also 
been associated with an adverse prognosis both in Hodgkin 
lymphoma and in non-Hodgkin lymphoma (NHL57,58). In 
diffuse large-cell lymphoma, IL-6 levels were found to be the 
single most important independent prognostic factor selected 
in multivariate analysis for predicting complete remission rate 
and relapse-free survival.57 IL-6 levels may also be exploitable 
as a prognostic factor in numerous solid and hematopoietic 
cancers.

IL-6: Clinical Trials/Applications

In patients undergoing chemotherapy or autologous trans-
plantation, IL-6 has minimal to no platelet-enhancing activ-
ity at tolerable doses. Toxicity includes fever and anemia.1 
IL-6 has also been tested as an antitumor agent in melanoma 
and renal cell carcinoma. Response rates have been low  
(less than 15%). IL-6 inhibitors have entered the clinic. An 
antibody against IL-6 receptor (MRA) has been approved 
in Japan for the treatment of Castleman disease. An anti-
body against IL-6 (CNTO328) is being studied in the 
United States, and preliminary results show encouraging 
activity in lymphoma and Castleman disease. CNTO-328 
is also being tested in a number of Phase I/II clinical trials 
in transplant-refractory myeloma and castration-resistant  
prostate cancer.60 Initial results suggested that declining 
C-reactive protein levels during treatment may reflect bio-
logic activity.

Interleukin-7

IL-7 promotes the proliferation of B-cell progenitors in the 
absence of stromal cells (see Table 57-361-64). It is secreted 
by stromal cells in the bone marrow and thymus and is irre-
placeable in the development of both B and T cells.1 High 
IL-7 levels are found in states of T-cell depletion and may 
therefore play a role in promoting T-cell expansion.64 High 
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levels of IL-7 are also found in chronic lymphocytic leuke-
mia and in Burkitt lymphoma, and transgenic mice overex-
pressing the IL-7 gene show dramatic changes in lymphocyte 
development, which can result, in some instances, in the for-
mation of lymphoid tumors.1 A recent Phase I study with 
recombinant hIL-7 administration in refractory malignan-
cies showed that IL-7 has potent biologic activity over a dose 
range that is well tolerated in humans and suggests further 
exploration of its possible therapeutic applications.65 It 
induced a marked expansion of the T-cell mass resulting in a 
rejuvenated T-cell profile with an increased T-cell repertoire 
diversity and a decreased proportion of regulatory T cells.

Interleukin-8

IL-8 is a potent, proinflammatory chemokine that induces 
trafficking of neutrophils across the vascular wall (chemo-
taxis; see Table 57-366,67). This molecule belongs to a che-
mokine superfamily that includes neutrophil-activating 
peptide-2, platelet factor-4, growth-related cytokine (GRO), 
and interferon inducible protein-10, all of which are respon-
sible for the directional migration of various cells.66 Interest-
ingly, the IL-8 receptor demonstrates strong homology to a 
gene encoded by human herpesvirus-8 (HHV-8; implicated 
in the etiology of Kaposi sarcoma1). IL-8 can induce tumor 
growth, an effect attributed to its angiogenic activity, a prop-
erty that promotes vascularization. On the other hand, anti-
tumor effects of IL-8 have also been reported. Of interest 
in this regard is the fact that increased levels of IL-8 have 
been observed in lung carcinomas and in melanomas. IL-8 
may be a growth factor for pancreatic cancer and for mela-
noma.66 In melanomas, IL-8 levels correlate with the growth 
and metastatic potential of the tumor cells, and exposure of 
the cells to interferon decreases IL-8 levels and cancer cell 
proliferation.67 Blocking IL-8 or IL-8R has been suggested 
as a therapeutic strategy.66

Interleukin-9

Human IL-9 was originally identified as a mitogenic factor 
for a human megakaryoblastic leukemia. More recently, IL-9 
targets were found to encompass a wide range of cells (see 
Table 57-368,69). There is an interesting paradox between the 
unresponsiveness of normal T cells to IL-9 and the potent 
activity of this molecule on lymphoma cells. This contrast 
is illustrated by the observation that murine T cells acquire 
the ability to respond to IL-9 after a long period of in vitro 
culture, while they simultaneously acquire characteristics of 

tumor cell lines. Observations made with transgenic mice 
also demonstrate the oncogenic potential of dysregulated 
IL-9 production, because 5% to 10% of mice that overex-
press this cytokine develop lymphoblastic lymphomas.69 
In line with these findings, constitutive IL-9 production by 
human Hodgkin lymphomas and large-cell anaplastic lym-
phomas has now been clearly documented.68

Interleukin-10

IL-10 is a pleiotropic cytokine, initially discovered as an 
activity produced by murine type 2 helper T cells (Th2; 
see Table 57-370-74). It was first called cytokine synthesis 
inhibitory factor because of its ability to inhibit the pro-
duction of certain cytokines by Th1. Of interest, IL-10 
exhibits strong DNA and amino acid sequence homology 
to an open reading frame—BCRF1—in the Epstein-Barr 
virus (EBV) genome.1 Indeed, BCRF1 has been called viral 
IL-10. The protein product of BCRF1 (viral IL-10) exhibits 
properties similar to those of human IL-10. The ability of 
EBV to transform human B cells may be, at least in part, a 
ramification of the ability of viral IL-10 to stimulate B-cell 
proliferation.

IL-10 may have a role in the development of lymphoma 
through several mechanisms, including its proliferation-
stimulating properties on B cells and its immunosuppressive 
properties that impair viral control and tumor immuno-
surveillance. This role has been demonstrated in a severe 
combined immunodeficiency (SCID) mouse model for 
lymphomagenesis.1 Of interest, primary B lymphoma cells 
from both HIV-positive and HIV-negative patients with 
lymphoma (NHL) secrete substantial amounts of IL-10. 
Indeed, several groups of investigators have evaluated the 
role and prognostic significance of IL-10 in patients with 
NHL.73,74 A series of studies has demonstrated that IL-10 
levels are elevated in lymphoma patients and that high IL-10 
levels correlate with prognosis, if an assay that detects both 
human and viral IL-10 is used. Assays that detect only 
human IL-10 yield no correlation with prognosis. These 
studies raise additional questions about the participation of 
EBV in lymphomagenesis.

In general, the biologic role of IL-10 in cancer is quite 
complex. The presence of IL-10 in advanced metastases and 
the positive correlation between serum IL-10 levels and 
progression of disease support the negative regulatory role 
of IL-10 in the tumor microenvironment. Therefore, inhi-
bition of IL-10 could be a useful therapeutic approach as 
a novel cancer immunotherapy. The combination of IL-10 
antagonism and immunostimulatory approaches such as 
cancer vaccines could also be considered as an attractive 
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design. However, because of its various biologic functions in 
the tumor microenvironment, careful clinical investigation 
to define the administration of anti-IL-10 agents is critically 
important.

Interleukin-11

IL-11 was originally characterized as a thrombopoietic 
factor, but it is now known to be expressed and have 
activity in a multitude of other systems, including the 
intestine, testes, and central nervous system (see Table 
57-375,76). Clinically, this cytokine has been approved 
by the FDA for amelioration of chemotherapy-induced 
thrombocytopenia.

IL-11 acts as a synergistic factor with IL-3, GM-CSF, 
and SCF to stimulate proliferation of human primary leu-
kemia cells, myeloid leukemia cell lines, megakaryoblastic 
cell lines, and erythroleukemic cell lines and to stimulate 
leukemic blast colony formation. IL-11 mRNA expression 
in leukemic cells and inhibition of leukemic cell growth by 
IL-11 antisense oligonucleotides suggest that IL-11 may 
function as an autocrine growth factor in leukemic cell lines. 
Although IL-11 stimulates the proliferation of murine plas-
macytoma cells and murine hybridoma cells, the effect of 
IL-11 on the growth of human myeloma/plasmacytoma 
cells is controversial.75

IL-11: Clinical Trials/Applications

A multicenter, randomized, placebo-controlled clinical 
trial of IL-11 versus placebo showed that IL-11 reduced 
the need for platelet transfusion after chemotherapy. This 
led to its FDA approval. Edema was the most common 
clinical problem associated with IL-11. Some patients 
developed pleural effusions, shortness of breath, and/or 
atrial arrhythmias.1 Lower dosages of IL-11 (10 μg/d 
subcutaneously) have been reported to be safe for pro-
longed administration and to effectively raise platelet 
counts in patients who had a variety of bone marrow 
failure states.76 Given the high expression of IL-11Rα 
protein and the proposed role of IL-11/IL-11Rα signal-
ing in bone metastasis, it has been considered as a candi-
date target for primary and metastatic osteosarcoma. In 
animal models of osteosarcoma, it has been shown that 
IL-11Rα within the bone microenvironment is accessible 
to a circulating particle displaying a mimic of the native 
ligand, IL-11, and strongly accumulates within the tumor. 
The data indicated that IL-11Rα is a candidate target 
in human osteosarcoma and may serve as a target for 

ligand-directed delivery of agents against this disease.77 
More recently, it has been also shown that the intravenous 
injection of IL-11Rα-CAR T cells induced the regres-
sion of established osteosarcoma lung metastases by an 
ex-vivo model using genetically modified T cells targeting 
IL-11Rα.78

Interleukin-12

IL-12 is an NK cell stimulatory factor and is crucial to the 
development of Th1 cells.79 There seems to be a common 
pathway leading from the innate immune response to adaptive 
immunity-intracellular pathogens to stimulate macrophages 
to produce IL-12, which then promotes the development of 
Th1 cells from a naïve cell population. This pathway may 
be exploitable in the design of novel immunotherapies and 
vaccines (see Table 57-379-81). IL-12 is a potent proinflam-
matory molecule that is essential for resistance to bacterial, 
fungal, and parasitic infections. It is produced within a few 
hours of infection, activates NK cells, and, through its abil-
ity to induce interferon (IFN)-γ production, enhances the 
phagocytic and bacteriocidal activity of phagocytic cells and 
their ability to release proinflammatory cytokines, including 
IL-12 itself. IL-12 is also a key immunoregulatory molecule, 
especially of Th1 responses. It is produced during the early 
phases of infection and inflammation and sets the stage for 
the ensuing antigen-specific immune response, favoring dif-
ferentiation and function of the Th1 T cells while inhibiting 
the differentiation of the Th2 T cells. IL-12 also enhances 
the generation of cytotoxic T cells and LAK cells. IL-12 syn-
ergizes with other hematopoietic factors to promote survival 
and proliferation of early multipotent hematopoietic progen-
itor cells and lineage-committed precursor cells.1 Although 
IL-12 has mostly stimulatory effects on hematopoiesis 
in  vitro, IL-12 treatment in  vivo decreases bone marrow 
hematopoiesis and both transient anemia and neutropenia.

IL-12: Clinical Trials/Applications

IL-12 has the potential for exploitation in the treatment of 
allergy and as an adjuvant for infectious disease therapy.80 In 
addition, the ability of IL-12 to revert existing states of toler-
ance or anergy makes it a candidate for use in the composition 
of vaccines for infectious agents or tumors. Phase I clinical trials 
have begun in oncology (with an emphasis on melanomas, renal 
cell carcinomas, and cutaneous T-cell lymphomas) as well as in 
the setting of HIV infection and chronic hepatitis B and C. In 
early clinical testing, IL-12 has shown limited benefit in patients 
with almost any malignancies. Moreover, in a clinical trial 
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testing a combination of IL-12 and rituximab in patients with 
follicular B-cell non-Hodgkin lymphoma, those treated with 
IL-12 showed a lower response rate.82 Further studies showed 
that extended exposure to IL-12 induced T-cell exhaustion and 
contributed to the poor prognosis in these patients.83 Long-
term exposure of freshly isolated human CD4+ T cells to IL-12 
caused T-cell dysfunction and induced expression of TIM-3 
(a T-cell immunoglobulin and mucin domain protein with a 
known role in T-cell exhaustion), in vitro. TIM-3 was required 
for the negative effect of IL-12 on T-cell function. Importantly, 
TIM-3 also was highly expressed on intratumoral T cells that 
displayed marked functional impairment. These findings iden-
tify IL-12– and TIM-3–mediated exhaustion of T cells as a 
mechanism for poor clinical outcome when IL-12 is adminis-
tered to follicular B-cell non-Hodgkin lymphoma patients.

Interleukin-15

IL-15 shares biologic activities with IL-2 (see Table 57-384,85). 
Like IL-2, IL-15 is able to trigger both proliferation of and 
immunoglobulin production by normal B lymphocytes. IL-15 
also stimulates the proliferation of NK cells and activated 
CD4+ and CD8+ T cells, and it facilitates the induction of cyto-
lytic effector cells (such as LAK cells). Finally, the numbers of 
CD8+ memory T cells are maintained in animals by a balance 
between the stimulatory effect of IL-15 and the suppressive 
effects of IL-12. IL-15 responsiveness distinguishes malignant 
B cells from normal B lymphocytes. In contrast to normal B 
lymphocytes, which require preactivation in order to proliferate 
in response to IL-15, leukemic cells from patients with chronic 
B-cell malignancies proliferate in response to IL-15 regard-
less of in vitro preactivation. Two decades after its discovery, 
IL-15 is now one of the most promising new candidates in 
cancer immunotherapy, as well as for the treatment of infec-
tious diseases. IL-15 is considered as a strong potential cancer 
therapeutic because of its ability to stimulate NK and CD8+ 
T cells without inducing capillary leak syndrome. Moreover, it 
does not trigger Tregs or suppressor cells that might alter its 
therapeutic benefits. The Phase I study of recombinant hIL-15 
in refractory metastatic malignant melanoma and metastatic 
renal cell cancer is an active first-in-humans study conducted 
by the National Cancer Institute’s Center for Cancer Research.

Interleukin-16

Cruikshank and Center first described IL-16 in 1982 
(see Table 57-386). They found that this molecule was a 

lymphocyte chemoattractant factor expressed by mitogen-
stimulated human peripheral blood mononuclear cells 
(PBMCs). IL-16 has been implicated in several condi-
tions, including asthma and granulomatous inflamma-
tion.86 It may also have antiviral effects in the context of 
HIV-1.1

Interleukin-17

Human IL-17 was originally identified by Rouvier and col-
leagues (see Table 57-387,88). Of interest, this molecule has 
72% overall sequence identity at the amino acid level with 
open reading frame 13 of herpesvirus saimiri.1 Although 
limited in number, studies suggest that IL-17 may be a 
soluble factor by which T cells induce or contribute to 
inflammation,88 IL-17 can also stimulate epithelial, endo-
thelial, and fibroblastic cells and macrophages to express 
a variety of cytokines. The cytokines released after expo-
sure to IL-17 seem to be cell specific. For instance, fibro-
blast cells produce IL-1, G-CSF, IFN-γ, IL-6, and IL-8 
in response to IL-17, and macrophages produce tumor 
necrosis factor (TNF)-α, IL-1β, IL-1Rα, IL-6, IL-10, and 
IL-12. IL-17 also exhibits indirect hematopoietic activity 
by enhancing the capacity of fibroblasts (through stimula-
tion of growth factor release) to sustain the proliferation 
of CD34+ hematopoietic progenitors and their differentia-
tion into neutrophils.88 IL-17 can also promote the matu-
ration of dendritic cell progenitors. Because IL-17 acts to 
differentiate early dendritic cells, it has been implicated in 
host T-cell allostimulation and graft rejection.1

Interleukin-18

IL-18 (IFN-inducing factor) was first described as a serum 
activity that induced IFN-γ production in mouse spleen 
cells.1 It is related to the IL-1 family of genes (see Table 
57-329,89,90). IL-18 has a molecular weight of 18 to 19 kDa 
and has homology to IL-1.89 Like IL-1β, IL-18 is initially 
synthesized as an inactive precursor molecule (pro-IL-18) 
lacking a signal peptide and is cleaved by ICE to yield an 
active molecule.1 T lymphocytes, NK cells, and macro-
phages are primary targets for IL-18. For example, IL-18 
directly stimulates the production of TNF in human blood 
CD4+ T lymphocytes and NK cells and plays an important 
role in promoting a long-lasting Th1 lymphocyte response 
to viral antigens. IL-18 does not seem to be an endogenous 
pyrogen but may nevertheless contribute to inflammation 
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and fever because it is a potent inducer of TNF, chemo-
kines, and IFN.90 In the case of IFN-γ induction, IL-18 
acts as a costimulant with mitogens or IL-2. Indeed, mice 
deficient in ICE, the molecule that cleaves pro-IL-18 
to its mature form, fail to produce IFN-γ in response to 
endotoxin.

More specifically in cancer, IL-18 plays a pivotal role 
in inflammation and immune responses during cancer 
progression. In patients with various cancers, increased 
IL-18 serum levels accompany tumor progression and 
have a negative prognostic impact. In the absence of 
Th1-like cytokines, IL-18 alone accelerates tumor pro-
gression. Moreover, IL-18 could drive the expression of 
PD-1 (Programmed Death-1) on mature NK cells with 
immunosuppressive functions that could act as negative 
regulator of general NK responses.91 Therefore, sys-
temic depletion of IL-18 by a binding protein is vital to 
stimulate NK cell–dependent immunosurveillance in 
tumor models. Because of this definition of IL-18 as an 
immunosuppressive cytokine in cancer, it is important to 
include this information in our novel clinical implemen-
tations of anti-PD-1 antibodies in human malignancies 
that produce IL-18.

Interleukin-19

IL-19 is one of the members of the human IL-10 family 
of cytokines (see Table 57-392). IL-19 shares 21% amino 
acid identity with IL-10, and the exon/intron structure of 
IL-19 is similar to that of the human IL-10 gene, compris-
ing five exons and four introns within the coding region 
of the IL-19 cDNA. The expression of IL-19 mRNA 
can be induced in monocytes by lipopolysaccharides or 
GM-CSF.

Interleukin-20

IL-20 was discovered as another IL-10–related cytokine. It 
induces keratinocyte proliferation and causes aberrant epider-
mal differentiation in the skin.93 The IL-20 receptor complex 
is described as a heterodimer of two orphan class II cyto-
kine receptor subunits termed IL-20Rα and IL-20Rβ (see 
Table 57-393-95). Recombinant IL-20 binds to its receptor 
on keratinocytes and stimulates a STAT3-containing signal 
transduction pathway.95 Experimental evidence suggests a 
role for IL-20 and its receptor in psoriasis, a multigenic skin 
disease characterized by increased keratinocyte proliferation 

and differentiation. Clinical applications are currently under 
consideration.

Interleukin-21

IL-21, a cytokine most closely related to IL-2 and IL-15 (see 
Table 57-394,96,97), is involved in the proliferation and matu-
ration of NK cell populations from bone marrow, as well as 
in the proliferation of mature B-cell and T-cell populations.96 
IL-21 has been implicated in the activation of innate immune 
responses and in the Th1 response. IL-21 also plays a critical 
role in regulating immunoglobulin production of B cells.97

IL-21 is emerging as a key T-cell and NK cell immuno-
regulatory cytokine with multiple effects.98-100 It is produced 
mainly by activated CD4+ T cells, CD4+ follicular helper cells, 
and activated NK cells. In NK cells, IL-21 is a cell growth 
factor that induces NK cell expansion101 and promotes cyto-
toxic activity, especially through antibody-dependent cellular 
cytotoxicity (ADCC) in cancer.99,102,103 IL-21 also helps drive 
cytotoxic CD8+ T-cell activity by enhancing the expression of 
perforin and granzymes.99,103 However, in T cells, the effects 
of IL-21 can be pleiotropic and may depend on the state of 
differentiation of the T cell. In naïve and memory T cells, 
IL-21 promotes the maintenance of a memory phenotype by 
facilitating the stable expression of CD28 and other memory 
T-cell markers associated with the preservation of robust 
proliferative potential of the effector-memory cells after initial 
antigen-specific expansion.98,104 IL-21 has also been found to 
inhibit Foxp3 expression and increase the expansion of cyto-
lytic CD8+ T cells during an immune response.105 Another 
mechanism of action of IL-21 that has emerged recently is 
telomerase. In both NK cells and T cells, IL-21 has been 
shown to induce or maintain telomerase expression and pre-
vent telomere erosion during cell expansion.101 Nevertheless, 
by itself, IL-21 is a relatively poor driver of T-cell division. 
However, combinations of IL-21 with other gamma chain 
cytokines, such as IL-2 and IL-15, have been found to syner-
gize in driving T-cell division and maintenance of an effector-
memory phenotype. This has been demonstrated during the 
activation and expansion of tumor antigen–specific T cells 
in melanoma, for example, where IL-21 maintained CD28 
expression in the primed MART-1–specific T cells and in 
tumor-infiltrating lymphocytes (TIL) expanded with IL-21 
in synergy with IL-15.104,106 Another key function for IL-21 
in human T cells seems to be in facilitating the expression of 
effector molecules in CD8+ T cells. For example, IL-21 was 
found to restore and increase perforin expression in CD8+ 
T cells from HIV-infected patients.107,108 Clinical trials with 
IL-21 have begun recently.
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IL-21: Clinical Trials/Applications

A number of small Phase I and Phase II clinical trials 
with recombinant IL-21 (Denenicokin from Zymoge-
netics) have been completed with a dose range between 
1 and 300 μg/kg given either subcutaneously or intra-
venously.109 A recent Phase I dose-escalation clinical 
trial using subcutaneous IL-21 injection (3 to 300 μg/
kg) 3 days a week for 8 or 16 weeks in metastatic can-
cer patients (melanoma and renal cell carcinoma) found 
that it was relatively well tolerated with a maximum tol-
erated dose of 200 μg/kg.110 Interferon-γ, perforin, and 
granzyme B mRNA expression in peripheral blood and 
granzyme B protein expression in both CD8+ T cells and 
NK cells were found at the higher dose range, consistent 
with the activation of cytotoxic lymphocytes.110 Some 
clinical responses were also noted. Similar results were 
found in a Phase I trial using intravenous IL-21 infu-
sion.111,112 Other clinical trials are now combining IL-21 
with tumor cell targeting monoclonal antibodies, such as 
anti-EGFR, to facilitate ADCC by driving NK cell acti-
vation. A regimen of IL-21 with cetuximab (anti-EGFR) 
in colorectal cancer patients was well tolerated, with 
some clinical benefit noted.113 However, in other circum-
stances, dose-limiting hematologic toxicities in combi-
nation with other agents, such as sunitinib in renal cell 
carcinoma patients, have been found.114 Overall, IL-21 
is a promising agent against cancer, and its immunologi-
cal mechanism of action suggests that it should be tested 
in combination with targeted monoclonal antibodies to 
accentuate ADCC102 or with prior cytotoxic therapy to 
release tumor antigens and also activate NK cells, where 
the cytokine can then enhance an induced NK cell or 
T-cell response.

Interleukin-22

IL-22 was originally described as an IL-9–inducible gene 
and called IL-TIF.155 IL-22 activities include induction of 
the acute-phase response in hepatocytes. These activities 
are mediated through a heterodimeric receptor composed 
of the IL-22R subunit and the chain of IL-10R.116 In addi-
tion to its cellular receptor, IL-22 binds to a secreted class 
II cytokine receptor family member that acts as a natural 
IL-22 antagonist (see Table 57-3115,116). IL-22 is mainly 
produced by activated T-cell subpopulations (Th22, Th1, 
Th17), and TNF-α, IL-17, and IFN-α amplify its effects 
on cells of the skin and gastrointestinal and respiratory 
systems. Blood and lesional skin samples from psoriasis 
patients demonstrate high levels of IL-22; it acts principally 

on keratinocytes and does not influence the immune sys-
tem.117 IL-22 probably plays the main role in the induc-
tion of psoriatic epidermal alterations, and therapeutic 
approaches that counteract IL-22 are under consideration 
as of today.

Interleukin-23

IL-23 is a member of the IL-6 family of cytokines and is closely 
related in structure to IL-12. IL-23 and IL-12 are heterodi-
meric cytokines that share the p40 subunit, and each has a 
unique second subunit, IL-23p19 and IL-12p35, respectively 
(see Table 57-3118). In addition to the close structural relation-
ship between IL-23 and IL-12, their heterodimeric receptors 
share the IL-12Rb chain, and these cytokines have similar 
properties.118

Interleukin-24

When IL-24 was discovered, it was designated as mela-
noma differentiation–associated gene-7 (mda-7), because 
it was identified by subtractive hybridization after the treat-
ment of melanoma cells with IFN-β and mezerein, which 
caused their terminal differentiation and growth arrest.119 
Later, it was recognized that mda-7 encodes a secreted 
protein that exhibits significant homology to IL-10 (see 
Table 57-394,120-124). Then, this molecule was officially des-
ignated as IL-24.120 Human IL-24 is secreted by activated 
PBMCs and is the ligand for two heterodimeric receptors, 
IL-22R1/IL-20R2 and IL-20R1/IL-20R2.121 IL-24 also 
acts as a tumor suppressor gene, and the protein prod-
uct was found to be constitutively expressed by melano-
cytes, nevus cells, and some primary melanomas but not 
metastatic lesions of melanoma.122,123 It is an example of 
a tumor suppressor gene exhibiting immune stimulatory 
properties.124

IL-24: Clinical Trials/Applications

Because of the tumor suppressor characteristics of IL-24, it 
may potentially be used for cancer treatments in the clinic. 
Gene transfer of IL-24 was studied in the Phase I setting 
using intratumoral injections of Ad-mda7/IL-24 (INGN 
241) in 28 patients with resectable solid tumors.125 It has 
been reported that intratumoral administration of INGN 
241 is well tolerated and induces apoptosis in a large per-
centage of tumor cells.125,126 Future clinical approaches will 
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be required to determine whether IL-24 represents a viable 
therapeutic in cancer and whether it could be rationally com-
bined with other cancer therapeutics to improve tumor kill-
ing in patients.

Interleukin-25

IL-25 was recently identified as a cytokine that is structurally 
related to IL-17 and induces IL-4, IL-5, and IL-13 gene expres-
sion (see Table 57-3127). The induction of these cytokines 
results in Th2-like responses marked by increased serum IgE, 
IgG1, and IgA concentrations, blood eosinophilia, and epithe-
lial cell hyperplasia. Little is known about this newly discovered 
cytokine besides the fact that IL-25 is derived from Th2 T cells 
and that it can amplify allergic-type inflammatory responses by 
its actions on other cells.

Interleukin-26

Subtraction hybridization coupled with representational dif-
ferential analysis identified IL-26/AK155 as a gene upregu-
lated in human T cells following infection with herpesvirus 
saimiri (HVS1). It has the capacity to transform these cells 
in culture (see Table 57-394,128). The IL-26 protein has 
24.7% amino acid identity and 47% amino acid similarity 
with human IL-10. Structural analysis revealed that IL-26 
contains six helices with four highly conserved cysteine 
residues, which are assumed to be relevant for dimer forma-
tion, as is the case with IL-10. It was determined that IL-26 
mRNA is specifically overexpressed by T cells after HVS 
transformation.

Interleukin-27

In 2002, Pflanz and colleagues129 described a new heterodi-
meric cytokine related to IL-12. This cytokine was desig-
nated IL-27. IL-27 acts together with IL-12 to trigger IFN-γ 
production by naïve CD4+ T cells (see Table 57-3129,130). 
They also identified IL-27 as the ligand for TCCR/WSX-
1, a novel member of the class I cytokine receptor family 
shown to be important for Th1 development.1 Recent stud-
ies have found that IL-27 has the ability to induce tumor-
specific antitumor activity and protective immunity and that 
the antitumor activity is mediated mainly through CD8+ T 
cells and IFN-γ.130 IL-27, similar to IL-12, shows antitumor 
activity in different tumors via induction of NK and CTL 

response or inhibition of angiogenesis by the induction of 
CXCL9 and CXCL10.131,132 It has also an antiproliferative 
effect on melanoma cells,133 which express its receptor (and 
multifunctional antitumor roles in multiple myeloma134).

Interleukin-28 and Interleukin-29

The IL-28 family has been identified from the human 
genomic sequence, and the member cytokines have been 
designated interleukin 28A (IL-28A), IL-28B, and IL-29. 
These molecules are distantly related to type I IFNs and 
the IL-10 family. IL-28 and IL-29 are induced by viral 
infection and show antiviral activity. Moreover, IL-28 
and IL-29 interact with a heterodimeric class II cytokine 
receptor that consists of IL-10Rβ and an orphan class II 
receptor chain, designated IL-28Rα. This newly described 
cytokine family may serve as an alternative to type I 
IFNs in providing immunity to viral infection (see Table 
57-3135). Their antiviral effects and gene-inducing activi-
ties have been compared with those of IFNs, but the data 
are very limited at present. Their clinical use has the poten-
tial for the treatment of hepatitis C virus (HCV) infection 
based on comparative analyses of their transcriptome and 
antiviral properties.136

Interleukin-31

IL-31 has been identified as a four-helix bundle cytokine that 
is preferentially produced by T-helper type 2 cells. IL-31 sig-
nals through a receptor composed of IL-31 receptor A and 
oncostatin M receptor. Expression of IL-31 receptor A and 
oncostatin M receptor mRNA was induced in activated 
monocytes, whereas epithelial cells expressed both mRNAs 
constitutively (see Table 57-3137). More specifically, the data 
indicated that IL-31 might be involved in promoting the der-
matitis and the epithelial responses that characterize allergic 
and nonallergic diseases. It is also known that binding of 
IL-31 to its receptor activates JAK/STAT, PI3K/AKT, and 
MAPK pathways.138

Interleukin-32

IL-32 is a recently discovered proinflammatory cytokine that 
induces TNF-α, IL-1β, IL-6, and chemokines (see Table 
57-3139). The proinflammatory activity of IL-32 seems to 
take place after degradation of IKβ, leading to activation of 
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NFκB as well as phosphorylation of mitogen-activated pro-
tein p38.139 IL-32 was originally identified as a transcript, 
NK cell transcript 4 (NK4), the expression of which was 
increased in activated NK cells. It has been very recently 
demonstrated that NK4 is secreted from several cells on the 
stimulation of some inflammatory cytokines, such as IL-18, 
IL-1β, IFN-γ, and IL-12.140 The gene encoding IL-32 
resides at chromosome 16 p13.3, and six mRNA transcripts 
resulting from mRNA splicing are presently known, but 
the functional differences between these isoforms remain 
unknown.141 The interaction between tumor and immune 
cells is responsible for overall tumor progression or regres-
sion. Cytokines can act as inducers via activation of T cells 
and NK cells in the tumor tissues, which results in the 
apoptotic cell death of tumor cells. A recent study revealed 
the role of IL-32 in STAT3 and NFκB pathways during 
cancer development, which are known to stimulate prosur-
vival, proliferative, anti-apoptotic, and pro-angiogenic genes 
in cancer development.142 This study showed that IL-32 
inhibits constitutively activated STAT3 and NFκB signal-
ing, reduces the production of pro-inflammatory cytokines, 
and increased production of anti-inflammatory cytokines in 
colon cancer and melanoma cells. At this point, it is clear that 
IL-32 may play significant pathophysiological roles in cancer 
development.

Interleukin-33

IL-33, a member of the IL-1 family, which mediates its 
biologic effects via IL-1 receptor ST2, activates NFκB 
and MAP kinases, and it drives production of T(H)2-
associated cytokines from in vitro polarized T(H)2 cells. 
In  vivo, IL-33 induces the expression of IL-4, IL-5, and 
IL-13 and leads to severe pathologic changes in mucosal 
organs (see Table 57-3143). Analysis of a panel of human 
and mouse cDNA libraries by real-time quantitative poly-
merase chain reaction (PCR) showed that IL-33 mRNA 
is broadly expressed in many tissues. At the protein level, 
it is expressed by many cell types following pro-inflamma-
tory stimulation, such as fibroblasts, epithelial cells, and 
endothelial cells.144 In the absence of pro-inflammatory 
stimuli, IL-33 localizes to the nucleus.145,146 Nuclear 
localization of full-length IL-33 is mediated by the amino 
terminus, which contains a nuclear localization sequence 
and a short chromatin-binding motif. IL-33 has a dual 
role in disease; it is associated with host protection against 
infections by promoting T(H)2 cells but can also aggra-
vate T(H)2 and mast cells in inflammatory diseases.144 
The role of IL-33 in bacterial and viral infections remains 
to be explored, and its contribution to many inflamma-
tory diseases is vital not only for inflammation but also for 

many cancers, which could be caused by chronic inflam-
mation via induction of genetic and epigenetic aberrations 
in affected cells.

Interleukin-35

IL-35 represents a new member of the heterodimeric IL-12 
cytokine family. It is a novel inhibitory cytokine that is pro-
duced by Treg cells and contributes to their suppressive 
activity.

In  vivo studies showed that IL-35 reduces the inci-
dence of arthritis and pathologic features of collagen-induced 
arthritis in mice by regulating serum levels of IL-10, IFN-γ, 
and IL-17.147 Because IL-35 may be secreted exclusively by 
Treg cells and other cell populations with regulatory poten-
tial, it represents a novel potential target for the therapeutic 
manipulation of Treg activity to treat cancer and autoimmune 
diseases.

Interleukin-36

IL-36α, IL-36β, and IL-36γ are members of the IL-1 fam-
ily of cytokines. They signal through the IL-1 receptor fam-
ily members IL-1RL2 and IL-1RAcP to activate NFκB and 
MAPKs148 and play an important role in skin biology. Simi-
lar to the classical IL-1 cytokines, IL-36 cytokines are also 
involved in the regulation of immune responses. IL-36s are 
expressed in a restricted manner, primarily in the skin, airway, 
and other epithelial tissues, whereas the receptors are more 
commonly expressed,149 such as in the lung, joint, gut, kidney, 
and brain.

Interleukin-37

Since the discovery of IL-1 in 1977, the nomenclature has 
been continuously evolving, and there have been proposals for 
the assignment of new members to the IL-1 family.150 IL-37 
was originally defined as IL-1 family member 7 (IL-1F7), 
and transcripts are detected in lymph nodes, thymus, bone 
marrow, lung, testis, uterus, and placenta.149 The anti-inflam-
matory features of IL-37 have been demonstrated in  vitro. 
TGF-β and several Toll-like receptor (TLR) ligands induce 
production of high levels of IL-37 by PBMCs; proinflamma-
tory cytokines such as IL-18, IFN-γ, IL-1β, and TNF moder-
ately increase IL-37 levels.151 In addition, expression of IL-37 
in monocytic cells has been shown to reduce several intra-
cellular kinases important for transducing proinflammatory 
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signals, such as focal adhesion kinase (FAK), STAT1, p38 
MAPK, and c-jun. Therefore IL-37 is considered as one of 
the many key modulators of inflammation.

Interleukin-38

IL-38, originally named IL-1 family member 10, is one of 11 
members of the family. Earlier studies show that IL-38 poly-
morphisms are associated with psoriatic arthritis and anky-
losing spondylitis and suggested a role in the pathogenesis 
of these inflammatory diseases.152,153 It has recently been 
shown that IL-38 binds to the IL-36R, as does IL-36Ra, 
and that IL-38 and IL-36Ra have similar biologic effects on 
immune cells and reduce the production of IL-17 and IL-22, 

which is similar to that caused by the IL-36 receptor antago-
nist in the same PBMC cultures.154

Conclusion

Many, if not most, cytokines and their respective natural 
inhibitors are ubiquitously expressed and have myriad bio-
logic properties that influence virtually every organ system. 
It is already apparent that these molecules may also be effec-
tive in allergic, inflammatory, and autoimmune diseases, as 
well as in cancer therapeutics. The emerging understanding 
of their role and the availability of recombinant molecules 
for clinical therapeutics suggest that their application is still 
evolving and will ultimately affect many areas of medicine.
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Chemoprevention is the use of pharmacologic interventions 
to reduce the risk of cancer or to treat or reduce the risk 
of intraepithelial neoplasia (IEN1) developing into cancer. 
As a noninvasive lesion representing an often pathologi-
cally discernable intermediate state between normal and 
malignant tissue, IEN has a substantial cancer risk.2 The 
molecular biology of preinvasive carcinogenesis and drug 
interventions was substantially advanced by translational 
research of a few pioneering groups, including studies by 
Hong and colleagues in head and neck carcinogenesis and 
its response to retinoids.1,3-7 These early studies presaged 
the emergence of molecular-targeted approaches, which 
have not only become a mainstay in therapeutic drug devel-
opment but are also the major focus of chemopreventive 
drug development today.8

Molecular-Targeted Prevention

Molecular-targeted drug development is based on the con-
cept that neoplasia is a multistep process, which involves 
accumulating genetic and epigenetic alterations driven by 
genomic instability, and a multifocal process, which involves 
field carcinogenesis and clonal spread.1,9 Hallmarks of these 
processes include evasion of apoptosis, self-sufficiency in 
growth signals, insensitivity to antigrowth signals, strong rep-
licative potential, and sustained angiogenesis. These molecu-
lar alterations and hallmarks can develop in IEN. Major 
advances in molecular-targeted chemoprevention include 
the drugs tamoxifen and raloxifene (targeting the estrogen 
receptor [ER]), finasteride (targeting 5α-reductase), and 
celecoxib (targeting cyclooxygenase-2 [COX-2]10-16).

Biomarkers play a major role in all aspects of molecular-
targeted chemoprevention, including as (1) molecular targets 
for identifying new agents; (2) targets to help determine the 
biologically active doses delivered to tissue; (3) cancer risk, 
prognosis, or predictive markers for selecting (or stratify-
ing) study patients; (4) endpoints of Phase Ib and Phase II 

drug activity trials; and (5) surrogate efficacy and toxicity 
endpoints in Phase III cancer prevention trials. Although 
receiving keen interest, surrogate biomarkers are extremely 
complicated and may yet be a long way from validation as pri-
mary endpoints of Phase III trials.17,18 Encouraging results 
on potential new surrogate endpoint biomarkers are emerg-
ing from work on proteomic and genomic profiling in trials 
of the selective COX-2 inhibitor celecoxib,19,20 highlighting 
the convergence of molecular markers in chemoprevention 
with those of early-detection research. Spira and colleagues21 
were the first to define the reversible and irreversible genetic 
effects of cigarette smoke using gene expression profiling on 
human airway epithelial cells. Given that cigarette smoke 
creates a field of injury throughout the airway, they identi-
fied an 80-gene biomarker that distinguishes smokers with 
and without lung cancer. This biomarker panel had approxi-
mately 90% sensitivity for stage I cancer across all subjects 
and 95% sensitivity when combined with lower airway cell 
cytopathology, demonstrating a potential cancer-specific air-
way-wide response to cigarette smoke.22 Also exciting is the 
discovery that the miRNA profile derived from serum and 
plasma of various tissues/organs shows immense promise 
as a novel noninvasive biomarker for the diagnosis of cancer 
and other diseases.23 Because surgical pathology specimens 
from lung biopsies are stored as formalin-fixed, paraffin-
embedded blocks and are widely available, miRNA expres-
sion and hypermethylation of genes can be successfully 
extracted as candidate biomarkers for the early detection of  
lung cancer.24 Molecular biomarkers also can be used to con-
firm IEN response, the importance of which was suggested  
by genetic abnormalities that persisted at the site of head and 
neck IEN that had responded completely (clinically and 
histologically) in a chemoprevention trial.25,26

Molecular biomarkers also are used in the emerging 
field of preventive pharmacogenomics. Germ-line BRCA2 
mutations in people receiving tamoxifen, SRD5A2 polymor-
phisms in people receiving finasteride, cyclin D1 polymor-
phisms in people receiving retinoids, CYP2C9 genotypes 
in people receiving nonsteroidal anti-inflammatory drugs 
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(NSAIDs), and epidermal growth factor receptor (EGFR) 
tyrosine kinase (TK) domain mutations in patients receiving 
EGFR TK inhibitors (TKIs) are important examples of 
pharmacogenomic biomarkers.27-31

Prevention-Therapy Convergence

Molecular-targeting research is blurring the distinction 
between malignancy and premalignancy and between cancer 
therapy and prevention. A new generation of targeted drugs 
with acceptable therapeutic indices for prevention and ther-
apy is emerging from the molecular study of neoplasia (IEN 
and cancer), drug effects on relevant pathways, and cancer 
risk/prognosis.3 Targeted drugs can move from therapy to 
prevention (exemplified by tamoxifen, aromatase inhibitors, 
and EGFR inhibitors) or vice versa (celecoxib). It is likely 
that tamoxifen both prevented and treated subclinical cancer 
in the Breast Cancer Prevention Trial (BCPT) and adjuvant 
breast cancer trials. Always problematical, the distinction in 
cancer survivors between a second primary tumor (SPT), 
which is a prevention endpoint, and recurrence, which is a 
therapy endpoint, has been blurred further by molecular 
studies in breast and head and neck neoplasia. The distinc-
tion between cancer and IEN is blurred in definitively treated 
oral cancer patients who develop IEN at a very high risk of 
a new cancer because of genomic instability and loss of het-
erozygosity (LOH32,33). Furthermore, it is very difficult to 
determine if the new cancer developing in these patients is 
an SPT or a recurrence. Rigorous clinical determinations of 
SPT or recurrence following curative treatment of head and 
neck cancer have been questioned by genetic profiling that 
revealed substantial molecular ambiguity regarding the ori-
gins of the subsequent cancers. For example, more than 50% 
of the clinically defined SPTs were molecularly determined 
to be recurrences (i.e., to have genetic profiles consistent with 
clonal spread of the original tumor34,35).

In recent years, the paradigm in which “at-risk” tissue 
is visualized by autofluorescence has evolved and progressed 
from the lungs into the oral cavity as well as other major 
organ sites. New developments coupling autofluorescence 
with digital imaging/processing have the potential to become 
an important diagnostic adjuvant and make a significant 
impact on detection and evaluation of tissue alterations asso-
ciated with neoplastic development. An exciting new imaging 
modality recently provided proof-of-principle in the ability of 
noninvasive optical imaging to accurately identify neoplastic 
tissue and premalignant lesions.36-39 Using novel biomedical 
optics technology, microvascular blood content in the prox-
imity of a neoplasia can be measured and evaluated for field 
effects and can play a potential role in distinguishing various 
stages of neoplasia.40

Convergent Trial Designs

Two convergent trial designs involving molecular-targeted 
agents are (1) a Phase I design in which toxicity and pharma-
codynamic effects (e.g., optimal biologic doses) are assessed 
to determine the dose of an agent for subsequent Phase II 
testing in either prevention or therapy and (2) a therapy 
design with embedded prevention endpoints (e.g., IEN) for 
agents with preventive potential based on mechanistic and 
safety characteristics.3 The Phase I design can include assess-
ments of pharmacodynamic effects on tumor and surround-
ing or surrogate tissue. The embedding design can include 
Phase II or III trials in cancer settings with a prevalent IEN, 
for example, rectal aberrant crypt foci (ACFs) in single-agent 
colon cancer trials. ACFs can be identified by magnifying 
endoscopy (e.g., flexible sigmoidoscopy in the rectum) and 
are thought to be precursors of adenomas. ACFs often show 
Apc loss, K-ras mutations, and EGFR and erbB2 upregula-
tion, and the number, size, and dysplastic features of ACFs 
correlate with the number of adenomas. ACFs appeared 
to be suppressed by NSAIDs in observational studies, by 
EGFR TKIs in preclinical studies, and by metformin in an 
early clinical trial.41,42 Another embedded convergence 
approach is to assess at-risk tissue in adjuvant trials—for 
example, bronchoscopic studies in adjuvant lung cancer trials. 
A recent study detected EGFR TK domain mutations and 
increased estrogen receptor expression in histologically nor-
mal lung tissue surrounding a primary lung adenocarcinoma 
with EGFR mutations.43,44 This apparent field effect raises 
important biologic issues and may help identify patients more 
likely to benefit from adjuvant therapy with EGFR TKIs. 
Drug activity in high-risk IEN is relevant to the therapy set-
ting; prevention trials in high-risk settings and therapy trials 
have similar sizes, durations, costs, and ethical considerations 
(high cancer risk justifies potential adverse drug effects, as 
does cancer prognosis45). The highest risk IENs, such as 
familial adenomatous polyposis and oral IEN with LOH, are 
promising settings for convergent drug development.

Short-term trials in patients before a scheduled surgery 
also can be used for early-phase convergent drug develop-
ment, as illustrated by recent studies of EGFR TKIs in 
breast neoplasia. The EGFR TKIs gefitinib and erlotinib 
reduced cell proliferation in randomized presurgical trials in 
women with ductal carcinoma in situ or early-stage breast 
cancer.46,47 Although not involving therapy, a novel convergent  
approach is to embed prevention endpoints in a screening 
study. A recent randomized trial of inhaled budesonide 
was embedded within a spiral computed tomography (CT) 
screening study involving high-risk people with peripheral 
lung nodules (presumed precursors of adenocarcinoma). 
Although this study yielded negative results, the treatment 
was well tolerated. This novel trial design was the first formal 
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clinical assessment of preventive effects on adenocarcinoma 
precursors in the peripheral airway.48

Promising Convergent Targets and Drugs

Many promising targets for cancer prevention and therapy are 
in preclinical studies related to drugs currently in clinical testing 
(Table 58-1). Some of the major signaling pathways with prom-
ising molecular targets are discussed in the following sections.

EGFR Signaling

EGFR is upstream of several major targets/pathways, 
including COX-2, PI3K, and vascular endothelial growth 
factor (VEGF), and has complex interactions with retinoic 
acid signaling and the IGF axis (discussed later). (EGFR 
also is upstream of cyclin D1, signal transducer and activator 
of transcription-3 [STAT3], and Src.) The importance of 
EGFR as a prevention-therapy target is illustrated in lung 
carcinogenesis. High EGFR (ErbB1) gene copy number and 
protein expression occur in lung IEN and have been associ-
ated with a poor prognosis in resected non–small-cell lung 
cancer. EGFR inhibitors have activity in a mouse lung cancer 
prevention model and in non–small-cell lung cancer ther-
apy (in association with high EGFR). EGFR TK domain 
mutations (which are associated with EGFR TKI response) 
have been detected in high-risk nonmalignant lung tissue.43 
EGFR is a potential target for convergent drug development 
in several sites and, as discussed in the following paragraphs, 
EGFR signaling has complex pathway interactions and feed-
back loops that make it very promising for use in combina-
tion targeting approaches.

Polyunsaturated Fatty-Acid  
Metabolic Signaling

Membrane phospholipids including arachidonic acid (AA) 
and linoleic acid (LA) are converted by a series of enzymes 
to a variety of eicosanoids, which differ markedly in their 
biological activities. The cyclooxygenase (COX) pathway 
leads mostly to the generation of prostaglandins (PGs), 
prostacyclins, and thromboxanes (TXs), whereas the lipoxy-
genase (LOX) pathway leads to the formation of leukotri-
enes, hydroxyeicosatetraenoic acids (HETEs), lipoxins, and 
hydroxyoctadecadienoic acid (HODEs). These biologically 
active lipids orchestrate the complex interactions between 
transformed epithelial cells and the surrounding stromal 
cells and play crucial roles in chronic inflammation and can-
cer (as reviewed in Reference 49). The enzymes involved 

in AA metabolism (COX1/2, 5-LOX, and 12-LOX) have 
been among the most extensively studied targets for antican-
cer therapy and prevention. In addition to its other effects, 
aspirin (a nonselective NSAID) has been shown to be an 
especially effective chemopreventive agent for colorectal 
neoplasia, through its actions as an inhibitor of the COX-2 
pathway, which is overexpressed in 80% to 85% of colorectal 
cancers.50-52 The LOX pathway enzymes (5-LOX, 12-LOX, 
and 15-LOX-1/2) also have an important role in tumor 
progression and survival. The 15-LOX-1 enzyme and its  
products (15-S-HETE and 13-S-HODE) induce apoptosis, 
and losses of 15-LOX-1 expression and enzymatic activity 
were the only significant changes in LOX metabolism that 
related to the loss of cell differentiation and apoptosis in 
colon cancer cells in vitro and in polyps of familial adeno-
matous polyposis patients.53,54 Pharmacologic or genetic 
restoration of 15-LOX-1 induces apoptosis and suppresses 
tumorigenesis in  vivo. 15-LOX-1 interacts with GATA-6, 
protein kinase G, histone deacetylase (HDAC), methyl-
transferase (upstream 15-LOX-1 regulators), and PPAR-δ 
and -γ (downstream 15-LOX-1 mediators) to induce 
apoptosis and suppress carcinogenesis.53-56 13-S-HODE 
downregulates PPAR-δ to activate PPAR-γ and induce 
apoptosis, indicating that polyunsaturated fatty acid oxidative 
metabolism can influence the balance between PPAR-δ and 
PPAR-γ. Understanding the roles of prostaglandins and 
leukotrienes in epithelial-derived tumors and their microen-
vironment may help to develop cancer biomarkers and che-
mopreventive and/or therapeutic agents with minimal side 
effects compared to NSAIDs.

Nuclear Receptor Signaling

Members of the nuclear receptor (NR) superfamily of 
ligand-dependent transcription factors are implicated in a 
broad spectrum of physiologic and pathophysiologic pro-
cesses. As well, NRs have widespread anti-inflammatory 
roles in the cells of the immune system that contribute to the 
tumor microenvironment. Evidence exists for an increased 
risk for cancer development among patients with chronic 
inflammatory diseases such as diabetes or ulcerative colitis. 
That NRs and their ligands play a prominent role in modu-
lating the microenvironment and inhibiting tumor-promoting  
inflammation makes them promising therapeutic targets  
for high-risk populations when used in combinatorial or 
chemopreventive strategies.57

Promising convergent targets also are emerging from 
studies of retinoid signaling through retinoic acid receptor 
(RAR) and retinoid X receptor (RXR) types, subtypes, and 
isoforms.1,4 Retinoids modulate cell growth and gene expres-
sion by activating nuclear RARs and RXRs, each of which 
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Table 58-1 Molecular Targets and Their Agents in Development for, or Relevant to, Cancer Prevention and Therapy

Molecular Targets Agents

Prevention and Therapy

ER-α* Tamoxifen,* raloxifene,* arzoxifene

5α-reductase** Finasteride,** dutasteride**

COX-2* Celecoxib,* rofecoxib

Ornithine decarboxylase DFMO

p53 INGN2O1, ONYX-015

5-LOX Zileuton

Prostacyclin Iloprost

Aromatase Exemestane, letrozole, anastrozole

Androgen receptor Flutamide

PPAR-γ Rosiglitazone

Retinoic acid receptor/
retinoid X receptor

9-cis-Retinoic acid

Retinoid X receptor Bexarotene

EGFR Gefitinib, erlotinib, cetuximab

Therapy†

Farnesyl transferase Tipifarnib, lonafarnib

mTOR RAD-001, CCI-779, metformin

DNA methyltransferase Azacytidine

Histone deacetylase SAHA

PI3K/Akt Deguelin, myo-inositol

MMP Marimastat (broad), matlystatin B (MMP-1), metastat (MMP-2/9)

TRAIL Apo2L/TRAIL

CDK Flavopiridol (cdks 4/6,2,1); BMS 387032, seliciclib (cdks 2,1)

HER-2 Trastuzumab

VEGF Bevacizumab, VEGF trap

VEGFR Sorafenib, sunitinib, AZD2171, ZD6474, AMG 706, PTK 787

PDGFR Imatinib, sunitinib, AZD2171, PTK 787

c-KIT Imatinib, sunitinib, AZD2171, PTK 787

RET ZD6474, sunitinib, sorafenib, AMG 706

IGF-1R CP751871, 12, IGFBP3, metformin

FGFR BIBF1120, BMS 582664

MEK AZD6244, CI-1040

B-Raf Sorafenib

Src Dasatinib, AZD0530

HIF-1α 17-AAG

Proteosome Bortezomib

*Target and agent involved in U.S. Food and Drug Administration–approved cancer risk reduction or IEN treatment.
**Target and agent involved in established cancer-risk reduction/chemoprevention.
†Therapy targets and agents with potential for chemoprevention.
5-LOX, 5-Lipoxygenase; CDK, cyclin-dependent kinase; DFMO, difluoromethylornithine; EGFR, epidermal growth factor receptor; ER, estrogen receptor; FGFR, fibroblast growth factor receptor; HIF-1α, 
hypoxia-inducible factor-1 alpha; IGF-1R, insulin-like growth factor-1 receptor; MEK, mitogen-activated protein kinase/extracellular signal-regulated kinase kinase; MMP, matrix metalloproteinases; mTOR, 
mammalian target of rapamycin; PDGFR, platelet-derived growth factor receptor; PPAR-γ, peroxisome proliferator-activated receptor gamma; SAHA, suberoylanilide hydroxamic acid; VEGF, vascular 
endothelial growth factor; VEGFR, VEGF receptor.
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exists in several isoforms and possesses distinct functions. 
For example, the RAR-β2 subtype is a putative tumor sup-
pressor, whereas RAR-β4 has oncogenic properties. RAR-β2 
suppresses COX-2 expression and frequently is methylated 
in tobacco-related and other neoplasias. Recent studies have 
identified a novel RAR-β2–induced gene, RRIG1, which 
encodes a cell membrane protein that binds to and inhibits 
RhoA activity and mediates the effects of RAR-β2 on cell 
growth and gene expression.58,59 These findings highlight 
molecular pathways involving RAR-β2, RRIG1, COX-2, 
and RhoA—all of which are promising convergent targets.

IGF Axis

Targeting the insulin-like growth factor (IGF) axis continues 
to be an important area of research for both prevention and 
therapy, as illustrated by recent data in the aerodigestive tract. 
Elevated levels of IGF-1 and reduced levels of IGF binding 
protein 3 (IGFBP-3) are associated with increased risk and 
poor prognosis in lung and other cancers60; IGF-1 is a mito-
gen for a number of neoplastic cells types. The IGF-1 receptor 
(IGF-1R) is activated during lung carcinogenesis in vitro and 
in vivo in animals. Targeting IGFR and its downstream path-
ways (e.g., by the use of IGFBP-3) inhibits survival of prema-
lignant and malignant bronchial epithelial cells and vascular 
endothelial cells, decreases tumor growth and angiogenesis, 
and for this reason may be effective for cancer chemopreven-
tion.61 However, several recent Phase III chemotherapy trials 
using IGF-1R-targeting antibodies to target late-stage solid 
tumors have failed to demonstrate signs of clinical efficacy,62 
suggesting that the need to identify potential biomarkers 
that could help parse out patients who would benefit most is 
critical. Despite the poor therapeutic outcome with the anti-
IGF1R trials, encouraging results from studies targeting the 
IGF axis in a combinatorial fashion (e.g., STAT3 or IL-6) 
may be an alternative strategy for chemoprevention.63

PI3K/Akt/mTOR Signaling

Targeting the PI3K/Akt/mTOR signaling pathway is 
another promising approach, especially in the lung. Tobacco 
carcinogens induce Akt activation and lung carcinogenesis. 
The Akt pathway is activated in bronchial premalignancy 
(both proximal airway and alveolar epithelium) in smokers 
and patients with lung IEN or cancer. Preclinical in  vivo 
studies show that deguelin and myo-inositol have preven-
tive activity in lung tumorigenesis, in part via suppressing 
the PI3K/Akt pathway, disrupting Hsp90 function, and 
inhibiting HIF-1α expression.64-66 The kinase mammalian 
target of rapamycin (mTOR) is downstream of Akt, and 

the mTOR inhibitor CCI-779 blocked malignant progres-
sion of premalignant lesions with activated mTOR arising in 
the alveoli of mice that develop lung cancer because of acti-
vated K-ras.67 The mechanism by which CCI-779 inhibited 
tumorigenesis was unexpected. These lesions were infiltrated 
with macrophages, shown immunohistochemically to have 
prominent activation of mTOR signaling. A similar pattern 
of macrophage infiltration occurred in human alveolar pre-
malignant lesions (atypical alveolar hyperplasia). Treatment 
with CCI-779 induced apoptosis of macrophages, which 
coincided with the chemopreventive effect. In  vitro, CCI-
779 had no effect on LKR-13, a lung adenocarcinoma cell 
line derived from this mouse, whereas it did induce apop-
tosis of macrophages, and conditioned media from macro-
phages directly stimulated the proliferation of LKR-13 cells. 
In summary, mTOR is activated in lung premalignancy and 
is required for malignant progression in the lung. This kinase 
drives tumorigenesis in part through macrophages, a promi-
nent component of the tumor microenvironment, and the 
antitumor effect of mTOR inhibition required the presence 
of the tumor microenvironment. These findings have two 
important implications: mTOR is a potentially important 
kinase target, and the tumor microenvironment is crucial 
in malignant progression and a source for novel targets in 
chemoprevention. An mTOR inhibitor also has reversed 
Akt-dependent prostatic IEN in transgenic mice.68

Metformin belongs to the biguanide class of antidia-
betic drugs and activates the LKB1/AMPK axis (mediating 
glucose and energy homeostasis) and inhibits cancer cell via-
bility through the inhibition of mTOR. Metformin can also 
downregulate mTOR and subsequent cell growth through 
AMPK-independent mechanisms69 (Figure 58-1). A recent 
study using mouse models of lung cancer to assess the protec-
tive effect of metformin suggested two possible mechanisms: 
decreased levels of circulating insulin and lowered energy 
stress leading to inhibition of mTOR.70 Owing to the fact 
that studies show metformin is associated with a decreased 
risk of cancer incidence compared with other treatments (such 
as insulin) among diabetic patients,71 metformin is rightfully 
garnering interest for its role in cancer prevention and therapy 
and supports further testing in the clinical setting.

Looking at new targets of the antineoplastic activities of 
metformin yields some surprising and unique mechanisms. In 
paraquat-treated mice, metformin reduced the levels of mito-
chondrial ROS in an AMPK-independent manner while 
also reducing DNA double-stranded breaks.72 A recent com-
pelling study suggests the molecular mechanism by which 
metformin can elicit its biologic effects in pancreatic cancer 
stem-like cells (CSCs) is mediated through reexpression of 
miRNAs and decreased expression of CSC-specific genes.73 
Indeed, these novel mechanisms may help to explain reduced 
cancer incidence associated with metformin therapy.
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The Angiogenic Switch

The angiogenic switch is a critical regulatory switch (at 
the level of Ras) within neoplastic cells that targets the 
endothelium/microenvironment or bone marrow–derived 
cells recruited to the neoplastic site to reverse endothe-
lial quiescence, thus facilitating pathological angiogenesis. 
Dysplastic foci and microscopic tumors in various organs 
can remain undetectable and asymptomatic for years in 
the absence of inflammation and angiogenesis—both 
processes key targets for chemoprevention.74,75 Potential 
drugs targeting various angiogenic switch regulators such 
as VEGF receptors (VEGFR including VEGFR1-3), che-
mokine receptors (CXCR-2 and CXCR-4), miRNAs (e.g., 
miR-132), and matrix metalloproteinases (e.g., MMP9) 
can be strategized according to risk to optimize the block-
age of vascularization of incipient tumors. Some of these 
drug targets are under clinical development in therapy as 
well as for prevention.76,77

Combinations and Multiple Targets

Drugs designed to target a single pathway cannot usually 
combat multigenic diseases such as cancer. Combination 

drugs that affect multiple targets simultaneously are bet-
ter at manipulating complex disease systems and are less 
likely to develop drug resistance. This multidrug treatment 
modality has become the standard of care in many impor-
tant therapeutic areas. To that end, cancer chemoprevention 
using low-dose combinations of different agents instead of a 
single agent has been suggested to synergistically enhance the 
preventive effect with less toxicity and fewer side effects (as 
reviewed in Reference 78). Several promising combinations 
are listed in Table 58-2, and data supporting a few of these 
combinations are cited here. Methyltransferase inhibitors 
plus HDAC inhibitors have been shown to be highly active 
in  vitro and in suppressing lung tumorigenesis in  vivo.79 
Many studies support COX-2-inhibitor combinations, and 
there is extensive preclinical data suggesting that COX-2 
inhibition is an attractive target for overcoming resistance 
to EGFR inhibition. COX-2 inhibitors plus EGFR inhibi-
tors (e.g., in the colon) or aromatase inhibitors (in the breast) 
involve positive feedback loops. COX-2 inhibitors also block 
prostaglandin activation of EGFR and induction of aroma-
tase, possibly allowing lower doses and less toxicity of each 
agent.80,81 In a recent report, HDAC inhibitors can increase 
the sensitivity of oral adenomatous squamous carcinoma 
cells to EGFR inhibitors (possibly via effects on the epithe-
lial-to-mesenchymal transition).82

Figure 58-1 mTOR exists in the intracellular  
complexes TORC1 and TORC2. Growth factor signaling 
(through PI3K/AKT and ERK/ribosomal S6 kinase [Rsk] 
signaling) and energy homeostasis (through AMPK) directly 
lead to TSC2 phosphorylation. In vivo, metformin down-
regulates TORC1 via several potential mechanisms including 
AMPK-dependent and AMPK-independent mechanisms. 
IRS, insulin receptor substrate; LKB1, liver kinase B1; MEK, 
mitogen-activated protein kinase. (Reprinted by permission from 
the American Association for Cancer Research: Engleman JA, Cantley 
LC. Chemoprevention meets glucose control. Cancer Prev Res (Phila). 
2010;3:1049-1052.)
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Biomarker Cancer Risk Models

The identification of high-risk IEN is a major priority for 
targeted preventive drug development. This work can include 
the identification of molecular aberrancies in exfoliated cells 
and the use of novel imaging technologies. Genetic instabil-
ity and clonal selection create the risk of cancer development 
and can be marked by LOH. The 3-year oral cancer risk 
of oral IEN with LOH at 3p14 and/or 9p21 is 25%.6,83-88  
Genes implicated in this cancer risk include the FHIT tumor 
suppressor gene (found at 3p14) and the p16/p15/p14 tumor 
suppressor genes (found at 9p21). The cancer risk increases 
to at least 35% with the addition of LOH at any other site of 
a known or candidate tumor suppressor gene (e.g., TRAIL-
R1 and TRAIL-R2 at 8p21 and p53 at 17p13, respectively). 
The cancer risk associated with LOH in oral IEN has been 
confirmed by the consistent results of three independent 
groups. Recently, the oral IEN risk predictor model was fur-
ther refined with the addition of another two markers (loci 
on 4q/17p).85 LOH at 3p and/or 9p in IEN associated with 
curatively treated oral cancer has a 69% risk of a new oral can-
cer in 3 years. There are various biomarker-based models for 
predicting the oral cancer risk of oral IEN that integrates p53, 
LOH, and chromosomal polysomy,89 or combines LOH and 
nuclear phenotypic score (as measured by the Quantitative 

Tissue Phenotype Imaging System),90 or uses gene expression 
profiling.91 Recent reports outline similar biomarker panels for 
the cancer risk of esophageal IEN (Barrett’s esophagus92-95).

Novel risk assessment models are emerging from the 
joint efforts of neoplasia biology (e.g., to identify somatic genetic 
alterations) and molecular epidemiology (to identify constitu-
tional genetic alterations). This work demonstrates that studies 
of a single gene or signaling pathway can identify germline poly-
morphisms for assessing risk and carcinogen susceptibility and 
can recognize epigenetic or genetic events for early detection 
and prognosis. These studies can also help in understanding the 
mechanisms of preventive drug response or resistance. Genes 
first explored for aberrations in tumors have been explored later 
for germline aberrations contributing to cancer risk and vice 
versa, providing new targets for cancer prevention. For example, 
germline type-II 5AR gene (SRD5A2) alterations have been 
associated with cancer risk, somatic SRD5A2 mutations have 
been associated with carcinogenesis, and the SRD5A2 protein 
is the target of finasteride for preventing prostate cancer.13

Breast Cancer Risk Models

Current guidelines for breast cancer risk assessment are 
predominantly based on a modified Gail model as well as a 
modified Rosner and Colditz model. In 1989, a landmark 
study by Gail and colleagues96 described the first prediction 
model, which estimated the risk of developing breast cancer 
(in a given time period) of an American woman at a given 
age based on six risk factors: age, age at first live birth, age 
at menarche, history of breast cancer in first-degree relatives, 
number of previous breast biopsies, and history of atypi-
cal hyperplasia. The Gail model was subsequently modified 
several times to include larger, more diverse cohorts (using 
U.S. and international registries) and other unconsidered risk 
factors such as mammographic breast density and hormonal 
replacement therapy as additional predictive factors. The 
Rosner and Colditz model97 developed in 1996 was based 
on the assumption that relevant breast tissue aging variables 
played a larger role in risk assessment. However, that model 
underwent numerous modifications and validations and 
later included serum estradiol, which improved discrimina-
tory accuracy. These newer models and others offered rela-
tively higher discriminatory accuracy when compared to the 
original Gail and Rosner-Colditz models. However, a recent 
systematic review of breast cancer prediction models reports 
that, despite the substantial efforts invested in developing 
prediction models, only modest improvements in discrimina-
tory power were realized, because observer bias and variabil-
ity typically dilute the predictive and discriminative abilities 
of the model.98 Nonetheless, the U.S. Preventive Services 
Task Force recommends breast cancer risk estimation for all 

Table 58-2 Promising Molecular-Targeted Combinations for Prevention 
and Therapy

EGFR inhibitors with:
COX-2 inhibitors
RXR agonists
IGF-1R inhibitors
mTOR inhibitors
VEGF/VEGFR inhibitors
HDAC inhibitors
PPAR-γ agonists
STAT3 inhibitors

COX-2 inhibitors with:
5-LOX inhibitors
12-LOX inhibitors
15-LOX modulators
Aromatase inhibitors
IGFBP-3

IGFBP-3 with:
FTase inhibitors
PI3K/Akt inhibitors

HDAC inhibitors with:
DNMT inhibitors
PPAR-γ agonists

DNMT inhibitors with:
RAR agonists
IGFBP-3

5-LOX, 5-lipoxygenase; COX-2, cyclooxygenase-2; DNMT, DNA methyltransferase; EGFR, epidermal 
growth factor receptor; FTase, farnesyltransferase; HDAC, histone deacetylase; IGF-lR, insulin-like 
growth factor-1 receptor; IGFBP-3, IGF binding protein-3; mTOR, mammalian target of rapamycin; 
PI3K, phosphoinositide 3-kinase; PPAR-γ, peroxisome proliferator-activated receptor-gamma; 
RAR, retinoic acid receptor; RXRs, retinoid X receptors; STAT3, signal transducer and activator 
of transcription-3; VEGF, vascular endothelial growth factor; VEGFR, VEGF receptor; DNMT, DNA 
methyltransferase.
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women considering chemoprophylaxis.99 The Gail model has 
been shown to reliably predict risk at the population level, but 
its discriminatory accuracy at the individual level is modest. 
Thus, future prospective studies incorporating variables that 
are easily measured and readily available in routine practice 
will help minimize measurement bias, and using lessons 
learned from these prior and ongoing efforts will be useful 
for improving prediction models of breast cancer incidence 
and the design of successful intervention trials.100

Lung Cancer Risk Models

Lung cancer (LC) is the leading cause of cancer-related 
deaths in the United States. Although tobacco smoking 
accounts for the majority of LC, approximately 10% to 15% 
of patients with LC in the United States are lifelong never 
smokers. The World Health Organization estimates that 
25% of LC worldwide occurs in never smokers.101 Although 
cigarette smoking continues to impose substantial health and 
economic burdens on society, the development of reliable 
risk prediction tools for estimating lung cancer probability 
by smoking status holds immense public health implications, 
especially in light of the increased incidence of LC in the 
never-smoker cohort. However, there are daunting challenges 
for estimating LC risk, such as determining the risk factors 
for the 15% of LCs that occur in lifetime never smokers and 
identifying ever (former and current) smokers who have the 
highest risk of developing LC. The ability to estimate an 
individual’s absolute risk could be used to guide preventive 
interventions and to motivate modifications in lifestyle and 
behavior in the ever-smoker cohort. A few risk-prediction 
models have been developed in the past decade to estimate an 
individual’s absolute LC risk. The shared risk factors among 
these models include smoking duration and occupational 
exposure to asbestos, but differences surface when including 
family history or lung-related comorbidities.102 Although 
the risk models for estimating LC are predominantly smok-
ing-based, Foy and colleagues103 were able to fit a two-stage 
clonal expansion (an essential stage in carcinogenesis) model 
to predict LC risk based on gender and smoking history. 
Their fitted model (assuming the requirement of two unique 
mutations) was validated against the control (placebo) arm 
of the CARET cohort (beta-CArotene and Retinol Efficacy 
Trial; lung cancer incidence endpoint), where it demon-
strated accuracy in predicting the number of LC deaths 
observed during the trial (after adjusting for healthy volun-
teers effect). By using data from control subjects in the Pros-
tate, Lung, Colorectal, and Ovarian Cancer Screening Trial 
(PLCO), Tammemagi and associates developed and tested 
predictive models for the general population and a subcohort 
of ever smokers. These models were externally validated in 

PLCO intervention arm participants,104 and although the 
models demonstrated high predictive accuracy when applied 
for subsamples of women, men, whites, and nonwhites sepa-
rately, the models may not be generalizable to other popula-
tions because of the average higher socioeconomic status of 
the PLCO study participants. However, in developing LC 
risk prediction models with increasing accuracy, these newer 
models might help reduce LC mortality by identifying current 
smokers at high risk who might benefit from intensive smoking 
cessation programs.

Chemoprevention Trials

Nonmolecular-Targeted Trials

Although too toxic for long-term use, high-dose isotretinoin 
provided the proof-of-principle of chemoprevention in a 
randomized trial showing that it prevented second primary 
cancers in patients after definitive treatment of a first head 
or neck cancer.105,106 A subsequent trial of low-dose isotreti-
noin unfortunately did not reduce second primary cancers, 
recurrences, or mortality in head/neck cancer107 and lung 
cancer.108 These nontargeted trials did help develop many 
potential targets discussed previously (Promising Conver-
gent Targets and Drugs). Despite consistent epidemiologic 
data suggesting that β-carotene is associated with a lower risk 
of lung cancer, β-carotene supplements alone or combined 
with vitamin A or E increased lung cancer risk in two ran-
domized controlled trials (RCTs) in nearly 50,000 smokers 
and/or asbestos workers.109,110 These RCTs suggested that 
harm correlated with smoking intensity: no evidence from 
RCTs indicated that β-carotene increased lung cancer risk 
in nonsmokers, former smokers, or moderate (less than 
one pack per day) smokers. Another large-scale, nutrient 
approach RCT (based on prior epidemiologic and laboratory 
evidence and significant secondary endpoints) testing the 
whether selenium and vitamin E alone or together decrease 
prostate cancer (SELECT; Selenium and Vitamin E Cancer 
Prevention Trial) showed that neither selenium nor vitamin 
E prevented prostate cancer in a heterogeneous population 
of healthy men.111 The longer follow-up of SELECT par-
ticipants yielded even more dire results: healthy men who 
took a common dose and formulation of vitamin E alone had 
a significantly increased risk of prostate cancer.112 Notwith-
standing the generally negative results with vitamin and min-
eral supplements in developed countries, the combination of 
β-carotene, vitamin E, and selenium significantly reduced the 
incidence of gastric cancer and all cancers as well as mortality 
from cancer in a randomized trial involving 29,581 people in 
Linxian, China, possibly reflecting the restoration of health-
ful nutrient levels in an undernourished population.113,114
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The only proven chemopreventive approach for Barrett’s 
esophagus is photodynamic therapy (PDT). A recent RCT 
found that PDT doubled the rate of regression of high-grade 
disease to a lower grade of dysplasia or normal-appearing epi-
thelium (77% vs. 39%) and halved the rate of cancers (13% vs. 
28%) at 2 years.115,116 The PDT group had a rate of adverse 
events of 94% (vs. 13% in a control group). Complications of 
PDT in this trial included mild phototoxicity (68%) and sig-
nificant stricture formation (36%) as well as vomiting, chest 
pain, constipation, and pyrexia. In mid-2003, the U.S. Food 
and Drug Administration (FDA) approved and granted 
orphan drug designation to a photosensitizing porphyrin 
mixture (Photofrin) in conjunction with PDT for ablation of 
high-grade disease in patients with Barrett’s esophagus who 
are unable or unwilling to undergo esophagectomy.

Several RCTs of the NSAID aspirin presaged the 
COX-2–specific targeting trials discussed in Molecular-
Targeted Trials. Aspirin (325 mg/d) in 635 colorectal can-
cer survivors significantly reduced the number of patients 
with incident adenomas and caused a significant delay in the 
time to the first adenoma (vs. placebo117). An RCT of low-
dose (81 mg/d) and high-dose (325 mg/d) aspirin in 1121 
patients with prior adenomas showed that only low-dose 
aspirin reduced the risk of adenomas (especially advanced 
adenomas118). A secondary analysis of the Physicians Health 
Study (PHS) (involving 22,071 U.S. male physicians) found 
that aspirin (325 mg every other day) for an average of 5 years 
did not reduce colorectal cancer risk but slightly (and non-
significantly) reduced adenomas.119 The Women’s Health 
Study (WHS) (involving 39,876 U.S. women) found that 
low-dose aspirin (100 mg every other day) for an average of 
10.1 years did not reduce the risks of colorectal cancer or 
all or other cancers. The International CAPP Consortium 
recently conducted the largest reported clinical trial in famil-
ial adenomatous polyposis (FAP) patients and reported that 
a daily aspirin (600 mg/d) regimen for more than 1 year 
resulted in a nonsignificant reduction in polyp load (num-
ber and size), lending additional support for an anticancer 
benefit of aspirin.120 In addition, a meta-analysis of four 
RCTs that evaluated aspirin for the secondary prevention of 
colorectal adenomas indicated that aspirin reduces the risk 
of recurrence in individuals with a history of these lesions.121

Calcium modestly reduced the risk of sporadic adenomas 
in two randomized trials but did not reduce colorectal cancer in 
a large-scale trial of calcium plus vitamin D.122 The incidence 
of colorectal cancer also was reduced by 37% in the Women’s 
Health Initiative randomized trial of combined estrogen and 
progestin (vs. placebo) in 16,608 randomized postmenopausal 
women, but at the expense of an absolute increase in adverse 
cardiovascular outcomes. In carriers of Lynch syndrome, 
the most common form of hereditary colorectal cancer, the 
CAPP2 study (RCT of aspirin chemoprevention with cancer 

as the primary endpoint) reported substantial protection by 
aspirin (600 mg/d for a mean of 25 months) against colorectal 
cancer, making a clear case for the prescription of aspirin to 
this high-risk group.123 As well, a pooled analysis of individual 
patient data from RCTs of daily aspirin versus control for the 
prevention of vascular events in the United Kingdom bore out 
aspirin’s already known anticancer benefits.124

Although, strictly speaking, chemoprevention involves 
specific compounds (including extracted or synthetic nutri-
ents), foods in the diet also can influence the risk of cancer. 
Epidemiologic studies of food and diet are conflicting, and 
randomized trials do not indicate that reduced dietary fat is 
associated with a reduced risk of breast cancer or that diets 
high in fruits and vegetables or fiber are independently asso-
ciated with reduced risk of colorectal neoplasia.125,126 In 
a randomized (noncomparative) Phase II trial in high-risk 
Chinese patients with esophageal dysplastic lesions, lyophi-
lized strawberry powder (60 g/d for 6 months) significantly 
reduced the histologic grade of patients’ precancerous dys-
plastic lesions as well as protein expression of localized 
biomarkers, suggesting the protective effects of small fruits 
and vegetables.127 Despite disappointing results from recent 
large-scale randomized prevention trials such as SELECT, 
results from clinical cancer prevention trials using broccoli 
sprout–derived beverages for detoxification of airborne pol-
lutants in Qidong, China,128 and green tea extract to prevent 
oral cancer in the United States129 have provided proof-of-
principle in a clinical cancer prevention setting and lay the 
groundwork for future investigations.

Molecular-Targeted Trials

SERMs and Aromatase Inhibitors

The BCPT compared the selective estrogen receptor (ER) 
modulator (SERM) tamoxifen (20 mg/d) with placebo in 
preventing breast cancer in 13,388 women at a higher-than-
average risk of breast cancer. At a median follow-up of 55 
months, tamoxifen reduced the incidence of invasive breast 
cancer by 49% and noninvasive breast cancer by 50%.10 These 
risk reductions were similar for all age and risk groups and 
were limited to ER-positive tumors. Tamoxifen also reduced 
the risk of osteoporotic fractures but increased the risk of 
endometrial cancer, thromboembolism, and cataracts. There 
was no effect on cardiovascular disease or mental function. 
Another major tamoxifen prevention trial, the International 
Breast Cancer Intervention Study (IBIS)-I, found a signifi-
cant 32% risk reduction with tamoxifen (vs. placebo) in 7410 
randomized women.130 Tamoxifen (20 mg/d for 5 years) 
received supplemental approval from the FDA for reducing 
the risk of breast cancer in premenopausal and postmeno-
pausal women with a 5-year predicted risk of at least 1.66%. 
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The FDA also has approved tamoxifen to reduce the risk of 
contralateral cancer in breast cancer patients or of invasive 
breast cancer in women with ductal carcinoma in situ.

Based on suggestive breast-cancer-risk-reduction data 
from trials in older women to prevent or reduce osteoporosis, 
the Study of Tamoxifen and Raloxifene (STAR) randomly 
tested the SERM raloxifene (60 mg/day) against FDA-
approved tamoxifen (20 mg/day) for 5 years for reducing the 
risk of invasive breast cancer and other disease outcomes in 
19,747 postmenopausal women (with increased 5-year breast 
cancer risk). This large, definitive prevention trial showed that 
raloxifene was equivalent to tamoxifen in effects on invasive 
breast cancer, had a higher number of noninvasive breast can-
cers, and had fewer uterine cancers.11,12 The two drugs were 
equivalent in effects on other invasive cancer sites, ischemic 
heart disease events, stroke, and osteoporotic fractures. Raloxi-
fene was associated with fewer cases of pulmonary emboli and 

deep vein thrombosis and was previously FDA approved and 
widely used for the prevention and treatment of osteoporosis 
in postmenopausal women. Raloxifene is now FDA approved 
based on the results of the STAR trial for reducing the risk of 
invasive breast cancer.

Tamoxifen and raloxifene illustrate the critical issue 
of risk-benefit profile for effective, acceptable chemopreven-
tion. Tamoxifen in BCPT reduced invasive breast cancer by 
49% (noninvasive by 50%)—however, at the expense of a 
2.5-fold increased risk of endometrial cancer and threefold 
increased risk of pulmonary embolism. Raloxifene in STAR 
was associated with 38% less endometrial cancer and 36% 
less pulmonary embolism than was tamoxifen and an equiva-
lent low rate of invasive breast cancer in STAR. Therefore, 
raloxifene improves the risk-benefit profile in women at risk 
of invasive breast cancer. A model of these comparative risk-
benefit profiles is presented in Figure 58-2. Tamoxifen had 
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Figure 58-2 Risk-benefit comparisons for tamoxifen (TAM) and raloxifene (RAL) versus placebo (PCB) in breast cancer prevention. (A, B) 
Comparison of TAM versus PCB without and with the consideration of severe adverse events (SAEs) including the increased risk of endometrial cancer 
and embolic/vascular events. (C, D) Comparison of TAM versus RAL versus PCB without and with the consideration of SAEs. The assumed hazard rates 
for PCB, TAM, and RAL with the consideration of SAEs are 0.0097, 0.0082, and 0.00687, respectively. These hazard rates are based on data from the 
primary reports of the Breast Cancer Prevention Trial and Study of Tamoxifen and Raloxifene.
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a 14.8% reduced risk overall (including cancer and severe 
adverse events [SAEs] vs. placebo), and raloxifene had a 
29.9% reduced overall risk (including cancer, SAEs, vs. pla-
cebo; see Figure 58-2, D). SAEs are a major risk of chemo-
prevention itself, and raloxifene illustrates how to reduce 
this risk through reducing SAEs. Another way to counter 
this risk is by identifying target populations with very high 
cancer risks (discussed earlier in this chapter) who are more 
SAE tolerant.

Aromatase inhibitors produced greater reductions than 
tamoxifen in contralateral breast cancer incidence in adjuvant 
RCTs131 with fewer endometrial cancer and thromboembolic 
events and are under active study in prevention. Although 
less toxic than tamoxifen, these agents have increased risks of 
osteoporosis and fatal myocardial infarctions, which require 
further examination in long-term outcome data. A recent 
double-blinded RCT using exemestane in postmenopausal 
women at high risk for breast cancer reported a 65% reduc-
tion in the diagnosis of invasive breast cancer in women after a 
median follow-up of 3 years. Exemestane was also associated 
with no serious toxic effects, supporting its use as an option 
for risk reduction in postmenopausal women with a high risk 
of breast cancer.132

Large randomized prevention trials show that SERMs 
can reduce the risk of ER-positive but not ER-negative 
breast cancer. Extensive data (non-RCT prevention trials) 
on aromatase inhibitors suggest that these agents will also 
prevent ER-positive and not ER-negative disease. Three such 
approaches are RXR agonists, COX-2 inhibitors, and EGFR 
TKIs, all of which can prevent ER-negative breast cancer in 
animal models.133-135 Recent encouraging results from clini-
cal Phase II/III trials demonstrate the utility of anti-EGFR 
therapies in both adjuvant and neoadjuvant settings.136-138

5α-Reductase Inhibitors

The Prostate Cancer Prevention Trial (PCPT) tested fin-
asteride (5 mg/day), which inhibits type II 5α-reductase, 
the enzyme that converts testosterone to the more potent 
androgen dihydrotestosterone, for 7 years (vs. placebo) in 
18,882 men 55 years of age or older who had a normal digi-
tal rectal examination and prostate-specific antigen (PSA) 
level. Finasteride reduced the 7-year prostate cancer preva-
lence by 24.8% and reduced high-grade prostatic IEN and 
benign prostatic hypertrophy (BPH), but it also increased 
the rates of sexual dysfunction and high-grade prostate 
cancer.12 Secondary data from a trial of the dual (type I and 
II) 5α-reductase inhibitor dutasteride in BPH suggested 
that this relative of finasteride could also reduce the risk of 
prostate cancer (both are FDA approved for treating BPH 
and reducing the risk for urinary retention, but not for the 
prevention of prostate cancer). These and other data led to 
a prospective trial of dutasteride to prevent prostate cancer 

in men with an elevated PSA (between 2.5 and 10 ng/mL) 
and a negative 6- to 12-core prostate biopsy (REDUCE 
trial139).

In men who are at high risk for prostate cancer, the 
REDUCE trial demonstrated that men on the dutaster ide 
arm had a 23% overall reduction of being diagnosed with 
biopsy-detected prostate cancer compared to placebo. This 
reduction was due to a decreased incidence of lower risk 
forms of prostate cancer (Gleason score of 6 or lower). 
However, analogous with the PCPT trial, dutasteride (0.5 
mg/d for 4 years) was associated with increased risk of 
being diagnosed with a more serious form of prostate can-
cer (high-grade prostate cancer; Gleason score 8 to 10).140 
One interpretation of this result is that although treatment 
with dutasteride suppressed PSA production, this decrease 
in PSA levels is the result of shrinkage of benign prostatic 
tissue and may delay the diagnosis of high-grade pros-
tate cancer until it may be difficult to cure.141 Despite this 
increased risk of high-grade prostate cancer, the FDA still 
states that dutasteride remains safe and effective for their 
approved indications.

COX-2 and Prostacyclin Inhibitors

A small RCT of celecoxib in FAP patients showed that high-
dose celecoxib (400 mg twice daily) for 6 months reduced the 
number of colorectal adenomas (polyps) compared with pla-
cebo (28 vs. 4.5%, P = .00313). Two secondary endpoints were 
a reduction in polyp burden and a modest (14%) reduction 
in difficult-to-resect duodenal polyps. This result led to FDA 
approval (via accelerated approval) of celecoxib as an adjunct 
to standard FAP therapy. The primary follow-up study 
(required by the FDA for drugs approved under the acceler-
ated mechanism) is designed to prevent adenomas in young 
patients with genotypic familial adenomatous polyposis (Apc 
mutation carriers) but not yet expressing the phenotype. 
Three large placebo-controlled RCTs have found that COX-2 
inhibitors significantly reduced sporadic adenomas. Rofecoxib 
(25 mg/day) produced a 25% reduction but also increased 
serious cardiovascular events, leading the manufacturer of 
rofecoxib to voluntarily withdraw it from the world market.142 
A large RCT of celecoxib at 200 mg twice daily (b.i.d.) and 
400 mg b.i.d. versus placebo found adenoma rates of 61% 
(placebo), 42% (200 mg b.i.d.), and 37% (400 mg b.i.d.) at 3 
years.15 Another large RCT found that celecoxib at 400 mg/d 
reduced the 3-year cumulative rate of adenomas by 36% (vs. 
placebo). Both celecoxib RCTs found greater reductions in 
advanced than in less advanced adenomas and, unfortunately, 
increases in celecoxib-associated cardiovascular events.15,143 
On June 8, 2012, approval of the FAP indication for celecoxib 
was withdrawn by the FDA as requested by the manufacturer 
(Pfizer).144 Yet, celecoxib continues to be marketed world-
wide while being monitored carefully for cardiovascular safety.  
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In light of the adverse cardiovascular events, a recent study 
suggests that patients with a low baseline cardiovascular risk 
and low serum levels of high-sensitivity C-reactive protein (a 
circulating inflammatory marker) are at low risk for celecoxib-
related SAEs in the treatment of colorectal cancer. These 
indices may be useful for selecting patients with a favorable 
risk-benefit profile for celecoxib chemoprevention for per-
sonalized therapy.145

Approximately 90% of lung cancer cases are attributable 
to tobacco smoking. Although smoking cessation does not 
remove the significant risk for lung cancer in former smokers,  
this risk decreases over time with continued abstinence. 
Nevertheless, effective chemopreventive agents are still 
needed. Two recent RCTs show encouraging results in lung 
cancer chemoprevention in former smokers. Six months of 
celecoxib regimen (400 mg b.i.d.) in a former-smoker cohort 
resulted in a decrease in bronchial Ki-67 labeling index (a 
cellular marker for proliferation).146 Another RCT using the 
oral prostacyclin analog iloprost was the first to show statis-
tically significant improvement in bronchial histology (i.e., 
regression of higher-grade lesions) in the airways of former 
but not current smokers, demonstrating the strength of the 
clinical signal provided by this observation and identifying 
iloprost as a promising chemopreventive agent in preventing 
lung cancer in former smokers.147

Vaccines

Vaccinating children against hepatitis B virus (HBV) has 
dramatically reduced the incidence and mortality of liver 
cancer in Taiwan.148,149 Clinical trials have shown 85% to 
95% efficacy in preventing chronic HBV infection, and this 
response rate can reduce the prevalence of chronic HBV 
infection to less than 1% in children living in HBV-endemic 
regions. Properly administered, the effectiveness of the HBV 
vaccine appears to extend into early adulthood.150 Estimates 
from 2002 are that 84% of the world’s countries now rou-
tinely provide the vaccine.

Infection by human papillomavirus (HPV) includes a 
spectrum of benign and malignant diseases and is a major 
worldwide public health concern. Genital HPV is the most 
common sexually transmitted infection in the United States, 
and although the majority of infections manifest with no 
clinical symptoms and are self-limiting, persistent infection 
with oncogenic types can cause cervical cancer in women. A 
subset of HPV types (HPV-16 and -18) is the main cause 
of virtually all cervical cancers as well as other noncervical 
cancers such as anal, vulvar, and oropharyngeal. The rate of 
cervical cancer has decreased in the United States because 
of the widespread use of the Pap smear, yet in certain coun-
tries where screening is not routine, the incidence of cervical 

cancer in women is on the rise.151 In 2006, the FDA approved 
the quadrivalent HPV (types 6, 11, 16, and 18) recombinant 
vaccine (Gardasil) for the vaccination of females 9 to 26 years 
old for the prevention of cervical cancer, cervical adenocar-
cinoma in situ, and high-grade cervical, vulvar, and vaginal 
IEN. The efficacy of the vaccine was studied in four RCTs 
enrolling 20,541 females (as reviewed in Reference 152). 
The vaccine was 100% effective for preventing HPV-16– or 
-18–related cervical, vulvar, and vaginal IEN. This vaccine 
may reduce the incidence of cervical cancer and the 300,000 
deaths it causes worldwide each year, not to mention the 
other HPV-related diseases such as oropharyngeal cancers.

A distinct form of oropharyngeal squamous cell carci-
noma (OPC) is principally caused by HPV and is increasing 
in incidence among men in the United States. From 1988 to 
2004, the population-level incidence of HPV-positive OPC  
increased by 225% and is expected to exceed the yearly  
number of cervical cancers by the year 2020. However, vac-
cine efficacy against oral HPV infections is not known, and 
therefore vaccination cannot be recommended as a first-line 
prevention of OPC.153,154 Interestingly, the incidence of 
and mortality from this disease are higher in blacks than in 
whites. HPV-positive OPC patients have significantly better 
outcomes (vs. HPV-negative) with disease-free survival sig-
nificantly greater in whites than in blacks. An analysis of over-
all survival in a retrospective and prospective cohort treated 
curatively for this disease revealed a racial survival disparity 
owing to the low prevalence of HPV infection in black OPC 
patients.155 However, this outcome disparity data based on 
race for patients with locally advanced OPC requires confir-
mation in future analysis.

Vaccines targeting Helicobacter pylori are also under 
development. The public health implications of this work 
are substantial in view of the fact that H. pylori is the major 
cause of gastric cancer, the fourth most common cancer and 
second most common cause of cancer death in the world. An 
estimated 50% of the world’s population harbor H. pylori, 
and more than 335,000 deaths resulted from H. pylori–
caused gastric cancer in 2000.

The burden of H. pylori–associated diseases is high 
in Latin American countries, where resources are low and 
populations are diverse. In a different approach to address 
population-based interventions, an RCT of a Latin Ameri-
can population compared the effectiveness of four-drug 
regimens given concomitantly or sequentially with that of a 
standard 14-day regimen of triple therapy. In contrast to data 
from European and some Asian regions where resources are 
more plentiful and accessible, this study in H. pylori–positive 
patients showed that the probability of H. pylori eradication 
was higher for 14-day standard triple therapy. It was more 
effective than the 5-day concomitant or 10-day sequen-
tial four-drug regimen and shows that eradication of this 
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infection slows or reverses the progression of premalignant 
histological lesions.156 That infections (viral, bacterial, and 
parasitic) have been recognized as a major cause of cancer 
worldwide underscores the need for prevention and treat-
ment that can be practically implemented in developing 
countries where the prevalence of infection-related cancer 
remains high.157

Tumor-antigen–specific vaccines are promising immu-
nopreventive approaches.158-160 Stimulating an immune 
response to a specific neoplasia may last a long time and 
avoid the need for the extended frequent dosing required 
with cancer treatment or prevention drugs. Animal model 
studies have stimulated great interest in testing these vaccines 
for treating or reducing the risk of IEN and thus preventing 
cancer. Immunodeficient mice develop spontaneous tumors 
and are more susceptible than are immunocompetent mice 
to carcinogen-induced tumors, revealing the importance of 
the host immune response for combating cancer develop-
ment. Tumor-specific vaccines have demonstrated far greater 
activity in IEN than cancer in animals, and these vaccines are 
relatively inactive against advanced cancer clinically. Human 
host immunosurveillance for IEN is receiving strong support 
from recent studies in patients showing immune response 
against the premalignancy monoclonal gammopathy of 
unknown significance (a clonal expansion of transformed 
plasma cells that is a precursor of multiple myeloma). These 
data support the hypothesis that we can boost normal host 
immune response in IEN with vaccines, and there is intense 
interest in using vaccines to target IEN. HER2/neu in breast 
carcinogenesis and MUC1 (e.g., in pancreatic and colorectal 
IEN) are promising targets for convergent vaccines. Tumor-
specific vaccine approaches also may be promising for treating 
early cancer.161

Conclusion

The major direction of chemoprevention is molecular-targeted 
drug development, which is moving forward with advances in 
the biology of neoplasia (IEN and cancer), drug effects on 
relevant targets and pathways, and cancer risk.162,163 With 
apparently, in general, lesser toxicity than standard therapy 
drugs and greater therapeutic activity than many prevention 
drugs, these agents herald an era of convergent (prevention-
therapy) drug development, especially in the area of advanced 
IEN and early cancer164,165 (Table 58-3).

Clinical oncology is expanding to the management 
of cancer risk (tamoxifen, raloxifene, and aromatase inhibi-
tors for breast cancer risk) and IEN (celecoxib for familial 
adenomatous polyps and tamoxifen for ductal carcinoma in 
situ). The future also promises to bring a substantial accel-
eration in the drug development process from discovery to 
approval, which now takes 10 to 15 years for either a pre-
ventive or therapy drug. Merging the silo of new prevention 
drugs with that of new therapy drugs will potentially cut 
overall development time in half. The loss of drugs with 
prevention potential because they fail in therapy testing 
would cease in the setting of convergent, simultaneous 
prevention-therapy development. Because many molecular 
targets or pathways altered in neoplasia also are altered in 
other aging-related diseases such as atherogenesis, osteopo-
rosis, arthritis, and neurodegenerative diseases, an impor-
tant new direction of molecular-targeted chemoprevention 
is the development of agents targeting these shared (as well 
as distinct) alterations in carcinogenesis and other chronic 
disease processes.1,164

Cancer risk assessment and prevention are without 
doubt linked by their goal to definitively predict progression 
to cancer and intervene to reduce risk of cancer incidence 
and mortality. Extraordinary advances in cancer genomics 
and epigenomics have the potential to target personalized 
interventions aimed at the highest risk patients most in need 
of prevention. Accurate cancer risk biomarker discovery can 
also preclude unnecessary interventions for low-risk patients, 
offering them reassurance. These advances are paralleled by 
an increased understanding of the mechanisms of premalig-
nant conditions and acquired therapeutic resistance that will 
undoubtedly improve and personalize strategies for cancer 
management and control—strategies that promise dramatic 
reductions in cancer mortality.166

Table 58-3 Targeted Agents with Established Cancer Risk-Reducing Effect

Intervention (Year) Cancer Prevented

Hepatitis B vaccine (1997) Liver cancer

Tamoxifen (1998)
Raloxifene (2007)

Breast cancer
Breast cancer

Human papillomavirus vaccine 
(2006)

Cervical cancer

Finasteride, dutasteride (2004) Benign prostatic hyperplasia
Prostate cancer (Gleason score ≤6)

Celecoxib, rofecoxib (1999) Precancerous familial adenoma-
tous polyps
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One of the primary challenges in the clinical management of 
cancer patients is to establish the correct diagnosis. For over 
a century, the primary means of diagnosis has been tumor 
microscopy, an approach that can readily distinguish benign 
from malignant conditions, but falls short on providing the 
additional detail needed to guide modern therapies. As a 
result, a number of technologies have been developed and 
are now routinely employed to molecularly subtype cancers. 
These include the application of antibodies to detect specific 
proteins and other moieties within a tumor, the use of fluo-
rescently labeled probes to identify chromosomal changes 
within the nucleus, and the analysis of DNA and RNA 
extracted from the lesion. This chapter provides an over-
view of these technologies, which are increasingly important 
in the clinical setting. Used together, they provide far more 
information about a cancer than the traditional microscope, 
providing insight into the inherent aggressiveness of the 
tumor and the likelihood of its response to specific therapies.

Processing Cancer Specimens  
for Microscopic Evaluation

Samples of cancer tissue, whether from a biopsy or a com-
plete surgical resection, are processed to generate microscopic 
sections in one of two ways. The first approach is to freeze 
the tissue in a semiliquid mounting medium that hardens at 
−20° C, allowing sections to be cut inside a refrigerated cabi-
net (a cryostat). The tissue in the resulting sections remains 
unfixed and can be used for a number of types of studies. 
In clinical pathology laboratories, such sections are routinely 
used as a rapid approach (5 to 10 minutes) for assessing the 
presence or absence of tumor within a given sample, or to 
evaluate the margins of a resected malignancy. This allows 
the pathologist to give immediate feedback to the surgeon in 
the operating room.

The second approach to creating microscopic sec-
tions of tumor tissue is to “fix” it in a preservative and then 
embed it in paraffin for sectioning at room temperature. First 

developed in the 19th century, the combination of fixation 
and paraffin embedding yields superior morphologic detail 
under the microscope as compared with cryosectioning. 
Organic fixatives such as acetone, methanol, or ethanol leave 
nucleic acids largely intact, but they are not used in clini-
cal labs because the morphology is not as good as with for 
maldehyde. Nearly all clinical laboratories use formaldehyde 
because of this advantage, even though this fixative leads to 
extensive crosslinking of nucleic acids as well as spontaneous 
deamidation of cytosines. As a result, nucleic acids recovered 
from formaldehyde-fixed tissue are often highly degraded. 
The process of paraffin embedding adds additional insult to 
the quality of the tissue, as it requires dehydration through 
organic solvents such as alcohol and xylenes, followed by 
exposure to molten paraffin. Lipids are completely lost, and 
proteins and nucleic acids are greatly altered. Nevertheless, 
the vast majority of cancer specimens available from clini-
cal archives are formalin-fixed, paraffin-embedded (FFPE) 
tissues.

The one advantage to FFPE tissue is that it is quite sta-
ble and can be used for studies over many years to decades. 
Indeed, FFPE tissue samples from autopsies performed dur-
ing the influenza pandemic of 1918 were used 80 years later 
to help molecularly subtype the virus.1 However, proteins 
and nucleic acids in FFPE tissues are greatly altered, and 
this has a significant impact on the types of assays that can 
be performed on them. For example, genomic DNA from 
FFPE tissue is highly fragmented, with an average size rang-
ing from 250 to 500 bp, depending on the length of fixation. 
Likewise, RNA is very degraded and limited to the range of 
100 to 200 bp in length.

Special Stains for Evaluating  
Cancer Tissues

The standard histological stain for examining tissue sections 
on a microscope is a combination of hematoxylin, which 
binds nucleic acids and yields a blue color, and eosin, which 
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stains protein-rich materials pink to red. This “H&E” stain 
is routinely performed on all specimens processed in clini-
cal pathology laboratories and can be readily interpreted by 
anyone trained in histopathology. Other special histochemi-
cal stains can be used to highlight fibrous tissue or deposits 
such as iron, copper, or amyloid. However, the most useful 
special stains for classifying cancer specimens are based on 
immunodetection of specific molecules using antibodies.

Immunohistochemistry

First developed in the late 1960s, immunohistochemistry 
has become a standard tool for evaluating samples of can-
cer tissue.2 This approach takes advantage of the exquisite 
specificity of antibodies to detect particular proteins or pro-
tein modifications (phosphates, sulfates, carbohydrates, and 
other moieties) in tissues (Figure 59-1). Visualization of a 
bound antibody is through a secondary enzymatic reaction 

that leaves a brown, red, or black deposit visible through the 
microscope. In most clinical laboratories, the process is fully 
automated and performed in about 2 hours, making this a 
rapid, cost-effective tool for defining the basic molecular fea-
tures of cancer samples.

Thousands of antibodies have been developed for use 
in immunohistochemistry, and they serve to define key char-
acteristics of tumor cells. For example, determining whether 
a high-grade malignancy represents a carcinoma, melanoma, 
sarcoma, or lymphoma can be very challenging based on 
microscopic morphology, but the diagnosis is readily settled 
with just a few stains. Other antibodies serve as highly spe-
cific lineage markers (see Figure 59-1). For example, thyroid 
transcription factor 1 (TTF1) is expressed only in carcino-
mas originating in the thyroid and lung, CDX2 is expressed 
in adenocarcinomas of intestinal origin, HMB45 is a marker 
of melanomas, and OCT4 is specific for some types of germ 
cell tumors.3-6 These types of antibodies are routinely used 
in combination to help confirm or exclude a suspected site 

Figure 59-1 Immunohistochem-
istry (A) (1) An antibody specific 
for a particular protein, phosphate, 
sulfate, carbohydrate, or other moi-
ety is allowed to bind to the tissue 
section. (2) A secondary “anti-anti-
body” is added, bearing numerous 
biotin tags. (3) A complex of avidin 
and horseradish peroxidase (HRP) 
is added. Avidin binds tightly to the 
biotin on the secondary antibody, 
while HRP reacts with a chromogen 
in the presence of H2O2, produc-
ing a visible precipitate on the 
tissue. (B) Microscopic images of a 
gastrointestinal stromal tumor. The 
brown staining in the right image 
represents immunohistochemical 
detection of the KIT tyrosine kinase 
(CD117) in the tumor.
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of origin for a cancer in a patient with metastatic disease. 
Finally, antibodies have been developed to detect specific 
protein variants, such as EGFR variant III (deletion of exons 
2 through 7) in gliomas, or BRAF harboring the V600E 
mutation, which is an important treatment target in mela-
noma and other cancers.7,8

Although immunohistochemistry is a mainstay in 
modern pathology, it does have limitations. Not all antibod-
ies are perfectly specific; background issues and cross reactiv-
ity can affect interpretation. Further, the technique is at best 
only semiquantitative and can be influenced by the length 
of formaldehyde fixation and many other parameters. Some 
of these limitations can be mitigated by automation of the 
staining, but tumor necrosis, intraoperative ischemia, and 
variation in specimen processing are all factors that can com-
plicate the reading of immunohistochemical stains.

Immunofluorescence

Because formaldehyde fixation greatly distorts or even 
destroys many epitopes in tissue samples, there are numer-
ous antibodies that will not work on FFPE sections. Such 
antibodies may still be useful, however, on cryostat sections, 
which can be prepared if fresh-frozen tissue is available. In 
these circumstances, fluorescence rather than histochemistry 
is the preferred method of detection, as it has greater sensi-
tivity and allows for several antibodies to be stained at once 
(using different fluorophores).9 Immunofluorescence is rou-
tinely used in evaluating medical diseases of the kidney and 
skin, but is rarely employed in cancer diagnosis.

In Situ Hybridization

Expression of particular mRNAs in tumor tissue can be 
measured by in situ hybridization (ISH).10 In this approach, 
complementary oligonucleotide probes (either DNA or 
RNA) bearing a chemical tag such as digoxigenin are allowed 
to hybridize to their target mRNA. Once hybridized, the tag 
is detected with a secondary antibody (e.g., anti-digoxigenin), 
which is linked to an enzyme that produces a visible chemi-
cal deposit on the cells. Horseradish peroxidase and alkaline 
phosphatase of the two most commonly used enzymes in 
this powerful approach, which is widely employed in cancer 
research. However, ISH is technically challenging and works 
best on mRNAs that are expressed in high abundance. For 
these reasons, the use of ISH in clinical laboratories is gener-
ally restricted to the assessment of kappa and lambda light-
chain expression in cases of suspected myeloma, or to detect 
the presence of Epstein-Barr virus in cases of lymphoprolif-
erative disease driven by this infection.

Fluorescence in Situ Hybridization (FISH)

Nucleic acid probes are used not only to detect mRNA, but 
to assess interphase chromosomes in tumor cells. The probes 
may consist of either DNA or RNA, and they vary in length 
from short oligonucleotides to multigenic chromosomal 
segments cloned into bacteria (so-called bacterial artificial 
chromosomes, or BACs). When directly labeled with a fluo-
rophore, they can be detected using a microscope equipped 
for immunofluorescence. This approach is routinely used in 
clinical cytogenetic laboratories to assess gene copy number 
as well as gene translocations. For example, FISH is com-
monly used to evaluate breast carcinomas for amplification of 
the ERBB2 (HER2) locus and to screen for increased copies 
of NMYC in neuroblastoma and MET in non–small-cell 
lung carcinoma. Loss of tumor suppressors such as PTEN, 
CDKN2A, and TP53 can also be assessed by this approach.

There is a long and growing list of gene transloca-
tion events that are linked to cancer. Whether the result of 
intra- or interchromosomal exchanges, these translocations 
commonly involve genes encoding a kinase or a transcription 
factor. The resulting fusion genes are often the principal driv-
ers of tumorigenesis and therefore serve as diagnostic markers 
and/or targets for specific therapies (e.g., kinase inhibitors). 
Fusion mRNAs from translocation events can be detected 
by highly sensitive methodologies based on polymerase chain 
reaction (PCR); however, these approaches can be frustrated 
by the fact that a particular target gene may be fused to any of 
more than a dozen different partner genes, requiring numer-
ous primers to cover all possible fusion events. In contrast, 
FISH can detect a translocation-related break in a target 
gene irrespective of which partner gene has been fused to it. 
This is done by labeling two pools of probes with different 
fluorophores; for example, one pool may be labeled red and 
hybridizes to the 5′ end of the gene, while the other is labeled 
green and hybridizes to the 3′ end of the gene. If the gene is 
intact, the red and green signals are close together and merge 
into yellow, but if the gene has been split apart by a transloca-
tion event, the red and green signals become well separated 
(Figure 59-2). A further advantage of FISH is that only a few 
tumor cells are required to make a diagnosis, which is helpful 
in biopsies containing low tumor content.

Preparing Nucleic Acids from  
Cancer Specimens

Many of the assays that are used to molecularly subtype cancers 
require the extraction of either RNA or DNA from the tumor 
tissue. Two important issues are often overlooked in this regard. 
The first is that the nature of the tissue dictates the quality of 
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the available nucleic acid. Whereas fresh- frozen tissue will yield 
RNA or DNA that is largely intact, the nucleic acids derived 
from FFPE tissue are highly degraded. Thus, assays meant for 
use on FFPE-derived RNA or DNA must take into account 
the short, fragmented nature of these derivatives.

The second important issue is that tumor content and 
quality are highly variable from one specimen to the next, 
and even among different parts of the same specimen. For 
example, one paraffin block from a cancer resection specimen 
may consist of 90% tumor cells, while an adjacent block is 
dominated by stromal and inflammatory cells, with only 10% 
tumor cells being present. A third block from the same speci-
men may contain only necrotic tumor, as geographic necrosis 
is common at the center of large, high-grade malignancies. 
Thus, it is critical that all tumor material being considered 
for nucleic acid extraction first be evaluated by a qualified 
pathologist, who can assess whether the tumor sample is 
suitable for the proposed testing.

Tumor Enrichment by Macrodissection

The sensitivity of molecular diagnostic assays for mutations 
and other alterations in tumor DNA is dependent in part on 
the ratio of tumor DNA to normal cellular DNA present 
within a specimen. If 90% of the cells within a tissue sample 
are cancerous, mutation detection is straightforward, but if 
only 10% of the cells represent the tumor, DNA from the 
normal cells will effectively dilute out the mutation and make 
it harder to detect. For this reason, it has become standard 
practice to dissect out the tumor-rich areas of a specimen. 
This can be performed under a dissection microscope, but 

is more commonly done by simply scraping the tumor from 
unstained paraffin sections using a scalpel blade, or by taking 
a small core directly out of the paraffin block. Comparison 
with an H&E-stained section serves to guide the dissection.

Tumor Enrichment by Laser  
Capture Microdissection

Some tumor samples have too little tumor to allow macro-
dissection. In these cases, a microscope equipped with a laser 
can be used to isolate small clusters of tumor cells, or even 
single cells, from adjacent normal tissue elements. Although 
this is labor intensive and yields relatively little material for 
further testing, it can be used to salvage cases when no other 
tumor material from a patient is available.

Assays for Single Genes  
or Single Mutations

Over the past two decades, a long and growing list of genes 
that play a significant role in cancer has been identified. For 
mutations in those genes that are of particular prognostic 
importance or serve as important predictors of therapeutic 
response, a variety of assays have been developed for use in 
clinical laboratories. Most of these assays are focused on a 
single mutation or a set of mutations occurring in a single 
gene exon. Important factors in the design of such an assay 
include the amount of input DNA or RNA needed, the ease 
and rapidity with which the assay can be completed, and its 

Figure 59-2 Fluorescence in situ hybridiza-
tion (FISH) for identifying gene translocation 
events This approach is commonly used to look for 
evidence of gene translocations in interphase nuclei. 
Two probes are designed to hybridize to the 5′ and 
3′ ends of a gene, flanking the region that is com-
monly “broken” during translocation. The probes are 
labeled with fluorescent tags of differing color, often 
creating a third color when they bind subjacently 
(e.g., green and red fusing into yellow). Wide separa-
tion of the probes indicates a break in the gene 
consistent with a translocation event. Note that this 
approach does not identify the partner gene in the 
translocation.
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sensitivity and specificity. Of course, assay cost is another 
important factor. There are many different platforms used to 
support these types of assays, and each represents a signifi-
cant investment for the laboratory.

Sanger Sequencing

The single most common approach to screening mutations 
in cancer genes is Sanger sequencing. First described by Fred 
Sanger and colleagues in 1976, this method mixes nonex-
tendable, fluorescently labeled dideoxy nucleotides together 
with standard nucleotides to generate a set of fragments of 
varying length as the original template DNA is copied.11 
When separated by capillary electrophoresis, the sequence of 
the DNA can be interpreted from the color of the last incor-
porated (dideoxy) nucleotide on each successive fragment. 
Highly reliable and reproducible, Sanger sequencing was 
used to generate the first complete sequence of the human 
genome.12 Nevertheless, it has several significant drawbacks. 
First, it can only detect mutations that are present in at least 
15% to 20% of the input DNA molecules. Second, it takes 
approximately 24 hours to perform and is relatively labor 
intensive. Third, it can only cover mutations across approxi-
mately 200 bp of FFPE DNA. This means that many genes 
require multiple, overlapping sequencing reactions in order 
to ensure that a mutation can be identified, adding to the 
overall cost. For this reason, many laboratories rely on other 
approaches for screening common cancer-related mutations.

Pyrosequencing

Developed as a rapid and sensitive approach to sequencing 
very short regions of DNA (up to approximately 30 bp), 
pyrosequencing is used by many laboratories to screen for 
common mutations in tumor oncogenes such as KRAS, 
EGFR, and BRAF.13 This technology differs from Sanger 
sequencing in that it does not require the synthesis and 
electrophoretic separation of DNA fragments. Instead, the 
incorporation of nucleotides during DNA synthesis is mea-
sured through a secondary reaction: each pyrophosphate 
released during nucleotide incorporation results in the gen-
eration of a light signal by the enzyme luciferase. As dATP, 
dCTP, dGTP, and dTTP are sequentially added, their incor-
poration is detected by the luciferase reaction, allowing the 
DNA sequence to be interpreted (Figure 59-3). The prin-
cipal advantages of pyrosequencing are speed (sequencing 
can be completed in 2 hours) and sensitivity (as low as 5% 
mutant allele). A modification of the method is commonly 
used to assess DNA methylation.

High-Resolution Melting Curve Analysis

First developed in the late 1990s by Wittwer and colleagues, 
high-resolution melting curve analysis is now the backbone 
of a variety of assays designed to quickly and cost-effectively 
identify the presence of a mutation.14 After the DNA of 
interest is amplified by standard PCR, the melting analysis 
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Figure 59-3 Pyrosequencing Two pyrograms are shown from tumor samples subjected to pyrosequencing for common mutations in the KRAS gene. 
The presence of an extra A peak in the lower panel is evidence for the presence of a mutation; the preceding G peak has a correspondingly lower signal, 
indicating a G→A substitution.

https://CafePezeshki.IR



V. Molecular Basis of Cancer Therapy830

can be performed in approximately 20 minutes without the 
need to add reagents or switch to a different instrument. 
The analysis begins by melting apart the DNA strands of 
the final DNA product at 95° C and then allowing them 
to re-anneal as they cool. When a mixture of wild-type and 
mutant DNA is present in the sample, heteroduplexes are 
formed, and these can be detected by slowly ramping the 
temperature back up to 95° C in the presence of a fluores-
cent dye that binds preferentially to double-stranded DNA. 
As the temperature increases, the heteroduplexes unravel at 
a slightly lower temperature than the homoduplexes of wild-
type/wild-type or mutant/mutant DNA (Figure 59-4). 
Thus, the presence of a mutation shifts the melting point of 
the overall population, and this shift is readily detected by a 
decrease in fluorescence as the DNA strands separate.

A number of variations of this assay type have been 
developed. Some will allow exact identification of a specific 
mutation, whereas others are optimized to detect intragenic 
deletions or insertions, the sequence of which requires con-
firmatory Sanger sequencing. In general, the sensitivity of 
these assays is approximately 10% mutant allele.

Allele-Specific PCR

A number of approaches have been developed that promote 
selective PCR amplification of a mutant allele over a wild-
type allele.15 Each depends on a primer that selectively binds 
to a site of mutation, the specificity being determined by the 
degree to which the mutant allele is favored over the wild 
type. Modifications to the primer, such as inclusion of pep-
tide nucleic acids or locked nucleic acids, are generally nec-
essary to achieve the selectivity that is optimal for clinical 
use.16 The best assays have detection levels below 1%, with 
virtually no background contributed by false priming of the 
wild-type allele.

Multiplexed Approaches  
to Cancer Genotyping

The past decade has witnessed an explosion in the num-
ber of genes identified as playing a causal role in tumor 
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Figure 59-4 High-resolution melting curve analysis This method takes advantage of the fact that DNA heteroduplexes formed when a mutation is 
present have a lower melting temperature than do homoduplexes. The resulting shift in the melting curve can be detected by loss of fluorescent signal 
as a dye intercalated into the double-stranded DNA is released. Plotting the inverse log of the slope of the melting curve highlights the differences 
between samples that are wild-type and those containing a mutation. The approach can be used to detect point mutations, insertions, and deletions 
within amplicons of up to several hundred base pairs.
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development. This growing list of genes presents a challenge 
to clinical laboratories, which have traditionally used single-
gene or single-exon approaches to genotyping. An alterna-
tive is to screen multiple genes/exons simultaneously using 
a multiplexed method, thereby saving on the labor and cost 
of performing multiple Sanger sequencing reactions. Two 
platforms have been developed to rapidly and cost-effectively 
screen for up to several hundred cancer gene mutations 
simultaneously. Both of these platforms—SnaPshot assays 
and mass spectroscopy–based assays—are based on so-
called primer extension reactions.17 In brief, each gene/exon 
of interest is amplified by standard PCR and then allowed 
to anneal to an oligonucleotide primer that sits immediately 
adjacent to a potential site of mutation. Dideoxy nucleotides 
are then added, and the primer is extended by a single base 

(essentially a single-base sequencing reaction), following 
which the product is interrogated to determine whether the 
added base represents wild-type DNA, a mutation, or both 
(Figure 59-5). The power of this approach is that the analy-
sis can be performed in a multiplex manner, allowing many 
mutation sites to be screened at the same time.

SNaPshot Assays

Iafrate and colleagues were among the first to adapt this tech-
nology for screening oncogenic mutations in FFPE tumor 
DNA.17 The initial PCR and subsequent primer extension 
reactions are multiplexed to the level of 5 to 10 reactions 
per tube; extended primers are then separated by capillary 

Figure 59-5 Primer extension 
assays These assays are used to 
interrogate specific “hotspot” sites 
of mutation occurring in oncogenes. 
(A) After an initial PCR amplification 
of the target sequence, an extension 
primer is added that sits immediately 
adjacent to the nucleotide of interest. 
(B) A single base extension reaction is 
then performed, and the products are 
analyzed either by capillary electro-
phoresis or mass spectroscopy. Both 
readouts are quantitative and have 
similar levels of sensitivity (5% to 10% 
mutant allele). PCR, Polymerase chain 
reaction.
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electrophoresis and visualized via fluorescent tags present on 
the incorporated dideoxy nucleotides. Primers interrogating 
approximately 10 different mutation sites can be analyzed 
simultaneously on a single capillary. By running several mul-
tiplexes, more than 100 mutations can be screened across 
one or two dozen genes in approximately 24 hours. SNaP-
shot assays have excellent sensitivity (5% mutant allele) and 
are cost effective, making them popular in clinical diagnostic 
laboratories.

Mass Spectroscopy–Based Assays

These assays follow the same approach as SNaPshot assays, 
multiplexing PCR and primer extension reactions to the level 
of 10 to 30 per tube, but the readout on the extended prim-
ers is performed by mass spectroscopy instead of capillary 
electrophoresis. Although the sensitivity of the mass spec-
trometer is a bit lower (10% mutant allele), the throughput is 
significantly greater, as the instrument can read out 384 mul-
tiplexes (more than 4000 mutation sites) in 90 minutes.18,19

Next-Generation DNA Sequencing

The development of so-called next-generation sequencing 
has transformed the study of cancer by making it possible, 
and affordable, to generate large amounts of sequencing data 
in a reasonably short period of time. There are a number of 
different “next-gen” platforms in use, but they all share a com-
mon approach, which is to generate sequence from single 
molecules of genomic DNA or cDNA in a massively parallel 
fashion—hence the alternative name massively parallel sequenc-
ing (MPSS). This differs from traditional Sanger sequencing, 
which generates data from a population of DNA molecules 
that are all co-amplified during the initial PCR step.

How do MPSS systems determine the sequence of 
single fragments of DNA? A number of approaches are 
being used, and more are in development. For example, a 
platform developed by Pacific Biosciences is capable of visu-
alizing individual incorporation events as nucleotides are 
added to a single molecule of template DNA. This extraor-
dinary feat allows the sequencing of very long stretches of 
DNA (up to 10,000 bp) but is subject to relatively high 
error rates. Other companies are developing nanopores that 
will allow a single DNA molecule to pass through under an 
electric field. Sequence is then interpreted as the DNA mol-
ecule (either intact or as serially degraded single nucleotides) 
moves through the narrow channel or pore. These technolo-
gies hold the promise of extremely high throughput, but they 
are still in early development.

Most next-gen sequencing is currently being per-
formed on platforms that determine the sequence from 
clones rather than single molecules of DNA. Clones 
generate more signal during the actual sequencing reac-
tion and are therefore easier to work with. There are two 
common methods for generating libraries of clones from 
original DNA molecules. One is to seed the single DNA 
molecules across the surface of a glass slide and then PCR-
amplify each in its place, creating microcolonies of identical 
DNAs.20 These colonies, or clones, provide the substrate for 
subsequent sequencing reactions. The other approach is to 
mix a single DNA molecule together with a small sphere, or 
particle, within a tiny droplet of water suspended in oil (an 
emulsion).21 Also included in the droplet are DNA poly-
merase and dNTPs, leading to amplification of the DNA 
across the surface of the sphere as the emulsion is subjected 
to PCR thermocycling. Both approaches generate a library 
consisting of thousands to millions of clonal DNA frag-
ments, which are then sequenced all at the same time in a 
parallel fashion.

Depending on how the library of clones is generated, 
there may be anywhere from a few dozen to several thou-
sand clones that represent copies of a particular segment of 
the original DNA. The resulting sequence from each clone 
is called a read. The sensitivity of MPSS for sequence altera-
tions is directly determined by the number of reads that is 
generated for each segment of the original DNA. When 
sequencing the whole genome, 30 reads (or 30-fold cover-
age) is considered a minimum amount of data. For studies 
focused on the coding regions of the genome (the exome, 
representing approximately 1.8% of the total genome), read 
depths are generally greater than 100, whereas assays that are 
limited to a few hundred genes or less will often have read 
depths greater than 500, supporting mutation sensitivities 
below 5% mutant allele.22

An important consideration when evaluating MPSS 
data is the quality of the sequence reads. This can be influ-
enced by many factors, including the source of the DNA or 
RNA/cDNA (e.g., FFPE versus fresh-frozen), the length of 
the reads, and whether the sequencing was performed in just 
one or both directions on the same piece of DNA. Another 
factor is the level of noise in MPSS datasets. Random errors 
occur during the initial clonal amplifications, as well as dur-
ing the subsequent sequencing steps, creating variations in 
the sequence that must be distinguished from real changes. 
Finally, when MPSS is used to search for possible muta-
tions in tumor DNA, it is best to compare the results with 
the sequence of germline DNA from the same individual, 
thereby defining which alterations are somatic. Without this 
comparison to the germline, it can be difficult to distinguish 
mutations from natural polymorphisms, which are abundant 
in all genomes.
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Next-Generation Sequencing Based on 
Fluorescence Detection

There are several next-generation sequencing platforms that 
are based on the detection of fluorescence events during 
sequencing. The 454 system (Roche) is based on combina-
tion of emulsion PCR and pyrosequencing, using the same 
chemistry as described under single-gene assays.23,24 The 
SOLiD system (Life Technologies) performs sequencing on 
glass slides by measuring the binding and ligation of short, 
fluorescently tagged oligonucleotides as they match up to 
the template DNA.20 The most widely used systems, from 
Illumina Corp., also perform sequencing on glass slides, but 
measure the incorporation of individual fluorescently labeled 
nucleotides, similar to those used in Sanger sequencing.25 
The throughput on the Illumina systems has been expanded 
to the point where several whole-genome sequences can 
be generated simultaneously, while the cost per sample has 
decreased dramatically.

Next-Generation Sequencing Based  
on Semiconductors

One drawback to the fluorescence-based next-generation 
sequencing platforms is that they generate large numbers 
of very high-resolution image files, requiring terabytes of 
storage and considerable computing power to analyze. An 
alternative to the use of fluorescence for sequencing has been 
developed by Ion Torrent (Life Technologies). Their plat-
form looks for the pH change generated as a nucleotide is 
incorporated into a nascent strand of DNA (a hydrogen ion 
is released).26 Sequencing is performed on modified semi-
conductor chips containing between 1.2 million and 1.1 bil-
lion nanowells, each serving as a micro pH meter (Figure 
59-6). Nanospheres that have been clonally loaded with 
DNA by emulsion PCR are seeded into the nanowells on 
the chip, and sequencing commences as nucleotides are seri-
ally flowed across the chip surface. Because pH changes are 
converted directly into electrical signals, this approach is very 

Figure 59-6 Semiconductor-based sequenc-
ing This method sequences DNA that has been 
clonally amplified onto nanospheres (0.5 to 3 μm) 
by measuring a drop in pH when hydrogen ions  
are released during nucleotide incorporation.  
(A) The nanospheres are distributed across a series 
of microwells, numbering from 1 to 660 million  
on a chip, each serving as an individual micro-pH 
meter. (B) As nucleotides are serially diffused 
across the chip surface, they are incorporated onto 
the nanosphere template DNA, and the resulting 
pH changes are interpreted to derive the template 
sequence.
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fast and generates sequence files that are smaller than those 
from fluorescence-based platforms.

Future Directions

The diagnosis of cancer has been, and will continue to be, a 
process that depends heavily on microscopic examination of 
the tissue. Identifying areas of neoplasia, determining their 
relationship with surrounding normal tissue elements, and 
assessing the extent of the disease are all key elements in 
defining the characteristics of a malignancy. However, the 
field of pathology is quickly moving from routine histological 

assessments to increasingly sophisticated assays for molecu-
lar markers that have prognostic and/or predictive impor-
tance. The introduction of next-generation sequencing is 
serving to uncover the true diversity of cancers as well as to 
define recurring mutations that can be targeted with new 
therapies. Such genomic-level analyses will continue to have 
an impact for many years. Some have even predicted that 
sequencing will make microscopy moot; however, this view 
ignores the growing importance of assessing the relationship 
of cancer cells to surrounding stromal cells and to immune 
cells—whose influence is critical to cancer cell survival. Thus, 
imaging will also play a critical role in coming years, as new 
in situ approaches to measuring molecular events are devel-
oped and used to help further the field.
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2-hydroxyglutarate (2-HG), 205
3′ untranslated region (UTR), 479–482
3+3 design, 664
3p tumor suppressor genes, 485–486

and apoptosis, 485–486
5-aza-2′-deoxycytidine, reverse DNA 

demethylation, 74–75
5-azacytidine, reverse DNA demethylation, 

74–75
5′-deoxy-5-fluorocytidine (DFCR), 644
5′-deoxy-5-fluorouridine (DFUR), 644
5-fluorouracil, 206

dihydropyrimidine dehydrogenase 
catabolism of, 657

5α-reductase inhibitors, 819
6-mercaptopurine, 622
7p deletions and monosomy 7, 404
8p23, loss of, in CUB and Sushi multiple 

domain, 551
9p21 deletion, 404
11q13, 323
[18F] fluorodeoxyglucose (FDG), 205
26S proteasome, 783
60S proteasome, 637t–639t
454 system, 833

A
Abarelix (Plenaxis), 639
ABCG2 (BCRP), 655
Aberrant crypt foci (ACF), 810
Aberrant gene silencing, in cancer, 69t
Aberrant methylation, 479
Aberrant signaling pathways, 539–541
Aberration

copy number, 360
structural, 360

Abiraterone acetate (Zytiga), 639
Abl kinase, 214
ABL kinase domain, structure of, 642f

Accelerated titration designs, type, 665–666
Accurate inclusion mass screening (AIMS), 

340–341
Acetyl-CoA for lipid and sterol synthesis, 199, 

199f
Acquired immunodeficiency syndrome 

(AIDS), 793
Acral lentiginous melanoma, 592
ActA gene, 725
Actin, 272
Activated ATM, 56
Activated B-cell (ABC), 297
Activated B-cell-like DLBCL, 438t
Activated CDK1/cyclin B, 172
Activated natural killer (NK) and T cells, 739
Activated oncogenes, expression of, 149
Activated Raf, 24
Activation-induced cytidine deaminase (AID), 

434
Active cyclin D, accumulation of, 170
Active Ras, 175
Acute lymphoblastic leukemia (ALL), 

393–406, 680
abnormalities of chromosome number, 396
chromosomal aberrations in, 401f
clinical implications of genetic lesions in, 

405
genetic abnormalities in, 396–405, 397t
other aberrations, 404–405

7p deletions and monosomy 7, 404
9p21 deletion, 404
c-MYC, 404–405
p53, FLT3, Ras, PTPN11, 404–405

prognostic factors, 395
schematic key domains of genes, 398f

Acute lymphoblastic leukemia/lymphoma, 
433–434

Acute lymphocytic leukemia
Kaplan-Meier analysis, 396f
principal translocations in, 398f

Acute myelogenous leukemia, 793
Acute myeloid leukemia (AML), 157–158, 

421, 655
chromosomal aberrations in, 422t
Hsp90 client in, 782t
molecular pathogenesis of, 422–425
overexpression of specific genes in, 427–428
pathogenesis of, 425–428
progression of, 428f
transcription factors implicated in, 423f

Acute promyelocytic leukemia (APL), 
422–423

Acute transforming retrovirus, 28
Adaptive immunity, induction of, 686–687
Adaptor proteins, 19

Grb2, 22–23
ADCC (Antibody-dependent cell-mediated 

cytotoxicity), 684–685
Adduct formation, with carcinogenesis, 112f
Adeno-associated virus (AAV) vector, 775
Adenocarcinoma

of esophagus, 467
of prostate, 549

Adenoma-carcinoma sequence, 500–501
Adenomatous polyposis coli (APC), 119, 

501–505, 753
of the colon, 414t–415t
overt development of, 500–501
protein and mutation histograms, 502f
tumor suppressor gene, 501–502

Adenosine deaminase, 637t–638t, 746
Adenosine triphosphate (ATP), 165, 191, 

192f
Adenovirus, 762–763
Adhesion, 270–271

of circulating tumor cells, 274–275
key tumor system, 370t
loss of, epithelial-mesenchymal transition, 

invasion and metastasis, 541–543
Adipose tissue, steroid hormone in, 106

Index

Page numbers followed by f indicate figures; t, tables.
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Adoptive immunotherapy, 701–702
Adoptive T-cell transfer trials, 710
Adrenocortical carcinoma (ACC), 413
Adult myelocytic leukemia and 

myelodysplasia, biology of, 421–432
molecular pathogenesis of, 422–425

Adult T-cell leukemia (ATL)
clustering of, 95
mature CD4 positive lymphocytes, 95

Aerobic glycolysis, 194–196
Affinity-based methods to access low 

abundance proteins, 337–338
Affymetrix 500K SNP array data, 304
Aflatoxin B1 (AFB1), 318
Aflatoxins, 318

biotransformation, 120
Aflibercept, 670
Age, risk factor in breast cancer, 524
Ago gene, 140–141
Akt activation, 603, 813
AKT kinase, 182
AKT phosphorylates, 182
AKT1, 575–576
ALCAM (activated leukocyte CAM), 271
Alcohol, 470–472
Aldefluor assay, 158
Aldehyde dehydrogenase (ALDH), expression 

of, 158
Aldesleukin, 643
Alemtuzumab, 687t
Aleuria aurantia lectin (AAL), 339–340
ALK translocation, 366t
Alkaline phosphatase, 827
Alkylating agents, 637t–638t, 645
ALL. see Acute lymphoblastic leukemia (ALL)
Allele-specific PCR, 830
Allogeneic GVAX immunotherapy, 721
Allosteric activator, 165
α-fetoprotein (AFP), 416–417
ALT/WDL (atypical lipomatous tumor/well-

differentiated liposarcoma), 610t
adipocytic, 612
hallmark of, 613
inflammatory, 612
sclerosing, 612
spindle cell, 612
subtypes of, 612
tumor progression from, 613

Alveolar rhabdomyosarcoma, 610t
Alveolar soft-part sarcoma, 610t
AMD070, 252t
American Society for Clinical Oncology 

(ASCO) guidelines, 793
Ames assay, 125
Amethopterin. see Aminopterin
Aminoglutethimide, 639
Aminopterin, 621
Amoeboid migration, 272
AMP-activated protein kinase (AMPK), 43, 

182, 202, 222
AMPK-TORC pathway, 595

Amplification, 358t
Anabolic metabolism, 191
Anabolism, 191
Anal cancer, associated with HPV  

infection, 86
Anaphase, 172–173
Anaphase-promoting complex/cyclosome 

(APC/C), 175f
ligase, 174–175

Anaplastic large-cell lymphoma (ALCL), 
450–451, 648

Hsp90 client in, 782t
Anaplerosis, 199–200
Anastrozole (Arimidex), 252t, 639
Androgen receptor, 557, 637t–638t

Hsp90 inhibitors target, in prostate cancer, 
782t

Angioblasts, 257
Angiogenesis, 161, 257, 651–652

and breast cancer, 530
hallmark of, 486–487
inhibition of, 749–750
key tumor system, 370t
in ovarian cancer, 543–544
sustained, 475

Angiogenic switch, 264, 814
within neoplastic cells, 814

Angiogenic vascular cells (AVCs), 364
Angioimmunoblastic T-cell lymphoma 

(AITL), 451–452
Angiomatoid fibrous histiocytoma, 610t
Angiopoietins/tie receptors, 260, 263
Angiozyme, an angiogenesis inhibitor, 

772–773
Animal models, 129–144, 541

conditional models, 134
drug screens, 133
fish, 141–143
flies, 138–141
forward genetics, reverse genetics, and 

transgenesis, 130–133
genetic conservation and synteny, 129–130
simple model organism, use of, 129
yeast, 134–138

Ansamycins, 648
Antagonistic pleiotropy, 209, 210f
Anthracyclines, 622
Anti-angiogenic factors, 263–264
Anti-CTLA-4 antibodies, 705, 727
Anti-miRNA oligonucleotides (AMOs),  

774
Anti-PD-1 antibody, 706, 731
Antibodies, 683, 825
Antibody-dependent cellular cytotoxicity 

(ADCC)
cytotoxic activity in, 803

Antibody-directed enzyme prodrug therapy 
(ADEPT), 757

Anticancer agents, 47
cellular entry of, 655

Anticancer antibodies, FDA-approved, 687t

Anticancer drugs, 656
targets for, 636f

Antifolates, 206
Antigen-presenting cell (APC), 686–687, 

695–696, 717
Antigen-specific vaccines, 721–724

approaches, 700–701
Antigrowth/apoptosis effects, 745–747
Antimutator mutation, 138
Antisense, 754–757
Antisense oligonucleotides strategy (ASO), 

771–772, 772t
Antitumor action and induced genes, 

mechanisms of, 744–750
Antitumor effects, in humans, 750–751
Antitumor immune responses, generation of, 

698f
AP-l activity, inhibition of, 585–586
AP23573, rapamycin analogues, 187
APC gene

critical role of, in FAP, 501–502
inactivation of, 30

APC mutations, 30
somatic, in sporadic tumors, 503

APC protein function, 503–504
and β-catenin protein, 503

APC subtypes, bone marrow–derived, 717
APC tumor suppressor gene, 501–502
Apolipoprotein A-1, 336–337
Apoptosis, 11, 209, 211–216, 274–275, 653

3p tumor suppressor genes and, 485–486
death receptor pathway of, 215–216
key tumor system, 370t
mitochondrial pathway of, 211–212
targeted therapies and, 214

AR signaling pathway, miRNA and the, 553
Arachidonic acid, 811
ARACNe and MINDy, 303–304
Archipelago gene, 140–141
Area under the receiver operating characteristic 

curve (AUC), 326–327
ARF/p53/p21CIP1/WAF1 pathway, 234
ARF protein, 575–576
Arimidex. see Anastrozole
ARK5 gene, 460
Aromatase, an enzyme complex, 639
Aromatase blocks, inhibition of, 639
Aromatase cytochrome P450, 639
Aromatase inhibitors, 325–326, 637t–638t, 814
Aromatic amines, 112
Aromatic-DNA adducts, 318–319
Arrest, of circulating cells, 275
Arsenic exposure, 113

biomarkers of, 113
Arsphenamine, 621
Asbestos fibers, 114

evidence of, 114
exposure to, 114
with lung and larynx cancers, 114
toxic effects of, 114
types of, 114
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Asn residues, 339
Aspergillus flavus, 111–112
Aspergillus parasiticus, 111–112
Astrocytic tumors, 574–576

high-grade, 574–575
Astrocytomas, for glial tumors, 573
Ataxia telangiectasia syndrome, 11–12, 48, 

414t–415t
Atg genes, 220
ATM, failure of, 56
ATM gene, 321–322
ATP-binding cassette membrane proteins, 

653–654
ATP citrate lyase (ACL), 199
ATP hydrolysis, 781
Attenuated adenomatous polyposis coli 

(AAPC), 501t
Atypical ductal hyperplasia (ADH), 523–524
Aurora kinases, overexpression/amplification 

of, 177
Autocrine modes, 739
Autoimmune vitiligo and immunotherapy, 699
Autoimmunity, checkpoint blockade and, 706
Automobile emissions, benzene in, 110–111
Autophagic cell death, 209
Autophagolysosome, 185
Autophagosomes, 220
Autophagy, 220–225

functions of, 220–221
mTORC1 and, 185
process of, 221–222, 222f
role in cell survival, 185
role of, 221

in cancer therapy, 225
tumor promotion by, 224–225, 224f

Avastatin. see Bevacizumab
AVE1642, 252t
Avian erythroblastosis virus, v-erbB gene of, 

20–21
Avian leukemia, transmissibility of, 79
Avian sarcoma virus, 79
Azacytidines

and HDAC, 75
use of, 74–75

B
B7 family members, 728
BAALC and ERG overexpression of, 427–428
Bacille Calmette-Guérin (BCG), 718–719
Bacterial artificial chromosomes (BACs), 827
BAF180, 566
Balancer chromosome, with mutation, 139
BAP1, 566–568, 567f
Barrett esophagus, 468

chemopreventive approach for, 817
Basal cell and squamous cell carcinoma, 581
Basal cell carcinomas (BCCs), 31, 583–584, 

584f
Base excision repair (BER), 49–50, 49t

schematic description of, 50f

Basement membrane, disruption of, 270
Basic FGF (bFGF), 263
BAX and BAK, 212
Bayesian framework, 667
BCCs. see Basal cell carcinomas (BCCs)
B-cell development and correlation with 

lymphoid diseases, 437f
B-cell lymphoma, 90
B-cell receptor (BCR), 434
B cells, 287t, 292
BCG-adjuvanted tumor cell vaccines, 719–720
Bcl-2, 26, 658

and cancer, involvement of, 26
Bcl-2 pro-survival oncoprotein, 185
Bcl-2 protein family, 212

control of MOMP by, 213f
targeting, in cancer treatment, 214–215

BCL6 oncogene, 441
BCLX gene, 658
BCR-ABL, 637t–638t, 641–642

gene rearrangement, 624–625
translocation, 366t

BCR-ABL fusion protein, 214
BCR-ABL kinase, 656–657

and Hsp90 client protein, 782t
BCR-ABL tyrosine kinase inhibitor, 779
BCR-ABL1 gene, 402
Beckwith-Wiedemann syndrome (BWS), 408, 

414t–415t, 416–417
genetic and epigenetic subgroups, 417t

Beclin-1
autophagy gene, 222
pro-autophagy gene, 185

Bendamustine, 645
Benign gastrointestinal lesions, different types 

of, 500
Benzidine

aromatic amine bladder carcinogen, 122
biotransformation of, 122

Benzoquinoid ansamycin antibiotics, 779–781
BER. see Base excision repair (BER)
Beryllium

bacterial and mammalian mutagenesis test, 
112–113

exposures to, 112–113
inhalation of, 112–113

Beta-2-microglobulin, 336–337
β-catenin, 270–271, 378t, 503

degradation of, 30
function of, 503f
genetic alterations of, 30
phosphorylation of, 30
Wnt signaling and, 552

β1 integrin, 251
Bevacizumab, 161, 252t, 257, 265, 578–579, 

597–598, 687t
fab fragment of, 265
for first-line treatment of metastatic 

colorectal cancer, 640
Bexarotene (Targretin), 641
BFGF, suppression of, 749

BGJ398, 252t
BH domains, 26
BH3-only proteins, 212
BHD. see Birt-Hogg-Dube syndrome (BHD)
Bi-directional paracrine signaling networks, 

159–160
BID, 216
Bifunctional alkylating agents, 47
Bilharzias, parasitic disease, 99
BIM, 214
Biochemical events, cascade of, 22
Bioinformatics

considerations in, 680–681
field of, 489
tools for, 338–339

Biologic carcinogens, in human carcinogenesis, 
110

Biomarker discovery
glycoproteome for, 339
protein qualification at, 338

Biomarker-integrated Approaches of Targeted 
Therapy for Lung Cancer Elimination 
(BATTLE) trial, 625

Biomarkers, 377–378, 378f
assessing risk of cancer, 315–330
of biologically effective dose, 318–319
in cancer etiology, 318f
classes of, of genetic susceptibility to cancer, 

321t
for early tumor detection, 152
of effect, 319–320
examples of, 378t
of exposure, 317–319
of internal dose, 318
key tumor system processes, 370t
of molecular targeted chemoprevention, 809
risk prediction, 326–327
of susceptibility, 317, 320–326

BioRad, 338
Biotransformation, activates or deactivates 

ultimate carcinogen, 122f
Biotransformation enzyme

phase I and phase II, 121t
polymorphisms, and cancer risk, 123–124

Biotransformation reactions, phase I and II, 
119–120

Biphasic variant, 609–610
Birt-Hogg-Dube syndrome (BHD), 562t, 565, 

581–582
Bispecific T-cell engagers (BiTEs), 691
BK and JC viruses, 98
B-lymphoblastic leukemia (B-ALL), 396–403
B-lymphocytes, ontogeny of, 434, 436f
Blastocysts, 241
Bleomycin, 324–325

in presence of oxygen, 47
Bleomycin hydrolase, 657
Blinatumomab, 691
Blood vessels, 249
Bloom syndrome, 137–138, 142–143, 

414t–415t

https://CafePezeshki.IR



Index838

BM-derived circulating endothelial precursors 
(CEPs), 458

BM-derived endothelial cells (BMECs), 458
Body mass index (BMI), 106
Body size, controlling, 186–187
Bone growth, abnormalities of, 413
Bone marrow (BM), 457–458

cellular compartment of, 458
microenvironment of, 458

Bone marrow–derived myeloid cells, 287–288, 
292–293

Bone marrow–derived progenitor cells 
(BMDCs), 249–250

Bone marrow transplant (BMT), 399–400
Boolean network, 385
Borrelia burgdorferi, 444
Bortezomib, 214, 252t, 648

proteasome inhibitor, 597–598, 784
Bottleneck structures, 305
Bradford-Hill’s criteria, for causation, 105
BRAF, 484, 593–595, 594f, 603, 637t–638t, 

642, 826–827
mutation of, 593

BRAF mutation, 366t
BRAF oncogene, overexpression of, 141
BRAF phosphorylates, activated, 593
BRAF serine/threonine kinase, 484–485

activation of, 593–594
mutations of, 603

Brain tumors
and colorectal cancer (CRC), 501t
future perspective, 579
hereditary syndromes with, 573–574, 574t
medulloblastoma, 577–578
meningioma, 577
molecular pathophysiology of, 578–579
oligodendroglioma, 577
with polyposis, combination of, 502
result of genetic and epigenetic alterations, 

574
therapeutic resistance of, 579

BRCA1/2 mutation, 366t
BRCA1 and BRCA2, 62–63

and breast cancer, 524
germline mutations of, in ovarian cancer, 

531
mutant alleles of, 12

BRCA1-associated protein. see BAP1
BRCA1 gene, 320, 678

epigenetic silencing of, 60
mapped to human chromosome, 62–63

BRCA1 protein, during DNA damage, 63
BRCA2, 320
Breast cancer, 377–379, 523–530

among Asian immigrants, 104–105
and BRCA1 and BRCA2 genes, 12, 524
environment and, 524
human, 160
molecular basis of, 527–530

angiogenesis, 530
chromatin remodeling, 528–529

Breast cancer (Continued)
ER action, 527–528
growth factors, 529–530

molecular biology of, 523–524
molecular subtyping of, 524–527

genomics, 525–526
histopathology and molecular pathology, 

524–525
multiplexed genomic and transcriptomic 

prognostic tests, 526–527
transcriptomics, 525

normal breast development, 523
pathophysiology and risk factors of, 524
risk factors for

genetics and family history, 524
hormones, 524

risk models, 815–816
risk of Asian-American women, 104–105

Breast Cancer Index, 527t
Breast Cancer Prevention Trial (BCPT),  

810
Breast Cancer Risk Assessment Tool 

(BCRAT), 326–327
Brentuximab vedotin, 648, 687t
Bruton’s tyrosine kinase (BTK), 440
BTAK/Aurora A kinase, 538t, 539
BTLA, 733
Budding yeast life cycle, schematic 

representation of, 136f
Burkitt leukemia, 404
Burkitt lymphoma, 89–90, 438t, 457–458

with EBV, 89–90
Buschke-Lowenstein tumor, 86
BWS. see Beckwith-Wiedemann syndrome 

(BWS)

C
C1 complex, 685–686
C634R mutation, 604
CA125, 336–337
Cachexia, pathobiology of, 521
CAD (carbamoyl-phosphate synthetase 

2, aspartate transcarbamoylase, 
dihydroorotase), 181–182

Cadherins, 270–271
Cadmium

carcinogenicity of, 113
exposure with human lung cancer,  

113
heavy metal in soil, air, and water, 113
non-genotoxic mechanisms of, 113
occupational exposures to, 113

CAF-mediated ECM remodeling,  
247–248

CagA protein
in gastric epithelial cells, 99
target of, 99

Calreticulin, 161
Camptothecin, 622
Campylobacter pyloridis, 98–99

Cancer
of abnormal differentiation, 3
adoptive immunotherapy of, 701–702
antigens—difference between tumor and 

self, 710–712
biology of PD-1 checkpoint, 728–731
biomarkers assessing risk of, 315–330
causes of, 104–107
causing mutations, 138
and cellular immune response, 695–708
and checkpoint blockade, 709–738
chemotherapy of, 651
diagnosis of, 834
earlier analyses in, 320
environment, genetics and, 103
and environment, introduction to, 103
epidemiology and causes criteria, 104–105
epigenetics and, 67–78
evidence for PD-1 blockade, 731–734
as genetic disorder, 1–18
immune cells in, 288–292
immune checkpoint blockade, 704–706
immune hallmarks of, 713
immune regulatory cells and molecules in, 

703–704
immunotherapy with vaccine, 709–738
and infectious agents, 79–102

bacteria and, 98–99
overview of, 79
perspectives, 99–100
viruses and, 79–98

and inflammation, 285–296
inhibition of antitumor immunity, 715
innate recognition of microbial pathogens 

by toll-like receptors, 696–699
MAP kinase pathway in, 25f
modified mouse models of, 147f
mouse models for, susceptibility study, 325
multiplexed approaches to genotyping of, 

830–832
nature of antitumor immunity, 699
origins of, 3
principles of cellular immunity, 706
pro and con for immune surveillance of, 

712–713
as protein-coding genes and noncoding 

RNAs, 769–771
Raf/Mek/MapK and, 24
Ras involvement, 23
risk factors, 105–107

diet, 106
occupation, 106–107
smoking, 105–106

suppression of antitumor immunity, 
715–717

therapeutic vaccines, 717–728
transformation of normal cells, 635
ubiquitin-proteasome system in, 785
vaccines, cytokines, and immunotherapy, 

699–701
Cancer antigen 125 (CA125), 338–339
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Cancer-associated fibroblastic cells (CAFs), 
292, 364, 691

Cancer cell behavior, and clinical outcome, 
interactions between, 365f

Cancer cell line encyclopedia (CCLE), 374
Cancer cells

to cancer therapeutic drugs, 636–638
features of, in mammalian systems, 137
gene replacement and gene knockout for 

killing of, 753–757
genetic mechanisms driving metabolism of, 

201–205
metabolic profile of, 194–201
on mitogens, 10–11
phenotype of, 13
prodrug converting enzymes delivery for, 

757–759
ribozymes in, 773
trait of, 11

Cancer chemoprevention, 809–824
biomarker cancer risk models, 815–816
chemoprevention trials, 816–821
molecular-targeted prevention, 809–814

Cancer epigenome, normal versus, 68f
Cancer etiology, biomarkers in, 318f
Cancer gene census, summary, 358t
Cancer Genome Atlas Project (TCGA), 477
Cancer genomics

clinical applications
diagnosis and detection, 364–366
therapeutic targets and predictive 

markers, 366–367
understanding and using information about

functional assessment of, 359–364
Cancer hallmark-associated aberrant genes, 

358t
Cancer invasion, coordination of, 273
Cancer nucleic acids

challenges to, 349–351
FFPE preservation and, 350–351, 353f
heterogeneity regional versus genotypic, 

350
ploidy and copy number alterations in 

DNA, 350
tumor cellularity, 349–350

Cancer predisposition syndromes, 413–418
genetics, 415–416
hereditary paraganglioma syndromes, 

413–415
Li-Fraumeni syndrome, 413

Cancer prevention, 124–127
Cancer risk models, biomarker, 815–816
Cancer-selective viruses, in clinical trials, 

755t–756t
Cancer stem cell (CSC) hypothesis, 523
Cancer stem cells (CSCs), 487, 635, 653

cytokine networks and renewal of, 161–162
drugs that target, 643
evidence for, 487
identification of, 157–159
and microenvironment, 155–164

Cancer stem cells (CSCs) (Continued)
model of carcinogenesis, 157
origins of, 158–159
regulation of, by tumor microenvironment 

and cytokine networks, 159–160
Cancer susceptibility, epigenetic 

reprogramming of, 124
Cancer susceptibility loci, 37
Cancer systems biology, 297–314

interrogating pathways and networks, 
304–305

patient-centric view of cancer research, 
310–311

recent trends and future perspective, 
307–308

reducing genetic and epigenetic variability, 
305–306

regulatory network to elucidate drug 
activity, 306–307

technologies of, 308–310
Cancer Target Discovery and Development 

(CTD) network, 307
Cancer-testis antigens, 711
Cancer therapeutics, 635–650

drugs, 639–643
therapeutic index, 635–639

Cancer therapy
implications for, 31–33
natural and acquired resistance, 651–660

cellular mechanisms of drug resistance, 
652–659

drug efflux transporters, 653–655
pharmacologic and physiologic causes of 

treatment failure, 651–652
Cancer tissues

poor drug diffusion in, 651–652
sample of, 825

Cancer vaccination, 709
Cancer vaccines, 699–701, 717–720

approach, advantages and disadvantages of, 
700t

current status, 700
general formulations for, 719t

Candidate gene approach, 322
Capecitabine (Xeloda), 644
Carboxylesterase, 758
Carboxylesterase-2, 678–679
Carcinoembryonic antigen (CEA), 338–339, 

469–470, 725
Carcinogen exposure, risk assessment and 

regulation of, 126
Carcinogen metabolism, 119–123
Carcinogenesis

electrophilic theory of, 120
initiation and mutational theory of, 

115–117
multistage nature of, 115–118
stage of, 118
tumor promotion phase of, 117

Carcinogenic agents, IARC categorization  
of, 109t

Carcinogens
chemical structure of, 104f
classes and types of, 107–115
evaluation and classification, 107–108
for human cancer, 14
types of, 109–115

Carcinogens, chemical, 110
inorganic, 112–114

arsenic, 113–114
beryllium, 112–113
cadmium, 113
chromium, 114
fibers, 114
hormones, 114–115

organic, 110–112
aflatoxin B1, 111–112
benzene, 110–111
benzidine, 112
nitrosamines and heterocyclic amines, 

112
PAHs, 111

Carcinoma-associated fibroblasts, and factors 
promoting tumor progression, 247

Carcinoma cells, forming metastasis, 16
Carfilzomib, 784
Carney-Stratakis syndrome (CSS), 615
Carney triad (CT), 615
CASP8 gene, 495–496

apoptosis and survival, 495–496
Caspase-1, activation of, 211
Caspase-8, 215

mitochondrial pathway activation by, 216
Caspase-independent cell death (CICD), 218
Caspases, 211

activation, 211
Cataloging approaches, 359–360
Cathepsin proteases, 281
Catumaxomab, 691
Caveolin-1 (Cav-1), 248
CCAAT-enhancer-binding protein beta (C/

EBPβ), 613
CCI779/temsirolimus, rapamycin analogues, 

187
CCND1 gene, 493–495

cell cycle and proliferation, 493–495
CD4+ helper T (TH) cells, 287t, 291
CD8 T cells, presence of, 545
CD8

+TC cell, 287t
CD11b, 715–716
CD20, 637t–638t
CD25, 637t–638t
CD30, 637t–638t, 688–689
CD34+/CD38- phenotype, 635
CD40, 689–690
CD44, 158, 556
CD47 antigen, 161
CD52, 637t–638t, 688
CD74, 689
CD95, ligation of, 215
CD117, 614
CD133- CD34- CD45-phenotype, 158
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CDC (Complement-dependent cytotoxicity), 
685–686

Cdc2 and Cdc28, 137–138
Cdc28, presence of, 137
CDK family of kinases, 137–138
CDK inhibitors, 167, 555
CDK phosphorylation, 166
CDK regulation, by small-polypeptide 

inhibitors, 167–168, 167f
CDK1, 171–172
CDK7, 166
CDKN2A gene, 479, 493–495

cell cycle and proliferation, 493–495
in prostate cancer, 555

CDKN2A locus, 575–576
CDKN2B locus, 575–576
CDKN4C (p18) gene, 461–462
CDX2, 826–827
C/EBPα and PU.1 gene, mutation in, 

424–425
CEA (carcinoembryonic antigen), 271
CELI enzyme, 141
Cell, of origin, identification of, 152
Cell adhesion molecules (CAMs), 555–556
Cell catabolism, 221
Cell-cell adhesion molecules, loss of function 

of, 271
Cell cycle, 137, 166f

basic principles of progression, 165
cyclin-dependent kinases (CDKs), 165
division of, 165
E2F transcription factors, transcriptional 

regulation by, 168–169
function of, 165
posttranslational regulation of CDKs, 

165–168
regulated proteolysis in, 173–175
regulation of, 165–178
targeting, as therapeutic modality, 176–177

Cell cycle checkpoints, targeting of, 177
Cell cycle control, key tumor system, 370t
Cell cycle control genes, 555
Cell cycle progression, 165

essential for, 138
Cell death

active and passive, 210, 210f
bcl-2 family members interactions regulate, 

26f
hallmark of, 485–486
morphologies of, 209–211, 210f
signaling of, by death receptors, 217f–218f

Cell division, dysregulated, 176
Cell growth, 179–190

biochemical pathways that control, 
180–186

cancer and human diseases of, 187–189
cell-autonomous regulation of, 194
definition of, 179
metabolism of, and proliferation, 191–208

Cell hybridization, 8
Cell immortality, 13

Cell metabolism, regulation of, 193–194
single-cellular versus multicellular 

organisms, 193f
Cell proliferation, metabolic requirements of, 

191–193
Cell survival and cell death, regulation of, 26
Cell-to-cell variability, 385
Cell-type-specific promoter, use of, 147
Cellular and tissue systems biology

application of, 381f
cancer research and drug discovery, 

373–376
cell line, 373–375
heterogeneity, 375–376

computational and, 382–386
machine learning, 382–383
modeling, 383–386

high-content analysis
in cancer diagnostics/prognostics, 

376–381
components of, 371f
fluorescence imaging, 369–370, 372t
high-content analysis with, 369–392
imaging fixed cells with, 371
imaging live cells with, 371
multiplexed to, 373

Cellular damage, 231, 236
Cellular drug resistance, mechanisms of,  

652f
Cellular immune response, 544–545,  

695–708
Cellular immunity, principles of, 706
Cellular invasion, types of, 272f
Cellular oncogenes

discovery of, 4–6
transfection of, 6f

Cellular phenotypic assays of susceptibility, 
324–325

Cellular phenotypic biomarkers, 326–327
Cellular redox balance, 192
Cellular senescence, 41, 229–238

biochemical and morphological 
characteristics of senescent cells, 
229–230

and pRB and p53 pathways, 41
replicative senescence and the Hayflick 

limit, 230–236
Cellular systems biology

in cancer research and drug discovery, 
373–376

computation and modeling of, 383–386, 
384f

Cellular transformation
ability to cause, 20
by unregulated cell proliferation, 20

Central nervous system and testis, 651
Central nervous system (CNS), primary 

tumors, 573
Central nervous system tumors

primary, molecular biology of, 574–578
Centrosome abnormalities and aneuploidy, 85

Cervical cancer
incidence of, 83
with sexually transmitted agent, 83

Cervical intraepithelial neoplasia (CIN), 83
Cetuximab, 623–624, 629, 641, 687t
Ch9p21, loss of heterozygosity (LOH) of, 

575–576
Checkpoint kinases, 56
Chemical carcinogenesis

defense systems against, 119–124
mechanisms of, 115–119

Chemical compounds, carcinogenic to 
mutagenic potencies of, 4f

Chemicals and cancer, history of, 103
Chemokine receptor gene CXCR2, 702
Chemokines and cytokines, 544
Chemoprevention, 126–127, 809
Chemoprevention trials, 816–821
Chemosensitizers, 47–48
Chemotherapy, effects of, on nontumor cells, 

251
Chemotherapy response, mitochondrial 

priming and, 212–214
Childhood neoplasms, molecular biology of, 

407–420
acquired molecular and cytogenetic 

abnormalities in, 408t
clinical surveillance for, 418
hereditary syndromes associated with, 

414t–415t
Chimeric antigen receptors (CARs), 545
Chlamydophila psittaci, 444
Chromatin

abnormalities in cancer, with DNA 
methylation changes, 70–71

DNA methylation, 426
and DNA methylation, 69
in tumor cells, 68f

Chromatin components, of aberrant gene 
silencing, 75

Chromatin immunoprecipitation analysis, 
353–354

Chromatin remodeling genes, 460–461
in breast cancer, 528–529

Chromium
carcinogenic properties of, 114
in drinking water, 114
oxidation state of, 114
reduced forms of, 114

Chromobacterium violaceum, 646
Chromogenic, 372t

comparison of fluorescent and, 372t
Chromophobe renal cell carcinoma, 561

2004 WHO classification of RCC, 562t
Chromosomal aberrations, in ALL, 401f
Chromosomal instability versus DNA 

mismatch repair deficiency, 508–510
Chromosomal translocations, 459f

in multiple myeloma (MM), 456
Chromosome 2p sequences, loss of 

heterozygosity (LOH) of, 505–506
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Chromosome 3p, 566
Chromosome 9p, LOH for, 577
Chromosome aberrations (CAs), 319
Chromosome cohesion, 172
Chromosome structure, abnormalities of, 

396–400
Chromosome translocation, 319
Chronic antigen exposure, 729
Chronic graft-versus host disease (GVHD), 

798
Chronic inflammation, 159

and esophageal cancer, 468–470
macrophages act at, and promote tumor 

progression, 288–289
Chronic inflammatory bowel disease (IBD), 

507
Chronic lymphocytic leukemia (CLL), 

433–434, 776f
lymphoid diseases, 437f
molecular pathogenesis of, 443–445

Chronic myelocytic leukemia, 399, 624–625
Chronic myelogenous leukemia (CML), 214, 

306, 744
Hsp90 client in, 782t

Chronic myelomonocytic leukemia (CMML), 
429

Cigarette smoke, benzene in, 110–111
Cip/Kip family, 168
Cip/Kip inhibitors, as tumor suppressor 

proteins, 176
Circulating tumor cells (CTCs), 279
Cisplatin and mitomycin C, 58
Cisplatin-inducible lesion, 60
Cisplatin resistance, multiple mechanisms of, 

63–64
C-Jun N-terminal kinase ( JNK) activation, 

with ERKs, 25
C-KIT, 485–486, 595–596, 637t–638t
Class 1a phosphatidyl-inositol-3 kinases 

(PI3K), 495
Class II transactivator factor (CIITA), 

747–748
Classical Hodgkin lymphoma, 438t
Classification of Ovarian Cancer (CLOVAR), 

534
Clear cell renal cell carcinoma (ccRCC)

2004 WHO classification of RCC,  
562t

common somatic alterations in, 566
copy number changes, 566, 566f

Hsp90 in, 782t
multistep genetic models of, 568

Clear cell sarcoma, 610t
Clinical trials

for new drug development, 631–633
using peptide vaccines, 722

Clinical tumor specimens, analysis of, 763
Clofarabine (Clolar), 644
Clonal evolution hypothesis, 523
Clones, 832
C-mpl receptor, 28

C-myc, 25–26, 404–405, 539
and cellular proliferation and metabolism, 

204
C-myc oncogene, 142
C-myc protein, 539
CML and multiple myeloma cells, 745
Co-inhibitory ligands and receptors, 726–727
Cohesin, 172

chromosomes held together by, 173f
and mitotic cyclins, loss of, 172–173

Colon cancer, 499–514
evolution of, 72
inflammation and, 507

Colonization, 15, 275–276, 276f
Colony-stimulating factor-1 (CSF-1), 249, 281
Colorectal cancer (CRC), 499, 678–679

altered gene expression in, 509–510
and brain tumors, 501t
cases of, 499–500
epidemiology of, 499–500
future directions in, 512–513
prognostic and predictive markers, 512
putative pathway to, 511f
somatic alterations in, 507–510
as sporadic, 499

Colorectal carcinogenesis
epigenetic changes in, 509
histopathologic changes in, 500–501
molecular pathways of, 501–507

Colorectal tumor development, multistep 
genetic models of, 510

Colorectal tumor syndromes, genetics of 
inherited, 501t

Combination studies, 664
Combination therapy, use of, 579
Common terminology criteria for adverse 

events (CTCAE), 664–665
Comparative genomic hybridization (CGH), 

409, 443
Competitive endogenous RNAs (ceRNA), 

306
Complementary determining regions (CDRs), 

683
Complementary DNA (cDNA), 360
Complexity of tumors, heterogeneity, breast 

cancer example, 377–379
Composite organic-inorganic nanoparticles 

(COINs), 377
Computational approaches, 359–363

cataloging approaches, 359–360
integrating information, 360–361
organization into pathways, 361–363

Computational modeling of cellular systems, 
383–386, 384f

cell-to-cell variability, 385
multicellularity, 386
network complexity, 385
spatial complexity, 385–386

Conditional models, 134
Conditional mutual information, 303
Conserved nongenic sequences, 771

Constitutional chromosome 3 translocation, 
562t

Continual reassessment method (CRM), 
666–667

Convergent trial designs, 810–811
Copy number aberrations (CNAs), 459f
Core binding factor (CBF), 421, 424
Costello syndrome, 414t–415t
Cottontail rabbit papillomavirus (CRPV), 

82–83
Cowden syndrome, 189, 501t, 603
COX-2, 504

and prostacyclin inhibitors, 819–820
COX-2 inhibitors, 817
C. parvum, 718–719
CP-870, 813, 690
CpG dinucleotides, 67–69

depletion of, 69
CpG island hypermethylation phenotype, 509
CpG methylation with DNA replication, 

perpetuation of, 12f
C-raf, truncated form of, 24
CRAF, 637t–638t
Cre-Lox system, 135f
Cre recombinase, 134

bacteriophage-derived, 148
CREB binding protein or CBP (CREBBP), 

402–403
Crizotinib, 626, 642–643
CRLF2 gene, 402
Crohn disease, 223
Cross presentation, 686–687
Cross-species comparisons, 149
C-src (cellular src), 4

as proto-oncogene, 5
CSMD gene, 497

invasion and metastasis, 497
C-terminal CAAX box, 22
C-type lectin-like receptors, 696, 734
CTC-chip, 282–283
CTLA-4, 643
CTLA-4 blockade, 705

clinical application of, 727–728
CTLA-4 checkpoint, 726–727, 729f
Cutaneous cancers, manifestation of germ line 

mutations, 581–582
Cutaneous melanoma

molecular basis for treating, 591–600
epigenetic pathways, 596–598
framework of, 591
pathology of, 592, 592f
therapy and molecular targets of, 

592–596
Cutaneous squamous cell carcinoma, 

584–586, 585f
CXCL-12, 160–161
CXCL7, IL6 and, loops involving, 160
Cyclic AMP (cAMP), 28–29
Cyclin, 165
Cyclin A/CDK2/p27KIP1 complex, 168f
Cyclin B, 172
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Cyclin-binding motif, 168
Cyclin D-dependent kinases, 176
Cyclin D dysregulation, 460
Cyclin D1 (CCND1), 456–457
Cyclin D1/Cyclin-dependent kinase (CDK) 

complex, 494–495
Cyclin-dependent kinase 1, 137–138
Cyclin-dependent kinase (CDK) inhibitors, 

229–230, 486
Cyclin-dependent kinases (CDKs), 39, 165, 

555
activating cyclins, and substrates, 166t
posttranslational regulation of, 165–168
regulation of, 165–167, 166f

Cyclin E, 539
Cyclin E complexes, with Cdk2, 140–141
Cyclin E protein, levels of, 140–141
Cyclins, 460

crystal structure of, 165
Cyclooxygenase-2 (COX-2), 469
Cyclooxygenase (COX) pathway, 811
Cyclophilin D, 219
Cyclophosphamide, 232
Cylindromatous skin tumors, inducer of, 585
Cysteine protease inhibitors (cystatins), 272
Cytidine, methylation of, 12
Cytochrome c, 211–212
Cytochrome P450 (CYP450), 663

substrates for, 120
Cytogenetic aberrations, 421
Cytokine genes, production of, 521
Cytokine/growth factors, actions of, 791f
Cytokine receptor signaling, 27–28, 28f
Cytokine receptors, 19

components of, 28
Cytokine synthesis inhibitory factor, 800
Cytokine therapy, of cancer, 699–700
Cytokines, 699–701, 789

and cancer stem cell renewal, 161–162
and chemokines, 544

Cytosine deaminase, 758
Cytosolic β-catenin, 30
Cytotoxic A and B chain fragments, fusion 

protein consisting of, 641–642
Cytotoxic agents, 212–213
Cytotoxic CD8+ T (TC) cells, 292
Cytotoxic NK cells, in ascites fluid, 545
Cytotoxic T cells and lymphokine activated 

killer cells, 801
Cytotoxic T-lymphocyte-associated antigen 

(CTLA-4), 689

D
Dacarbazine, 592
Dacetuzumab (SGN-40), 689–690
Damage-associated molecular patterns 

(DAMPs), 209
Danio rerio, 129
Darwinian evolution, form of, 6–7
Data analysis, limitations in, 336

Data generation, limitations of, 335–336,  
335f

DC vaccines, clinical trials with, 723
DCE-MRI, 672
DCs

in directing T-cell responses, 697–698
maturation of, 697–698, 718

Death-associated protein kinases (DAPKs), 
747

Dedifferentiated liposarcoma (DDLPS), 
612–613

Degradation enzyme, by tumor cells, 271
Delayed-type hypersensitivity (DTH), 

718–719
Delta-24, 763
Dendritic cell vaccines, ex vivo-loaded, 

722–724
Dendritic cells, 285, 717–720, 718f, 759–760

biology and activities of, 696
functional plasticity of, 697–698
link innate and adaptive immunity, 697

Denosumab (Xgeva), 252t
DEPTOR (DEP domain containing mTOR 

interacting protein), 180
Dermatofibrosarcoma protuberans, 610t
Desmoplasia, 248
Desmoplastic reactions, 520–521
Desmoplastic small round cell tumor, 610t
Destruction box (D-box), 174–175
Detoxification, of drug/intermediate drug 

product, 657–658
Developmental biology pathways, reactivation 

of, 519
DHFR gene, 653
Diacylglycerol (DAG), 22
Dialogue on Reverse Engineering Assessment 

Methods (DREAM), 302–303
Dicer1 syndrome, 418
Dichloroacetate (DCA), 205–206
Dictyostelium, 272
Diet, 472
Differentiated thyroid carcinoma (DTC), 

601–604
intracellular signaling pathways involved in 

the pathogenesis of, 602f
Diffuse large B-cell lymphoma (DLBCL), 448

classification of, 439f–440f
pathogenesis of, 436–442

Dihydrodiol epoxides, PAH bay region, 111f
Dihydrofolate reductase (DHFR), 637t–638t, 

643
amplified, 656

Directed acyclic graphs (DAG), 302
Discs large (dlg), tumor suppressor,  

139–140
Disseminated tumor cells (DTCs), 249, 279
Divergent phenotypes, 586
Dividing cells, cell growth in, 179
Dl 922-947, 763
DNA, from mouse fibroblasts, 5
DNA adducts, 318–319

DNA binding, 27–28
glycopeptide drug bleomycin, 657

DNA binding proteins, 54
DNA copy number variation (CNV), 

551–552
DNA cross-link repair

mechanism of, 55
schematic model of, 55f

DNA cross-linking drugs, 55–56
DNA damage

from alkylating agents or ultraviolet (UV) 
light or ionizing radiation (IR), 47

from antineoplastic therapeutic agents, 
47–48

cytotoxic effects, 47–48
phosphorylated effector proteins assemble 

in, 56–57
spectrum of, 47–48
spontaneous, 47
study of, 57

DNA damage-repair genes, 554–555
DNA damage response (DDR), 231
DNA damage response proteins, 57

mediated by sensor and effector kinases, 56
DNA-damaging agents, 212–213
DNA-damaging chemotherapy, resistance  

to, 61
DNA deamination, 49–50
DNA demethylation, 205
DNA-dependent protein kinase, 51
DNA double-strand breaks (DSBs), 51

IR causes, 54
DNA hypermethylation, 554
DNA hypomethylation, 556
DNA inhibitor monotherapy, principle of, 62f
DNA intercalating agents, 47
DNA lesions, during carcinogenesis, 116–117
DNA methylation, 43, 352, 379, 512, 

637t–638t, 711
as a biomarker in lung cancer, 480t
and chromatin organization in cancer, 

69–71
in global DNA packaging, 69
imposition of, 69
initiation of, 70
mechanisms control, 12–13
modification of, 67–69

DNA methyltransferases (DNMTs), 479
DNA microarray, 377–378
DNA mismatch repair deficiency

chromosomal instability versus, 508–510
and HNPCC, 505–507

DNA mutations, in proto-oncogenes, 116
DNA packaging, molecular unit of, 67
DNA polymerase subunit δ, 138
DNA polymorphisms, 347
DNA repair, 48, 123–124

to clinical oncology, 62–63
and damage response, 56–57
enhanced, 658
in normal cells, 506
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DNA repair biomarkers
clinical application of, 60–61
development of new, 62–63
functional, 60
of gene/protein expression, 60
to guide chemo- and radiosensitization, 61
as predictors of response to conventional 

therapy, 60–61
as predictors of response to targeted 

monotherapy, 61
prognostic and predictive, in cancer 

treatment, 60–61
use of, 61

DNA repair capacity (DRC), 324
DNA repair defects, models for, 57–59
DNA repair deficiency, for enhanced 

sensitivity of tumor cells, 47
DNA repair deficiency syndromes, inherited, 

58
DNA repair enzyme inhibitors, computer-

assisted drug development (CADD) of, 
48

DNA repair gene polymorphisms, 
as predictors of chemotherapy 
responsiveness, 63–64

DNA repair genes
functions of, 12
silencing of, 74

DNA repair inhibitors
combination of, 47–48
as new area for anticancer drug 

development, 62
DNA repair pathways, 658

abnormalities in, 60
activity of, 59–60
defects in, 63
disruptions of, 59–60
examples of redundancy in, 52–54
functional biomarkers of, 60
and human cancer, 47–66
major, 49t
by methylation and gene silencing, 59–60
regulation of, 54
for repair DNA cross-links, 54–56
selection of biomarkers of, 60
systematic study of, 48–56
tumor progression by serial inactivation and 

reactivation of, 59f
DNA repair polymorphisms, 63–64
DNA replication, 179

directional nature of, 230
and function, regulators of, 171t
regulation of, 170–171

DNA sequences, altered, 11
DNA synthesis, 179
DNA synthetic enzymes, 761
DNA topoisomerase, inhibitors of, 644–645
DNA tumor viruses, distinct groups of, 84f
DNMT3A enzyme, 426
Docetaxel (Taxotere), 647
Dopamine β-hydroxylase promoter, use of, 133

Dose-finding studies, design for, with multiple 
agents, 664

Dose-limiting toxicity (DLT), 664–665
Dose-scheduling studies, 663–664
Double minute chromosomes, 656
Downstream events, 519–521
Doxycycline, 147–148
DPC4 (homozygously deleted in pancreatic 

carcinoma locus 4), 518–519
Drosha, 596
Drosophila, malignant neoplastic tumor 

suppressors in, 139–140
Drosophila melanogaster, 129, 138–139
Drosophila TRX, 424
Drug activation, decreased, 658
Drug administration, suboptimal schedule of, 

651
Drug development, 621–626

clinical trials, 631–633
first phase, 621–623, 623f
predicting drug efficacy and toxicity, 

630–631
scientific knowledge and technology, 

626–630
second phase, 623–626, 624t

Drug discovery
background on fluorescence imaging in 

cancer biology, and diagnostics, 
369–370

cellular systems biology in cancer research 
and, 373–376

machine learning and other computational 
methods in, 382–383

Drug dose, inadequate, 651
Drug efflux transporters, 653–655
Drug/food metabolic interaction studies, 663
Drug-related toxicity, unacceptable, 664–665
Drug resistance

cell-to-cell interactions and, 653
cellular mechanisms of, 652–659
epigenetics and, 653
genetics of, 652–653
rate of development of, 653

Drug sanctuary sites, 651
Drug screens, 133
Drug targets

alteration of, 656–657
traditional, 635–636

Drug uptake, impaired, 655
Drugs

active efflux of, 654
affecting growth factors and growth factor 

receptors, 639–643
alter nucleic acid synthesis and function, 

638t
chemotherapeutic, 637t–638t
convergent targets and, 811
intracellular redistribution of, 657
with other mechanisms, 639t

DT-diaphorase, 785
D-type cyclins, expression of, 170

Dual-specificity inhibitors, 188–189
Duck hepatitis B virus (DHBV), 92
Ductal carcinoma in situ (DCIS), 523–524
DX2400, 252t
Dynamic equilibrium, 646
Dysplastic nevus syndromes, mapping of, 

581–582
Dysregulated expression, 459f

of oncogenes, 456
Dystrophic epidermolysis bullosa, recessive, 

581–582

E
E2F family of transcription factors, 168f
E2F proteins, 84–85
E2F repressors, 168–169
E2F targets, 168–169
E2F transcription factors, transcriptional 

regulation by, 168–169
E2F1, 168–169
E2F3, isoform of, 168–169
E2F7, 234
E3 ligase, 173, 785
E3 ubiquitin ligases, 140–141, 781–782
Early detection, 512
Early T-cell precursor phenotype (ETP), 

403–404
EBNA-2, viral transcriptional transactivator, 

89
EBV. see Epstein-Barr virus (EBV)
EBV genomes, 90
E-cadherin (CDH1), 139–140

and β-catenin, 542
cell membrane protein, 552

EGF receptor tyrosine kinase, inhibition of, 
629

EGFR, 476
and HER2/Neu, 709
mutation status of, 476
peptide growth factor receptors, 540
phosphorylation of, 670
representation of differential, 301f
TK domain of, 476–477

EGFR gene, 495–496
EGFR mutation, 366t
EGFR signaling pathway, 483

activation of, 628f
EGFR variant III, 826–827
EiF-4E-binding protein 1(4E-BP1), 

mTORC1 substrate, 180
Electrospray ionization (ESI) MS, 334
Embryonal rhabdomyosarcoma, 610t
Embryonic genes, expression of, 15
Embryonic microenvironment, 241
Embryonic morphogenesis, 15
Embryonic stem cells, 157
Embryonic transcription program, discovery 

of, 15
EML4-ALK protein, 485
EML4-ALK rearrangement, 626
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Endoduplication, 138–139
Endogenous loci, ability to alter, 148
Endoreplication, 179
Endostatin, 252t, 260, 264
Endothelial cells, 161, 243, 275

paracrine stimulation of, 21
recruited to microenvironment, 159

Endothelial progenitor cells (EPCs), 258–260
Endothelin A peptides, for human tumors, 

540
Engineered bacteria, 725–726
Enhanced green fluorescent protein (EGFP), 

142
Enhanced permeability and retention (EPR) 

effect, 757
Enhancer of Zeste 2 (EZH2), 556–557
Enhancer-trap lines, 135f
Entropy, 243–244
Environmental carcinogenesis, 103–128

host susceptibility to, 123
multistage, in humans, 119

Environmental carcinogens, with occupation, 
107t

Environmental contaminants, types of, 107
Environmental Protection Agency (EPA), 

106–107
Enzalutamide, 641
Enzyme-linked immunosorbent SPOT 

(ELISPOT), 722
EphB4/ephrinB2 signaling system, 260
Epidermal growth factor (EGF), 249, 413, 684
Epidermal growth factor receptor (EGFR), 

241–242, 358, 374, 384f, 517–518, 529, 
570, 576, 576t, 601–602, 641–643, 669, 
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Insertional mutagens, 151–152
Inside-out mechanism, 183
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Insulin growth factor (IGF) pathway and 
ROS1, 485

Insulin-like growth factors (IGFs), 186–187, 
813

Int-6, 746–747
Integrating information, 360–361
Integration of digital imaging, 379
Integrative analysis, 311
Integrins, 271
Interaction with the microenvironment, 364
Interactome-based Drug Enrichment Analysis 

(IDEA), 306
Intercellular communication, 19
Intercellular cytokine staining (ICS), 722
Interfacing genomic pathways, 493, 494f
Interference RNA (RNAi), 363–364, 757
Interferon alpha, 699–700
Interferon genes, proteins and induction, 

739–741
γ-interferon receptor gene, 712–713
Interferon-regulated activation, of 2-5A and 

PKR pathways, 746f
Interferon-regulated proteins

contributing apoptosis, 745t
contributing to angiogenesis inhibition, 

749t
contributing to immune response, 747t

Interferon regulatory factors (IRFs), 741
Interferon-stimulated gene (ISG), 739
Interferons (IFNs), 739–752

antitumor activity of, 747
antitumor effects in human, 750–751
inducers of, 751
induction, genes, receptors and signaling, 

739–744
in malignant pathogenesis, 740t
mechanisms of antitumor action

of induced genes, 744–750
perspective of, 751

Interleukin-1, 797
clinical trials/application, 797
high levels of, seen in, 797

Interleukin-2, 797–798
clinical trials/application, 797
combination therapy of, 798

Interleukin-3, 798
on aplastic anemia, 798
clinical trial/application, 798

Interleukin-4 and interleukin-13, 799
biologic and immunoregulatory function 

of, 799
clinical trials/application, 799

Interleukin-5, 799
Interleukin-6, 235, 469–470, 544, 785,  

799
biologic effects of, 799
clinical trials/application, 799

Interleukin-7, 448, 799–800
promotes, 799–800

Interleukin-8, 235, 800
Interleukin-9, 800

Interleukin-10, 800–801
biological role of, 800–801
role in, 800

Interleukin-11, 801
clinical trials/application, 801

Interleukin-12, 801–802
clinical trials/application, 801–802

Interleukin-15, 802
Interleukin-16, 802
Interleukin-17, 802

receptor A (IL17RA), 325–326
Interleukin-18, 802–803
Interleukin-19, 803
Interleukin-20, 803

experimental evidence for, 803
Interleukin-21, 803–804

clinical trials/applications, 804
Interleukin-22, 804
Interleukin-23, 804
Interleukin-24, 804–805

clinical trials/application, 804–805
Interleukin-25, 805
Interleukin-26, 805
Interleukin-27, 805
Interleukin-28, and interleukin-29, 805
Interleukin-31, 805
Interleukin-33, 806
Interleukin-35, 806
Interleukin-36, 806
Interleukin-37, 806–807
Interleukin-38, 807
Intermolecular interactions, 338
Internal dose, biomarkers of, 318
Internal tandem duplication (ITD), 425
International Agency for Research on Cancer 

(IARC) monographs, goal of, 107–108
International Breast Cancer Intervention 

Study (IBIS), 817–818
International Cancer Genome Consortium 

(ICGC), 357, 526
International Prognostic Scoring System 

(IPSS), 428
International Society of Uropathologists 

(ISUP), 549
Internet databases, 372t
Interstrand DNA crosslinks (ICLs),  

54–55
Intestinal polyposis, forms of, 504–505
Intraepithelial neoplasia (IEN), and cancer, 

809
Intrapapillary mucinous neoplasia (IPMN), 

noninvasive, 515–516
Intratumor heterogeneity, 309
Intravasation, 274
Intrinsic versus acquired resistance, 652
Intussusception, 257
Invadopodia, 273, 273f
Invasion, loss of, epithelial-mesenchymal 

transition, adhesion and metastasis, 
541–543

Invasion and metastasis, 269–284

Invasion-metastasis cascade, 15f
complexity of, 15

Invasive ductal cancer (IDC), 523–524
Ion-channel-linked receptors, 28–29
Ion mobility separation (IMS), 337
Ionizing radiation, exposure to, 109
Ipilimumab, 597, 643, 687t

toxicity rate for, 727–728
IR and bleomycin, 47
IRF4, 744
IRIFs (ionizing radiation inducible foci), 56
Irinotecan (Camptosar), 645, 678–679
Ischemia, 218
ISG-15

conjugation of, 748
secreted protein, 748

ISG protein, 745
ISGF3, 741–742
Isobaric reagents, 338
Isocitrate dehydrogenase (IDH), 201

oncogenic mutations in, 205
Isotypes, 683
ITPR2 gene, 323
Ixabepilone, 647

J
JAK-STAT pathway, 27–28, 159–160, 402, 

470f–471f
JAK2 kinase, 402
Janus kinases ( JAKs), 27, 450, 741–742

in human cancer, 28
and Src kinase, 540

JARID1C/KDM5C, 567, 567f
Jumping genes, 130–133
JUN oncogene amplification, 613
Juvenile polyposis syndrome ( JPS), 

414t–415t, 501t
JX-594, 761

representative patient response to, 762t
representative tumor response to, 762f

K
Kanamycin antibiotic, conferment of resistance 

to, 136f
Kaplan-Meier analysis, 396f
Kaposi sarcoma, etiology of, 800
Kaposi sarcoma herpesvirus (KSHV), 91–92

discovery of, 91
epidemiology and molecular biology with, 

91–92
host for, 91
of rhadinovirus, 91

Karyotypic aberrations, with molecular 
findings in AML, 423t

Kelch-like ECH-associated protein 1 
(KEAP1), 205

Ken box, 174–175
Keratinocytes, cell-autonomous alterations 

in, 588

https://CafePezeshki.IR



Index850

Keratins and epithelial immunohistochemical 
markers, 609–610

Kidney cancer
molecular abnormalities in, 561–572

chemotherapy, 569–570
clear cell renal carcinoma, 566
epidemiology, 561
histopathology of, 561
molecular insights, 569
molecular pathways of, 561–565
non-clear cell renal carcinoma, 568
prognostic and predictive markers, 570
tumor suppressor genes, 566–568

Killer immunoglobulin receptors (KIR), 734
Killer inhibitory receptors, 734
Kinase inhibitors in cancer, 214
Kinetochore microtubules, 172–173
KIT gene

in gastrointestinal tract, 614
and PDGFRA, 615

KIT ligand, 794
KIT mutation, 366t
Knockout mice, 148
Kolmogorov-Smirnov, 361
K- or H-ras, 539
K-Ras gene, 366t, 534
K-Ras mutation, 515–517
K-Ras oncogene, 757

mutation of, 10
K-Ras–transformed epithelial cells, 

histopathologic features of, 535f
KSHV, Kaposi sarcoma herpesvirus
Kynurenine, 716–717

L
Label free

approaches, 338
methods, 338

Labeled drug, ability to detect, 672
Lactate dehydrogenase (LDH), 195
Lactate export, 196
LAG-3, 733
Lambrolizumab, 731–732
Laminins, 246–247, 251
Langerhans cells, 588
Lapatinib, 529
Large-scale viral insertional mutagenesis, 141
Laser capture microdissection (LCM), 

349–350, 828
Laser capture microscopy (LCM), 379
Laser scanning cytometer (LSC), 668–669, 

669f
Lectins, 332–333, 339–340
Lenaldekar, 142
Lenalidomide, 455
Lentigo maligna melanoma, 592
Lethal giant larvae, 139–140
Letrozole (Femara), 639
Leucine-rich repeats (LRRs), 174
Leucyl-tRNA synthetase, 183

Leukemia, Hsp90 client involved in, 782t
Leukemia models and therapy using transgenic 

zebrafish, 142
Leukemogenesis, mechanism of, 398
Leukocytes, 249
Lewis lung carcinoma cells, 249–250
Lgr5 expression, 158
Li-Fraumeni syndrome, 9, 412–413, 

414t–415t
clinical criteria for, 415t
with germline TP53, 412–413
with germline TP53 mutations, 573–574

Ligand binding, 21
Lin28, 162
Lineage-dependent oncogenes

NKX2-1 (TITF1), 487–488
SOX2, 487–488

Linear progression model, 278–279
Linkage disequilibrium (LD), 322–323
Linoleic acid, 811
Lipid and lipoprotein, recognition of, 697
Liposarcoma, 612–613

clinical description and pathology, 612
genetics and molecular pathogenesis, 613

Lipoxygenase (LOX) pathway, 811
Liquid chromatography (LC), 334
Liver cancer, 319–320
Liver cancer stem cells, human, 158
Liver flukes and cholangiocarcinoma, 99
LKB1, 189, 202–203
LKB1-AMPK-mTORC1 pathways, 42f
LKB1-AMPK pathway, 201f, 203f
LKB1 and AMPK, 202–203
L-myc, 25–26
Loss of heterozygosity (LOH), 10, 398, 412, 

483, 504–505, 575–576, 810
of chromosome 2p sequences, 505

Low-grade fibromyxoid sarcoma, 610t
Low-grade (type I) ovarian cancer, 533–534
Low-penetrance SNPs, 322–326
Lox-P sites, 134
LRP, 657
Lucatumumab (HCD122), 690
Lucentis, 265
Lung cancer

cancer stem cell model and, 487
epigenetic changes in, 479–482
etiology of, 475–476
future directions in, 479
genes in, 477–478, 478t
genomic instability in, 482
histone modification in, 479
human papilloma virus (HPV) and, 476
identification of novel pathways, 478
identification of therapeutic agents, 478–479
inherited susceptibility to, 476
malignant phenotype of, 476–477
methylation modification in, 479
molecular basis of, 475–490
molecular differences between smoking and 

never smoking, 476t

Lung cancer (Continued)
molecular epidemiology of, 475–476
in never smokers, 476
oncogenes, tumor suppressor genes, and 

signaling pathways in, 482–488
preclinical model systems for, 488
rationale-based targeted therapy, 488–489
scheme linking cigarette-smoke carcinogens 

with multiple genetic changes in, 471f
targeted therapy of, 480t–481t
tobacco smoke and, 470, 475–476

Lung cancer risk models, 816
Lung carcinogenesis, epigenetic changes in, 

479–482
Lycopersicon esculentum lectin (LEL), 339–340
Lymphangioleiomyomatosis (LAM), 189
Lymphatic system, 258
Lymphoblastic leukemia, acute, 455
Lymphocyte inhibitory receptors, 732
Lymphocytes, insertion of genes into, 702f
Lymphokine-activated killer (LAK) cells, 

797–798
Lymphomas, 433–454

B- and T-lymphocyte development, 
434–436, 435f

characteristic immunophenotypic and 
genetic features of selected, 438t

diffuse large B-cell lymphoma, pathogenesis 
of, 436–442

Lynch syndrome [hereditary nonpolyposis 
colorectal cancer (HNPCC)], 501t. see 
also Hereditary nonpolyposis colorectal 
cancer (HNPCC).

Lysophosphatidic acid (LPA), 272–273, 540
Lysyl oxidase (LOX), 280

M
Machine learning (ML) approaches, 302
Macroautophagy, 185, 220
Macrodissection, 828
Macromolecular biosynthesis, 197–201
Macrophage, 288–289, 289f
Macrophage colony-stimulating factor 

(M-CSF), 794–797
with AML, 794
clinical trials/application, 794

MAF, 460
Magnetic resonance imaging (MRI), 382,  

416
Major breakpoint region (MBR), 442
Major histocompatibility complex (MHC), 

434–436, 545, 710, 797–798
Major vault protein (MVP), 657
MALDI, 336–337
Malignant cell motility

inhibition of, 748–749
and invasion, 748–749

Malignant cells, 635
Malignant rhabdoid tumor, 610t
MALT lymphoma, 438t
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Mammalian cells, encode E2F proteins, 
168–169

Mammalian Gli proteins, 583
Mammalian STATs, 27–28
Mammalian target of rapamycin complex 

1(mTORC1)-dependent pathways, 
41–43

Mammalian target of rapamycin (mTOR), 
484, 813

Mammaprint®, 526–527, 527t
Mammary carcinoma cells, 276
Mantle-cell lymphoma (MCL), 438t, 784

gene expression, 447f
pathogenesis of, 445–448

MAP kinase pathway
functions of, 24
by phosphorylation, regulation of, 24

MAP-Tau, microtubule binding protein,  
656

MapQuantTM, 527t
Marginal zone lymphoma (MZL), molecular 

pathogenesis of, 443–445
Marizomib (NPI-0052), 784
Mass spectrometry (MS), 331

assays, for biomarker discovery, 337
development in, and acquisition methods, 

337
Mass spectroscopy-based assays, 830–832
Massively parallel sequencing (MPSS), 832
Mast cells, 285, 287t, 290
Master regulator genes, discovery of, using 

MARIna algorithm, 304f
Master Regulator Inference algorithm 

(MARINa), 304–305, 304f
Matrix-assisted laser desorption ionization 

(MALDI), 334
Matrix degradation, 271–272
Matrix metalloproteases (MMPs), 261
Matrix metalloproteinase (MMP), 118, 

241–242, 497, 542–543
Matrix metalloproteinase 1 (MMP1), 279
Max transcription factor, 25–26
Maximum administered dose (MAD), 

664–665
Maximum tolerated dose (MTD), of 

TNFerade, 759
Maxizyme, 773
MCD. see Multicentric Castleman disease 

(MCD)
MCL-1, 214
MDSC, 287t
Mean vessel density (MVD), 260
Measles virus, 760
Mechanistic pathway modeling, 385
Median effective dose, 635
Median lethal dose, 635
Medullary thyroid carcinoma (MTC), 

604–605
intracellular signaling pathways involved in 

the pathogenesis of, 602f
Medulloblastoma, 577–578

Megakaryoblasts, into granular 
megakaryocytes, 179

Melacine, mixture of lysates, 719–720
Melanin, production of, 592
Melanocytes, 592

and pigmentation, 592
Melanoma, 703

development of, 135f
Hsp90 client involved in, 782t

Melanoma cells, 711
MELD10, 661
Membrane attack complex (MAC), 685–686
Memorial Sloan Kettering Cancer Center 

model, 570
MEN. see Multiple endocrine neoplasia 

(MEN)
MEN1, 414t–415t
MEN2, 414t–415t
Mendelian cancer-predisposing syndromes, 

320
Meningiomas, 577

for intracranial malignancies, 577
manifestation of NF2, 577

Merkel cell carcinoma (MCC), 98
Merkel cell polyomavirus (MCV), 98

in MCC, 98
Merlin, 573–574
Mesenchymal-epithelial transition (MET), 

16, 270
Mesenchymal stem cells (MSCs), 159–160, 

292–293
Mesothelial cells, express hyaluronic acid,  

542
Messenger RNAs (mRNAs), 354, 772t
MET amplification, 366t
MET signaling, 483–484
Metabolic enzymes, mutations in and 

tumorigenesis, 204–205
Metabolic transformation, 201–202

clinical implications of, 205–206
Metabolism, importance to understanding 

cancer, 191
Metabolomics, 300f
Metastasis, 249–250

common sites of, 277t
definition of, 274
hallmark of, 487
invasion and, 269–284
loss of, epithelial-mesenchymal transition, 

adhesion and invasion, 541–543
organ selectivity of, 276–277

Metastasis score, 527t
Metastatic cascade, 273–274

and inflammation, 287–288
Metastatic cell, generation of, 269–270
Metastatic malignancies, elimination of,  

750
Metastatic niche, 250
Metastatic progression, 277–280
Metformin, 162, 595
Method and model (MeMo), 662

Methotrexate. see Aminopterin
Methylated CpG, DNA segment containing, 

12
Methylation in lung cancer, 479
Methyltransferase inhibitors, 814
Metronomic/low-dose therapy, study of, 266
Mice

development of, 148
as model organism, 145

Micro-RNAs, 45, 769–771
and anti-miRNAs as new therapeutic 

agents, 774f
as oncogenes and tumor suppressors, 770t

Microarray profiling, 553–554
Microarray technology, gene expression 

profiling by, 479
Microbial pathogens, recognition of, by toll-

like receptors, 696–699
Microdosing, 662
Microenvironment

acidification of, 196
in cancer, 240f
interaction with, 364
promoting, 240–241
suppressive, 241–242, 242f
in tumor initiation, progression, and 

metastasis, 239–256, 245f
Micrometastases, elimination of, 750
Micronuclei (MN), 319, 325
Microphthalmia transcription factor (MITF), 

595–596
MicroRNA-mediated regulation, 479–482

with diagnostic, prognostic, and/or 
predictive roles for lung cancer, 481t

MicroRNAs (miRNAs), 552–553, 596–598
and the AR signaling pathway, 553
as biomarkers for prostate cancer diagnosis, 

553
expression signature of, in prostate cancer, 

553
and prostate cancer, 552–553

Microsatellite instability (MSI), 505–506
high-frequency (MSI-H), 505–506
low-frequency (MSI-L), 505–506
mismatch repair pathway in human cells, 

506f
Microsatellite stable (MSS) cases, 505–506
Microtubule depolymerization, drugs affecting, 

647–648
Microtubule polymerization, drugs affecting, 

647
Microvessel, 260
Migration, key tumor system, 370t
Milatuzumab, 689
Min mice, tumor phenotype of, 504
MINDy, ARACNe and, 303–304
Minimal residual disease (MRD), 402, 680
Minizymes, 773
MiRNA inhibitors, 479–482
MiRNA-mimics agents, 775
MiRNA profile, 771, 809
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MiRNAs. see MicroRNAs
Mismatch repair (MMR), 49t, 50

schematic model of, 50f
Missense mutation, 358t
Mitochondrial outer membrane 

permeabilization (MOMP), 211–212
Mitochondrial priming and chemotherapy 

response, 212–214
Mitogen-activated protein kinase pathway 

(MAPK), 539, 593, 601
Mitogen/extracellular-signal regulated kinase 

kinase (MEK), 24
isoforms of, 24

Mitosis
entry into, 172
exit from, 172–173
goal of, 173
kinases of, 171–173
targeting regulators of, 177

Mitotic apparatus, drugs affect, 646–648
Mitotic cyclins, during S phase, 171–172
Mitotic spindle, 172–173
Mixed-lineage leukemia (MLL), 400

gene rearrangements, 424
MK-2461, 252t
MK0822, 252t
MLL. see Mixed-lineage leukemia (MLL)
MLL2, 568
MLL3, 568
MLST8 (mammalian lethal with sec-13 

protein), 180
MMP, 497

invasion and metastasis, 497
MMR. see Mismatch repair (MMR)
MMR repair

in tumor cells derived from HNPCC, 58
in Turcot syndrome, 58

Model-based phase I designs, advantage of, 667
Model organisms, for dissecting molecular 

basis of cancer, 130f
Modulator Inference by Network Dynamics 

(MINDy), 304
Molecular genetic insights, clinical applications 

of, 511–512
early detection, 512
prognostic and predictive markers, 512
risk assessment, 512

Molecular insights, clinical applications of, 569
early detection and risk assessment, 569

Molecular oncogenesis, IFN pathways and, 
743–744

Molecular pathology, 825–834
assays for single genes or mutations, 828–830
cancer specimens for microscopic evaluation 

in, 825
future directions, 834
next-generation DNA sequencing of, 832–834
preparation of nucleic acids in, 827–828
stains for evaluating cancer tissues in, 

825–827
Molecular patterns, pathogen-associated, 696

Molecular screening, protein biomarkers for 
detecting cancer, 331–346

Molecular targeted therapies, 17f
Molecular-targeted trials, 817–820
Molecular targets, mutation/altered expression 

of, 656–657
Molecular Taxonomy of Breast Cancer 

International Consortium 
(METABRIC), 526

Monoclonal antibodies, 530, 709
antibody engineering, 691–692
development of, 683–684
mechanisms of action, 684–687, 686f
nomenclature of, 685f
structure and function, 683
targeting angiogenesis, 690–691
targeting hematological malignancies, 

688–689
targeting immune cells, 689–690
targeting solid tumors, 687–688
for treatment of cancer, 683–694

Monoclonal antibody therapy
background, 683
development of, 683–684

Monoclonal gammopathy of undetermined 
significance (MGUS), 455

factors leading to, 456f
mechanisms of progression of, 462–463
molecular basis of the evolution of, to 

multiple myeloma (MM), 462–463
Monocytes, 274
Monofunctional alkylating agents, 47
Mononucleotide tract, example of gene 

containing, 507
Morpholinos, 133, 141
Mosaic eye assay, 142–143
Motility, 272–273

key tumor system, 370t
Mouse fibroblasts, 746
Mouse genome, techniques to modify, 147
Mouse models

applications of, to cancer biology, 149–151
for cancer susceptibility study, 325
of FAP and genetic and epigenetic 

modifiers, 504
modified, for cutaneous squamous cancer, 

587t
Mouse models of cancer, 145–149

basis for, 145
examples of genetically modified, 150t
genetically engineered, 146–147
non-genetically engineered, 146f

Mouse skin carcinogenesis, multistage model 
of, 115–118, 115f

Mouse skin squamous carcinoma, genetic 
changes with, 585f

Mouse tumors, oncogene addiction of, 151f
Mouse xenograft tumor models, 763–764
M phase, 165
MPLV. see Myeloproliferative virus (MPLV)
MRP2/ABCC2 gene, 655

MRP3/ABCC3 gene, 655
MS. see Mass spectrometry (MS)
MS/MS, 334
MS protein profiling, 336–337
MTD (maximum tolerated dose), 

determining, 666
MTOR, 565f, 568, 570

role of, as nutrient-sensitive regulator, 187
MTOR signaling, 187–189

in disease, 184t
model of, in active state, 181f
role for, 187
targeting, 187–189, 188f

MTORC1, 180–182
and autophagy, 185
inhibiting, 187
nutrient regulation of, 182–183
and p53, 185–186
PI3K-AKT signaling, and cancer, 183–184
role of, in controlling cell size, 186
upstream signaling to, 182

MTORC2, 186
MTS1, 167
MUC-1, 725
Mucosa-associated lymphoid tissue (MALT), 

443
Muir-Torre syndrome, 581–582
Müllerian inhibition substance (MIS), 540–541
Multicellular organism, development of, 26
Multicellularity, 386
Multicentric Castleman disease (MCD), 91
Multidrug resistance pump (MDR1) gene, 759
Multiparameter flow cytometry, 310
Multiple adenoma and colorectal cancer, 501t
Multiple ascending dose (MAD), 662
Multiple displacement amplification (MDA), 

309–310
Multiple endocrine neoplasia (MEN), 21–22, 

417–418
Multiple endocrine neoplasia type 2 (MEN2), 

604
Hsp90 client in, 782t

Multiple exostosis, 414t–415t
Multiple intestinal neoplasia (Min), 504
Multiple myeloma (MM), 455–466

chromosomal translocations in, 456
deregulated pathways in, and the opening 

of novel therapeutic opportunities, 
459–462

microenvironment in, 457–459, 458f
molecular basis of the evolution from 

MGUS to, 462–463
mutated genes in, 456–457
overview of the genetic lesions present in, 

455–456
of plasma cells, 455
prognostic implications of genetic lesions, 

457
role of tumor genetics and the 

microenvironment in the pathogenesis 
of, 455–463
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Multiple Myeloma Set Domain (MMSET), 
456, 461

Multiple targets, combinations and,  
814

Multiplex RNA inhibition targeting strategy, 
775–777

Multiplexed gene tests, for breast cancer, 
526–527, 527t

Multiplexed immunofluorescence
analysis of tumor microenvironment 

biomarkers, 380f
functional biomarkers in tissues, 378f

Multiplexed to hyperplexed
biomarker imaging, 378–379
fluorescence-based HCA, 373

from H&E staining to, 376–377
Multiplexed to hyperplexed fluorescence 

based, 373
Multistep tumor progression, non-genetic 

mechanisms accelerating, 14
Murine β-defensin, 698–699
Murine models, 702
Murine ovarian epithelial cells, 541
Murine retrovirus, 141
Murine tumor systems, 714
Mutagen-challenged cytokinesis-blocked 

micronucleus (CBMN) assay, 325
Mutagen sensitivity assay, 324–325
Mutagenic UV light, exposure to,  

581–582
Mutagenized fish, DNA from multiple,  

141
Mutant growth-controlling gene, inheritance 

of, 11
Mutant oncogenes

copies of, 7
presence of, 7

Mutant TP53 gene, presence of, 9
Mutant TP53 protein, negative activity of, 

536–538
Mutation, 753

causing loss of PTEN function, 183–184
of Dicer and Drosha, 535–536
in p53, 149
rare high-penetrance, 320
rate of, 536f

Mutation, gene, 829
Mutual information, 303
MX1, 748
Mya arenaria, 149
Myc, 204, 459–460, 628–629

and cyclin E, 140–141
Myc family of transcription factors, 204
Myc-induced hepatocellular carcinoma, model 

of, 150
Myc oncogene, 323

with avian myelocytomatosis virus, 6
co-introduction of ras with, 6

Myc oncoprotein, 136–137
Myc proto-oncogene, 485
Mycoplasma genitalium, 386

Myelodysplastic syndromes (MDS), 74–75, 
421, 428–431

cytogenetic abnormalities, 428–429
alterations in the bone marrow 

microenvironment, 431
loss of miRNAs145/146, 429
NPM1 mutations, 431
NUP98-HOX13 translocation, 429
RUNX1 mutations, 431
TP53 mutations, 431

gene mutations altering epigenetic 
regulation in, 429–431

gene mutations in, 429–431
progression of, 428f

Myeloid cell nuclear differentiation antigen 
(MNDA), 747

Myeloid cells, 258–260
Myeloid DCs (mDC), 697f

and plasmacytoid DCs, 697
Myeloid-derived suppressor cells (MDSCs), 

281–282, 290–291, 704
Myeloid progenitors, 428f
Myeloid reconstruction, 793
Myeloma, IFN-induced apoptosis in, 745
Myeloproliferative virus (MPLV), 28
MYH-associated polyposis (MAP), 501t, 504
Myoepithelial cells, from cancer patients, 

246–247
Myofibroblasts, 243

activation of, 160–161
Myxoid liposarcoma, 610t

N
N-acetyltransferase (NAT), 322
NADPH, 192, 201
Nasopharyngeal carcinoma (NPC), 90
NAT2 gene, 322
National Cancer Institute (NCI), 395, 

447–448, 663
Discovery Therapeutic Program, 364

National Comprehensive Cancer Network 
guidelines, 526–527

National Institutes of Health (NIH), 
286–287

National Lung Screening Trial (NLST), 
326–327

National toxicology program (NTP), 
107–108

Natural killer (NK) cells, 274, 287t, 291, 
797–798

NB. see Neuroblastoma (NB)
NBCCS. see Nevoid basal cell carcinoma 

syndrome (NBCCS)
NCI Lung Cancer Mutation Consortium 

(LCMC), 479
NcRNAs, types of, 771
Necitumumab, 687
Necroptosis, 219

pathway, 220f
RIP kinases and cancer therapy, 220

Necrosis, 209, 216–220
as adjunct to other cell death modalities, 

216–218
ischemia and, 218–219
passive and active, 216

Nelarabine, 403
Neoangiogenesis, 596
Neoplasia, phenotypes of, 16–17
Neovascularization, process of, 16
Nephroblastoma. see Wilms tumor (WT)
NER. see Nucleotide excision repair (NER)
NER pathway, disruption of, 63
NER repair

in Cockayne syndrome (CS) cells, 58
in trichothiodystrophy cells, 58
in xeroderma pigmentosum cells, 58

Neratinib, 529
Nestin-expressing glioblastoma cells, 159
Netrins, 260
Network complexity, 385
Network-induced classification kernels 

(NICK), 363
Neuroblastoma (NB), 359–360, 409f

production of, 133
stage IV-S, 409–410
tumors of peripheral nervous system, 

409–410
clinical presentation and pathology, 

409–410
genetics and cell biology, 410

Neurofibromatosis, 189
type 1 (NF1), 24, 414t–415t, 573–574, 

576t
type 2 (NF2), 414t–415t

Neurofibromin 2, 573–574
Neurotransmitters, 28–29
Neutropenia, 679
Neutrophils, 287t, 290
Nevi, 232, 592
Nevoid basal cell carcinoma syndrome 

(NBCCS), 31, 414t–415t, 417
Newcastle disease virus (NDV), 760–761

lytic strains of avian paramyxovirus in, 
760–761

Nexavar. see Sorafenib
Next-generation DNA sequencing, 832–834

based on fluorescence detection, 833
based on semiconductors, 833–834, 833f

“next-generation” (“NexGen”) sequencing,  
475

Next-generation sequencing (NGS), 321–322, 
347–349, 348f, 437, 456–457

NF-κB, 378t, 497
invasion and metastasis, 497

NF-κB hyperactivation, 585
NF-κB signaling, constitutive activation of, 

585
NF1, 189
NF2 mutations, 577
NFKB gene, 462
NFκB pathway, 159–160, 162, 438
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NHEJ. see Nonhomologous end joining 
(NHEJ)

NHL. see Non-Hodgkin lymphomas (NHLs)
Nicotine, 318
Nijemegen breakage syndrome (NBS), 48, 

414t–415t
Nimotuzumab, humanized anti-EGFR 

antibody, 688
Nitric oxide (NO), 275
Nitrogen mustard, 621
N-nitrosamine, 470
Nitrosoureas, 622
NKX2-1 (TITF1), 487–488
N-myc, 25–26
N-myc overexpression, 25–26
NMSC. see Nonmelanoma skin cancer 

(NMSC)
N-nitrosamine exposure, with tobacco use,  

112
N-nitrosamines, in smoked meats, 112
N-nitroso compounds, sources of, 112
NNAL, 318
NOAEL, 661
Nodular lymphocyte-predominant Hodgkin 

lymphoma, 438t
Nodular melanoma, 592
Non-cell autonomous gene function, roles of, 

129
Non-clear cell renal carcinoma, common 

somatic alterations in, 568
Non-genotoxic carcinogens, 125–126

identification and analysis of, 125–126
Non-HNPCC colon cancers, formation of, 

11–12
Non-Hodgkin lymphomas (NHLs), 91, 433

EBV in, 91
Non-oncogene addiction, 305
Non-small-cell lung cancer (NSCLC), 265, 

475, 641
Noncoding RNAs (ncRNAs), 364–365, 552, 

772t
discovery of, 45
long (lncRNA), 552
and protein-coding genes (PCGs), 769
sequencing, 354
small (microRNA), 552

Nongenetic heterogeneity, 375
Nonhematopoietic stromal cell type, in tumor 

microenvironment, 292–293
Nonhomologous end joining (NHEJ), 49t, 

51–52
schematic representation of, 53f

Nonhyperdiploid (NHD) MM, 455
Nonmelanoma skin cancer (NMSC), 87
Nonmolecular-targeted trials, 816–817
Nonproliferating cells, 191

coordination of balance between glycolysis 
and oxidative phosphorylation based 
on oxygen and glucose availability in, 
194f

Nonsense mutation, 358t

Nonsteroidal anti-inflammatory drugs 
(NSAIDs), 500

Nonviral and viral particles, distribution of, 
764

Normal cells, 753–754
Nosema, 336
Notch, 496–497

differentiation and mesenchymal transition, 
496–497

Notch pathways, 159–160, 260, 519, 538
Notch-related pathways, 362
Notch1, 403
Novel cancer therapeutics, 661
Novel retrovirus, in prostate tumor-bearing 

tissues, 745–746
Novel treatment platforms, translating 

molecular pathogenesis into, 452
NOXA, 214
NPC. see Nasopharyngeal carcinoma (NPC)
NRAS and BRAF, oncogenic, 593
NRAS oncogenes, 425
NS5A, nonstructural proteins, 95
N-terminal inhibitory phosphates, removal of, 

166–167
Nuclear factor-Kappa B (NFκB), 468–469, 

470f
activation of, 468
pathway of, 468

Nuclear factor κB, 518
Nuclear factor-κB (NF-κB), 539
Nuclear factor-κB (NF-κB) family of 

transcription factors, 235
Nuclear localization signal (NLS), 518
Nuclear receptor (NR), signaling in,  

811–813
Nuclear transcription factors, activation of, 

518
Nucleic acid

applications of NGS, 351–354
chromatin immunoprecipitation, 

353–354
DNA methylation, 349f, 353f
exome sequencing, 352
sequencing messenger RNA (mRNA), 

354
sequencing noncoding RNAs, 354
whole-genome sequencing, 351–352

challenges to NGS analysis of, 349–351
FFPE preservation and integrity, 

350–351
heterogeneity, 350
overview, 347–349
tumor cellularity, 349–350

recognition of, 696–697
the technology of analyzing, in cancer, 

347–354
Nucleic acid base, 637t–638t
Nucleic acid probes, 827
Nucleic acid synthesis

and function, drugs alter, 643–646
inhibitors of, 643–644

Nucleophosmin gene, mutations of, 425–426
Nucleophosmin member 1 (NPM1) genes, 

421, 425–426
Nucleoplasmic bridges (NPBs), 325
Nucleosome, basic chromatin unit, 556
Nucleotide biosynthesis, 200f
Nucleotide excision repair (NER), 35, 49t, 

50–51, 658
primary function of, 50–51
schematic model of, 51f

Nurse, Paul, 137–138
Nusslein-Volhard, Christine, 141
Nutlins, 613
Nutrients, deprivation of, 179
Nuvo Select, 527t

O
O6-Methylguanyl-methyl-transferase 

(MGMT), 658
OAS-RNase L system, 746
Obesity, 323

and postmenopausal breast cancer, 162
Obinutuzumab, 692
Occupational Safety and Health 

Administration (OSHA), 106–107
OCT4, 826–827
O-deglycosylated proteins, 339
Ofatumumab, 687t
Off-target-effects (OTEs), 773–774
O-glycosylation, 339
OIS. see Oncogene-induced senescence (OIS)
Oligodendrogliomas

cytogenetic and molecular biologic profile 
of, 577

of intracranial tumor, 577
Oligomer formation, with tyrosine kinase 

domain, activation of, 21
Oligonucleotide miRNA microarray, 771
Oltipraz, 126–127
Omi, 216
Omics layers of cell, 300f
Oncoantigens, vaccine against, 126
Oncogene addiction, 150, 483, 638–639
Oncogene cooperation and codependence, 

150–151
Oncogene-induced senescence (OIS), 41, 231
Oncogene products, targeted therapeutics 

against, 32t
Oncogenes, 19–34, 133, 773

activation of, 10–11, 538
associated with epithelial ovarian cancer, 

538t
dysregulated expression of, 456
expression of activated, 149
in lung cancer, 482–488

activation of, 483
mutation or overexpression of, 150
and survival signaling, 26–27
and tumor suppressor genes, somatic 

 mutations in, 508t
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Oncogenes (Continued)
and tumor suppressors, fusion of, to 

 hormone receptors, 148
and tumor suppressors implicated in 

 prostate cancer, 551t
Oncogenic growth factor receptors, drugs 

affect, 641–643
Oncogenic pathways, activation of, 224
Oncogenic Ras, 586–588
Oncology, pharmacogenomics in, 677–678
Oncolytic viral therapy, 753
Oncomirs, 45
OncotypeDx®, 526–527, 527t
ONYX-015, 762–763

analysis of, 763
clinical studies of, 763
replication, mechanisms underlying, 763

ONYX-838, 763
Open reading frames (ORF), 82, 772t
Optimization-driven machine learning 

approaches, 302
Organ Dysfunction Working Group 

(ODWG), 663
Organic fixatives, 825
Organization into pathways, 361–363
Osteolytic bone lesions, 458–459
Osteopontin (OPN) gene, 280, 460
Osteosarcoma, childhood sarcomas, 412–413

clinical description and pathology, 412
genetics and cell biology, 412–413

Ovarian cancer, 531–548, 702
distinctive feature of, 531–532
exhibit distinct histotypes, 533
heterogeneity of, 532–534
high-grade (type II), 533–534
intra-abdominal spread of, 532f
with Li-Fraumeni syndrome, 531
low-grade (type I), 533–534
molecular pathogenesis of, 531–548
staging of, 532

Ovarian cancer cells
cell proliferation of, 532–533
cellular and molecular characteristics of, 

532–534
interaction of, with the environment, 

541–544
Ovaries, within pelvic cavity, 532
Oxaliplatin (Eloxatin), 645–646
Oxazaphosphorine mustards, 658
Oxidative phosphorylation (OXPHOS), 191
Oxidative stress, defense against, 123
Oxygen stress, 182

P
P1, a bacteriophage, 134
P14 tumor, a tumor suppressor, 575–576
P16INK4a-/RB pathway, 232–234, 486
P19 Ink4d/Cdk6 complex, three-dimensional 

structure of, 167f
P21, 378t

P27Kip1, 168
P53, 35, 212–213, 234, 518, 628–629, 

753–754
mutations, 149

in colorectal tumors, 510
and pRB and mTORC1 pathways, 

interconnections of, 39–43
P53 pathway, 486
P53 proteins, 10
P53 tumor, 785
P53 tumor suppressor

mutation of, 185–186
pathway, 40–41

P56 proteins, 746–747
P62, 223
Paclitaxel (Taxol), 647
Paget, Stephen, 239–240
PAH biotransformation, 120
PAM50 gene, 527t
Pancreatic adenocarcinoma, 515–522

development of, 515
major pathways and processes that are 

genetically altered in most, 517f
molecular alterations in, 515–521, 516t

Pancreatic cancer, molecular alterations in, 
515–521, 516t

Pancreatic carcinomas, human, 158
Pancreatic epithelial neoplasia and exocrine 

pancreatic cancer, 516f
Pancreatic stellate cells, activated, 520
Panitumumab, 629, 687t
Papillary carcinoma of thyroid, Hsp90 client 

in, 782t
Papillary renal cell carcinoma, 561

2004 WHO classification of RCC, 562t
Papillomavirus-associated cancers, 82–87, 83t
Papova virus, 3
Paracrine modes, 739
Paradigm analysis network tool, 362
Paradigm shift (PS), 362–363
Paraffin embedding, 825
Paraganglioma syndrome, 413–415
Parallel progression model, 279
Parallel sequencing technologies, 130–133
Paralogs, 129–130
Parasites and cancer, 99
Parathyroid hormone-related peptide 

(PTHrP), 276
Paratope, 683
Paratumoral pathways, 596–598
PARP1 and PARP2 enzymes, 138
PARP1 inhibitor therapy, 62
PARP1 inhibitors, use of in BRCA1 and 

BRCA2-dependent cells, 61
Passenger aberrations, 357–358
Passive diffusion, 655
Pasteur effect, 194
Pathogen-associated macromolecular patterns 

(PAMPs), 740t
Pathogen-associated molecular patterns 

(PAMPs), 696

Pathway approaches, 679
Pathway-wide association study (PWAS), 299
Patient-derived xenografts, 488
Pattern recognition receptors, 695–696, 718
PAX5 locus and EBF1, 401–402
PAX8/PPARγ, 603–604
PBK, downstream effectors of, 27
PBL-based DNA, 322
PBRM1, 566, 567f, 568
PBX1 (pre-B cell homeobox 1) gene, 398–399
PCa, 323–324
PCA3 (DD3) gene, 553–554
PD-1, 728

ligands for, 728
role of, 728
two mechanisms for, 730f

PD-1/PD-L1 blockade, 705–706
PD 0332991, CDK4/6 inhibitor, 177
PDGFR, 637t–638t
PDGFRA, 576t
PDGFRA mutation, 366t
PDZ-containing proteins, 85–86
P-element sequence of, 139
PEG-rHuMGDF, trials of, 794–797
PEGPH20, 252t
PEL. see Permissible exposure limits (PEL); 

Primary effusion lymphomas (PEL)
Pemetrexed (Alimta), 644
Penile carcinoma, incidence rates for, 83
Peptide-centric strategies, limitations to, for 

protein biomarker discovery, 335
Peptide vaccines, 721–722

adjuvant of, 722
advantages of, 721–722
in cancer, 722

Pericytes (PCs), 257
Periostin, 280
Peripheral blood lymphocytes (PBLs), 319
Peripheral blood mononuclear cells (PBMCs), 

802
Peripheral nervous system, tumors of

Ewing sarcoma and primitive 
neuroectodermal tumors, 410–411

neuroblastoma, 409–410
Peripheral primitive neuroectodermal tumor 

(PPNET), 410, 610t
Peripheral T-cell lymphoma not otherwise 

specified (PTCL-NOS), 451
Peripheral T-cell lymphoma (PTCL), 433
Perjecta. see Pertuzumab
Permissible exposure limits (PEL), 106–107
Personalized medicine, 677
Pertuzumab, 529, 687t
PET. see Positron emission tomography (PET)
Peutz-Jeghers syndrome (PJS), 43, 189, 

202–203, 414t–415t, 501t
P-glycoprotein (P-gp)

clinical significance of, 655
diagram of, 654f
expression in cancer results, 654–655
in normal tissues, 654
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P-glycoprotein (Continued)
prevalence and adverse effects of, 655
product of MDR1/ABCB1 gene, 654
structure and mechanism of action of, 654f

PGDE design, use of, 666
PGL4. see Pheochromocytoma/paraganglioma 

syndrome type 4 (PGL4)
Phagocytosis, 209
Pharmacodynamic analysis

of molecular targeted therapies in tumor 
tissues, 668f

of receptor tyrosine kinase targeted 
therapies, 669

Pharmacodynamic markers
quantitative analysis of, in tissues, 668–669
in tissues, overview of, 667–668

Pharmacogenetics, 325–326, 677
Pharmacogenomics, 325–326, 677–682

clinical relevance of, 681
discovery approaches, 678–681
genotyping and phenotyping, 678
in oncology, 677–678

Pharmacokinetically guided dose-escalation 
method (PGDE), 666

Phase 0 studies, 662
Phase I cancer clinical trial designs, 664–667
Phase I dose-finding typical, 664
Phase I studies

imaging techniques in, 672–673
pharmacodynamic markers in, 667–670
statistical considerations of, 667

Phase I trials, 661–676
analysis of signal transduction inhibitors, 670
cancer clinical trial designs, 664–667
challenges and perspectives, 671
imaging techniques in, 672–673
pharmacodynamic markers in, 667–670
recent therapeutic successes with, 670–671
statistical considerations of, 667
types of, 661–664
using radiolabeled tracer doses, 662

Phase II clinical trials, 772t
Phase III clinical trials, 772t
Pheochromocytoma, 203
Pheochromocytoma/paraganglioma, 413–415

accelerated discovery of genes, 416f
Pheochromocytoma/paraganglioma syndrome 

type 4 (PGL4), 562t
Pheromones, 136f
PheT, 318
Philadelphia chromosome, 399
Phosphatase and tensin homologue (PTEN), 

575–576
Phosphatidylinositol 3-dependent kinase 1 

(PDK1), 180
Phosphatidylinositol-3-kinase (PI3K), 22, 

26–27, 575–576
activation of, by Ras, 26–27
downstream effectors of, 27
pathway, 159–160, 440
signaling, 534

Phosphatidylserine, 211–212
Phosphofructokinase-1, 198
Phosphoglycerate dehydrogenase (PHGDH), 

197
Phosphoinositide 3-kinases (PI3Ks), 484
Phospholipase C (PLC-γ), 22
Phospholipid scramblase 1 (PLSCR1), 748
Phospholipids, 811
Phosphorylated-EGFR expression, levels of, 

670
Phosphorylation

of Ets-1, 24
of N-terminal threonine and tyrosine, 166

Phosphotyrosine binding domain (PTB), 27
Photodynamic treatment (PDT), 817
Physical carcinogens, examples of, 109
PI3 kinase signaling, energy regulation 

through, 640f
PI3K/AKT, 594–595
PI3K-AKT kinase (AKT) signaling pathway, 

495
PI3K/Akt/mTOR signaling, 813, 814f
PI3K-AKT-mTORC1 pathways, 42f

activation of, in cancer cells, 42
PI3K/AKT pathways, 538, 603
PI3K/Akt/PTEN/mTOR pathway, 484
PI3K-AKT signaling, 183–184
PI3K/mTOR pathway, 402
PI3K pathway, 539–540

activation of, 202
Pigment cells, 142
PIK3CA-AKT, 495–496

apoptosis and survival, 495–496
PJS. see Peutz-Jeghers syndrome (PJS)
PKCδ, inactivation of, 585–586
PKM2, 197
PKR, 551 amino acid protein, 746
PKR activity, deficiencies in, 746
Pl3K/AKT/mTOR pathway, 484
Plasmacytoid DCs (pDC), 459, 697f
Platelet-derived growth factor (PDGF), 263, 

292, 413, 487, 543
overexpression of, 263
sequence of, 20–21

Platelet-derived growth factor receptor 
(PDGFR), 615, 641–642

Platelets, 243, 282
Platinating agents, 637t–638t, 645–646
Platinum-based agents, 622
PLAU gene, 556
Plenaxis, 639
Ploidy, 350, 396

genome instability and cancer, 138
PLX4032. see Vemurafenib
PLX4720, 593
Pol II, 772t
Pol III, 772t
POL3, mutations in, 138
Polo-like kinases (PLKs), 172, 177

substrates of, 172
Poly (ADP-ribose) polymerase, 524

Poly (ADP-ribose) polymerase inhibitors, 678
Polyaromatic hydrocarbons (PAHs), 470
Polycomb group (PcG) protein, 556–557
Polycyclic aromatic hydrocarbons (PAHs), 

111
carcinogenic potential of, 111
during combustion of organic matter, 111

Polyethylene glycol (PEG)-conjugated IFNs, 
741

Polymerase chain reaction (PCR), 347, 348f, 
827

Polymorphisms, 678–679
in DNA sequence of ABCBI, 655

Polyp, 500
Polyposis, 819–820

with brain tumors, combination of, 502
Polytene chromosomes, 138–139
Poor prognosis, factors indicating, 673f
Population-attributable risk (PAR), 320
Positron emission tomography (PET), 205, 

416, 764
Posttranslational modifications (PTMs), 

332–333
Pox virus, 79–80
PP60 marked cells, 241
PPNET. see Peripheral primitive 

neuroectodermal tumor (PPNET)
PPP2R1A gene, 534
Pralatrexate (Folotyn), 643–644
PRAS40 (proline-rich AKT substrate 40 

kDa), 180
pRB and p53 tumor suppressor pathways, 40f
pRB phosphorylation, 39
pRB protein, 10

inactivation of, 36–37
pRB tumor suppressor pathway, 39
Prealbumin, 336–337
Precision medicine, 630, 677
Preclinical development, 763–764
Preclinical model systems for lung cancer, 488
Predictive markers, therapeutic targets and, 

366–367
Predictive multigenic markers, 

individualization of therapy based on, 
658–659

Premetastatic niche, 249–250
Preneoplastic progression, 523–524
Prereplication complex, 170f
Prevention and therapy, molecular-targeted 

combination for, 812t, 815t
Prevention-therapy convergence, 810
Pri-miRNAs, 45, 769–771
Primary brain tumors, 573–580
Primary effusion lymphomas (PEL), 91
Primary esophageal carcinomas, 176
Primary mediastinal large B-cell lymphoma 

(PMBL), 448
Primary tumor, cancer cells in, 15
Primary tumor environment, 288f
Primed versus unprimed mitochondria, 215f
Primer extension assays, 831f
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Primitive neuroectodermal tumors (PNETs), 
577–578

Pro-angiogenic factors, 261–263
Pro-apoptotic and anti-apoptotic proteins, 26
Pro-apoptotic effects, direct antigrowth and, 

745–747
Proangiogenic cytokine VEGF, 704
Probabilistic methods, information theory 

and, 303
Prodrug, 757
Progesterone receptor, 637t–638t
Prognostic and predictive markers, 512, 570
Programmed cell death (PCD)

altered pathways for, 658
cellular pathways of, 657f

Programmed death 1 (PD-1), 643
Progression-free survival (PFS), 265
Progressive multifocal leukoencephalopathy 

(PML), 98
Progressor tumors, 712
Project Achilles, 309
Proliferating cell nuclear antigen (PCNA),  

171
Proliferating cells, 191, 200–201
Proliferation, 191

key tumor system, 370t
Proliferative signaling, hallmark of, 483–485
Prolyl hydroxylases (PHDs), 204–205
Prominin-1, 158
Promoting agents, 118
Promyelocytic leukemia zinc finger (PLZF), 

422–423
Prophylactic vaccines, for infectious diseases, 

709
Prostate cancer, 549–560

aberrant translational control in, etiology 
and progression of, 557–558

epigenetic alterations in the development 
of, 554f

epigenetic changes in, 555t
expression signature of miRNA in, 553
gene fusion in, 552
gene mutation in, 551
Hsp90 client in, 782t
long intergenic RNA (lncRNA) and, 

553–554
microRNA and other noncoding RNA in, 

552
molecular basis of, 549–560

epigenetic effects, 554
future directions, 558
microRNA, 552–553
molecular pathology, 550–556
pathology, 549–550
polycomb group transcriptional 

repression, 556–558
oncogenes and tumor suppressors 

implicated in, 551t
risk factors with, 549

Prostate cancer-associated ncRNA transcripts 
(PCATs), 553–554

Prostate cancer prevention trial (PCPT), 
finasteride in, 819

Prostate-specific antigen (PSA), 338–339, 
365–366, 549, 725, 759, 819

Proteasome, an anticancer molecular target, 
783–785

Proteasome Achilles’ heel, 462
Proteasome inhibitor bortezomib, anticancer 

activity of, 784
Proteasome inhibitors, 214

second generation, 784
Protein adducts, 318–319
Protein biomarkers

defining “normal,”, 332–333
molecular screening, 331–346
MS protein profiling, 336–337
MS proteomics for biomarker discovery and 

validation, 333–334
shotgun biomarker discovery proteomics, 

335–336
toolbox for, and validation, 337–340

Protein coding genes and noncoding RNAs, in 
CLL, 776f

Protein glycosylation, 338–340
Protein kinase R (PKR), 746
Protein-protein interactions, 136–137
Protein tyrosine phosphatases (PTPs), 742
Proteins

Bcl-2 family of, 26
comprehensive analysis of, 57
Ink4 family, 167
modification of, 173
recognition of, 697
synthesis and degradation, drugs affect,  

648
Proteins organelle quality control, 221
Proteolytic cascades, 272f
Proteomics, 300f
ProteoMiner technology, 338
Proto-oncogene KIT, 615
Proto-oncogenes, activation of, 753–757
Prototype Wnt gene, 30
PS-341 (Velcade), 252t
PSA (KLK3) gene, 557
PSMD4 gene, 462
Ptch1, 12-pass transmembrane receptor,  

583
PtdIns(3,4,5)P3 (Phosphatidylinositol 

3,4,5-triphosphate), 182
PTEN, 232, 519

as a lipid phosphatase, 519
phosphatase and tumor suppressor, 182

inactivation of, 189
role of, in pancreatic carcinogenesis, 519

PTEN lipid phosphatase, 202
PTEN mutation, 519
Pufferfish, 142
Putative pathway to colorectal cancer (CRC), 

511f
Putative tumor suppressor genes, 537t, 556, 

811–813

PVHL, 563
protein functions, E3 ubiquitin ligase, 563
regulation of HIF by, 564f

PVHL tumor, loss of, suppressor increases 
tumor angiogenesis, 262f

Pyroptosis, 211
Pyrosequencing, 829, 829f
Pyruvate dehydrogenase kinase (PDK), 203–206
Pyruvate kinase (PK), 197

Q
QT phase I studies, thorough, 663
Quality control and catabolism, 221
Quantitative reverse-transcriptase-polymerase 

chain reaction (qRT-PCR), 771
Quiescent cells, 170

R
Rab25 gene, 539
RAD001/everolimus, rapamycin analogues, 

187
γ-radiation, 324–325
Radiolabeled tracers, 662
Radon-222, radioactive gas, 110
Raf, ras-mediated activation of, 24
Raf/MEK/MAPK cascade, 231
RAG GTPases, 182–183
Rag-Ragulator mechanism, 183
Rag2 lymphocyte-specific promoter, 133
Ragulator, 182–183
Raloxifene (Evista), 640–641
Ramucirumab, 691
RANK ligand (RANKL), 162
Rapalogues, 187
Rapamycin, 180

potential for, 189
Rare high-penetrance mutations, 320
Rare low - to moderate-penetrance variants, 

321–322
Ras-association domain family-1 gene 

(RASSF1), 555
Ras downstream function, 24
RAS genes, 189, 603, 605, 628–629

activation of, 576
mutations of, 585–586, 603, 605

Ras GNEF, example of, 22–23
Ras-GTP, 175
Ras GTPase, activation of, 23f
RAS-MAPK, 495–496

apoptosis and survival, 495–496
Ras-MAPK (mitogen-activated protein 

kinase) pathway, 469–470, 471f
Ras pathway, activation of, 25–26
Ras proteins, 22–24, 231

and cancer, 23–24
in cytosol, 22
functions, 23
as molecular switches, 22–23
signaling downstream of, 24–25
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Ras proto-oncogene family, 484
Ras/Raf/Map kinase cascade, 24
RAS/RAF/MAPK pathway, 484
RAS-RAF-MEK-MAPK pathway, 495
Ras/RAF pathways, 538
Ras transformed cells, 23
rasv12, 139–140
Rb activity, 170
Rb gene, 232, 408, 493–495

cell cycle and proliferation, 493–495
discovery of, 9
loss of, 9

Rb p53 tumor suppressor pathways in control 
of senescence cell cycle arrest, 233f

Rb1 gene, 461–462
Reactive nitrogen species (RNS), 716
Reactive oxygen species (ROS), 47, 244–245, 

281–282, 443–444, 716
Reactive stroma, 244–245
Receptor activator of nuclear factor-κB ligand 

(RANKL), 276
Receptor tyrosine kinase (RTK)-based 

signaling pathways, 495
Receptor tyrosine kinases (RTKs), 19, 202, 

261, 478–479, 593, 601–603, 667–668
activation of, 576
and cancer, 21–22
different, 576
membrane-spanning, 21
signaling in cancer, 20f
targets of oncogenic alterations, 21–22

Receptors, 21–22
types of, 28–29

Recombinant DNA technology, development 
of, 739

Rectal cancer, 499–514
REDD1/2, 182
REDUCE trial, 819
Reducing equivalents, 192
Reductive carboxylation, 201f
Reed-Sternberg cells, 799
Regional heterogeneity, 350
Regression analysis, 303
Regression methods, problems of, 303
Regressor tumors, 712
Regulatory enzymes, to dissemble DNA repair 

enzymes, 54
Regulatory molecules, in antitumor 

mechanism of action of interferons, 740t
Regulatory T cells (TREGS), 291–292, 715
Relevant cancers, genomic aberrations, 

therapeutic agents and, 366t
Renal cell carcinoma (RCC), 561

2004 WHO classification of, 562t
landmark Phase III trials of targeted agents 

in, 569t
Renal cell carcinomas, 203
Reovirus, in cancer cells, 760
Repetitive DNA sequence, 230
Replication error (RER), 505–506
Replicative immortality, hallmark of, 486

Repositories of human DNA sequences, 
332–333

Response evaluation criteria in solid tumors 
(RECIST), 672–673

Restriction point control, 169–170, 169f
Ret, 637t–638t
RET gene, 601, 604–605

common mutations of, 604t
germline mutations in, 604
somatic chromosomal rearrangements of, 

601–602
RET mutations, somatic, 604
RET protein, 485
RET/PTC, 601–602
RET/PTC mutations, oncogenic role of, 

601–602
RET translocation, 366t
Retinoblastoma, 8, 407–408, 414t–415t

clinical description and pathology, 407
genetics and cell biology, 407–408
kinetics of, 8–9

Retinoblastoma development, genetics of, 9f
Retinoblastoma (RB) pathway, 494–495
Retinoblastoma (RB1) gene, 551
Retinoblastoma susceptibility gene (RB-1), 

cloning of, 36
Retinoic acid receptor alpha (RARα), 421
Retinoic acid receptor (RAR), 422–423, 

811–813
and retinoid X receptor (RXR), 423–424

Retinoic acid signaling, 811–813
Retinoid receptor, 637t–638t
Retinoid X receptor (RXR), 811–813
Retroviral oncogenes, identifying the functions 

of, 20
Retroviruses, genomic organization of different 

types of, 97f
Reverse DNA demethylation, 74–75
Reverse engineering regulatory networks, 

300–304
Reverse genetics, 133

genetic screen, 132f
Reverse transcriptase-polymerase chain 

reaction (RT-PCR), 533
Reverse tTA (rtTA), 147–148
Rhabdoid predisposition syndrome, 

414t–415t
Rhabdomyosarcoma (RMS), 409, 411–412

clinical description and pathology, 411–412
genetics and cell biology, 411–412
translocation breakpoints in, 411f

Rhabdovirus vesicular stomatitis virus (VSV), 
760

Rheb, 182
Rho protein, 175
Ribonucleases, 45
Ribonucleotide reductase subunit M2 

(RRM2), 757
Ribose 5-phosphate, 196–197
Ribozymes, 772–773

improve efficiency of in cancer cells, 773

RIPK1, 215
RIPK3, activation of, 219
Risk assessment, 512

EPA for, 126
and risk management, goal of, 126

Rituximab, 687t
RMS. see Rhabdomyosarcoma (RMS)
RNA, as therapeutic molecules, 769–778
RNA genomes

negative-stranded, 760
single-stranded, 760

RNA-induced silencing complex (RISC), 757
RNA-inhibition strategies, glossary of terms 

in, 772t
RNA-interference–based therapeutics, 

delivery methods for, 776t
RNA interference (RNAi), 133, 147, 

363–364, 773
RNA molecules

types of, 771–772
types of therapeutic, 771–775

RNA therapeutic molecule, 774–775
RNAi, 757
RNAi-mediated silencing, 308–309
RNase type III endonuclease. see Drosha
RNASEL, 550
RNAseq, 354
Robo/slit, 260
Robust statistics, 383
Rolling six design (RSD), 665
Romidepsin, 646
ROS1 translocation, 366t
Rothmund-Thomson syndrome, 414t–415t
Rotterdam Signature, 527t
Rous, Peyton, 240
Rous sarcoma virus (RSV), 3, 240, 286

origin of, 5f
Roy orbison, 142
RPS14 gene, 428–429
RTKs, drugs on, 669
Rubenstein-Taybi syndrome, 402–403
RUNX1 (runt-related transcription factor 1) 

gene, 396

S
S-myc, 25–26
S phase, 165

regulation of, 170–171
S-phase cyclins, 168–169
S6 kinase 1 (S6K1), mTORC1 substrate, 

180–182
Saccharomyces cerevisiae, 129, 137
Safety and toxicity, 764
Salmonella typhimurium, Ames assay of, 125
Salvarsan. see Arsphenamine
Sandwich RNA inhibition strategy, 775–777
Sanger Cancer Cell Line (SCCL), 364
Sanger sequencing, 829
Scaffolding proteins, 19
SCF ligases, 174
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Schistosomiasis and bladder cancer, 99
Schizosaccharomyces pombe, 129
Schlafen 5, 748
Schwachman-Diamond syndrome, 414t–415t
Scribble protein, role of, 139–140
SDF-1, 160–161
SDHx gene mutation, 415

genotype, phenotype correlations, 416t
Second mTOR, 186
Second primary tumor (SPT), 810
Secondary necrosis, 216–218
Secreted-frizzled related proteins (SFRPs), 

552
Selective estrogen receptor modulators 

(SERMs), 127, 528, 640–641
Selumetinib, 606
Semaphorins, 260
Semiconductor-based sequencing, 833f
Senescence, 229

convergence of stimuli on two major 
pathways, 232

and noncancer disease states, 236
premature, 231–232
replicative, and the Hayflick limit, 230–236
stimuli and biological characteristics, 230f
true physiological role for, 236
and viral oncoproteins, 231
in vivo, 232

Senescence-associated heterochromatic foci 
(SAHF), 229–230

Senescence-associated secretory phenotype 
(SASP), 229–230, 234–236

NFκB-driven, 235
tumor-suppressive and tumor-promoting 

activities of, 235f
Senescent cells, 234–236

biochemical and morphological 
characteristics of, 229–230

Sense/antisense, 772t
Separase, 172–173
Sequencing messenger RNA (mRNA),  

354
Sequencing noncoding RNAs, 354
Ser/Thr, 339
Serial skin biopsies, 670
Serine proteinase inhibitors (serpins), 272
SERMs and aromatase inhibitors, 817–819
Sertoli-Leydig cell tumors (SLCT), 418
Serum CA 19-9, 338–339
SETD2, 567, 567f
Severe adverse events (SAEs), 818–819
Severe combined immunodeficiency (SCID), 

403
Sex determining Y-box 2 (SOX2) 

amplification, 488
Sex hormones, 639
SF3B1 gene, 429
Shannon’s information theory, 303
Shope fibroma virus, 79–80
Shope papilloma virus, 3
Short-hairpin RNA (shRNA), 363–364, 629

Shotgun, and hybrid proteomics discovery 
workflows, 333f

shRNA-based RNAi, 309
Signal transducers and activators of 

transcription (STATs), 27–28
Signal transduction, 19–34

area of, 19
by interferons, 742f
mutation altering, 425–428

epigenetic patterning and chromatin 
conformation, 426–427

pathogenesis of AML, genetic events, 
425–428

by protein tyrosine kinase receptors,  
21–22

Signal transduction pathways, events targeting, 
515–518

epidermal growth factor receptor (EGFR), 
517–518

k-ras mutation, 515–517
loss of tumor suppressors, 518–519
nuclear transcription factors, activation of, 

518
Signaling, overview of, 19
Signaling pathway impact analysis (SPIA), 

361–362
Signaling pathways, in lung cancer, 482–488, 

482f
Signaling perturbation, 684–686
Significantly mutated genes (SMGs), 478t
“silent killer,”, 532
Simple model organism, use of, 129
Simpson-Golabi-Behmel syndrome, 

414t–415t
Single ascending dose (SAD), 661–662
Single cell analysis and tumor-cell 

heterogeneity, 309–310
Single-gene approaches, 678–679
Single mutations, assays for, 828–830
Single-nucleotide polymorphism (SNP), 123, 

320, 359–360, 413, 476, 550, 582–583, 
677

Single-nucleotide variants (SNVs), 347–349
Sipuleucel-T, 726
SiRNA-based, 309
SiRNAs and shRNAs, 773–774
Sirolimus, 187
Skin cancer

incidence of, 109–110
risk of developing, 109–110

Skin tumors, molecular origin of, 581–583
Skp1-Cull-F-box (SCF) E3 ligase, 174f
Skp1-Cull-F-box (SCF) protein, 173–174
Smac, 216
Smac mimetics, 220
SMAD4, 518–519
Small-cell lung cancer (SCLC), 475

Hsp90 client in, 782t
Small-hairpin RNA (shRNA), 773
Small-interfering RNAs (siRNAs), 363–364, 

612, 769–771

Small lymphocytic lymphoma, molecular 
pathogenesis of, 443–445

Small-molecule inhibitors, 31–33
Small nuclear RNA (snRNA), 429
Small-polypeptide inhibitory proteins, 167
Small ubiquitin-like modifiers (SUMOs),  

175
Smooth muscle cells, 257
SNaPshot assays, 831–832
SNS-032, 176–177
Sodium-iodide symporter, 758–759
Soft tissue sarcomas, 609–618

gastrointestinal stromal tumor, 613–616
liposarcoma, 612–613
with recurrent genetic alterations, 610t
synovial sarcoma, 609–612

Solid system, 833
Solid tumors, 684
Somatic alterations

in carcinogenesis, 507–510
in sporadic renal carcinomas, 562–563, 

563t
Somatic hypermutation (SMH), 434, 441
Somatic mutations, 459f, 771

from malignant melanoma cell, 299f
in MET, 21–22

Sonic hedgehog (SHH) signal pathway, 417, 
583

Sorafenib (Nexavar), 252t, 266, 593, 642
Sorangium cellulosum, 647
SOX2, 487–488
Spatial complexity, 385–386
Species

chromosomal synteny among, 131f
conservation between, for cyclin B1, 131f
conservation between, for Myc oncogene, 

131f
Spectral graph-theory, 383
Spectrometry-based single-cell cytometry 

technique, 310
Spindle assembly checkpoint, 173
Spleen tyrosine kinase (SYK), 451
Spliceosomes, 429

mutations in, 429
genes encoding, 430f

Splicing mutation, 358t
Sporadic ovarian cancers, genomic 

abnormalities in, 535–541
Sporadic retinoblastoma, 8
Squamous cell cancer antigen (SCC-Ag), 

469–470
Squamous cell carcinoma (SCC), 584–585

cutaneous, 584–586
of esophagus, 467

Squamous epithelial cells, tropism of,  
81–82

Src-homology 2 domain (SH2), 22–23
Src tyrosine kinase, 540
SREBPs, 181–182
SS. see Synovial sarcoma (SS)
SSX1 and SSX2, to germ cell and tumor, 612
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Stable isotope dilution multiple reaction 
monitoring mass spectrometry (SID 
MRM MS), 334f

Standardized uptake value (SUV), 672
Starvation, 222
STAT tyrosine phosphorylation, 742
STAT1 gene, 378t
STAT3, 376f, 378t, 450, 540

transcription, 300–302
STAT5, 378t, 743
Stem cell chromatin, of aberrant epigenetic 

gene silencing in cancers, 71f
Stem cell factor (SCF), 794

clinical trials/application, 794
function of, 794
pathogenesis of, 794
role of mutations in, 794

Stem cells, 541
Steroid hormone receptors, 640
STK11 (LKB1), 484–485
Stochastic model, of carcinogenesis, 157
Storer BD design, 665
Stouffer’s method, 305–306
Stress-activated protein kinase (SAPK), 25
Structure-activity relationship (SAR), 373
Study of Tamoxifen and Raloxifene (STAR), 

818, 818f
Submicroscopic abnormalities, 401–402
Substrates, 191–192
Successful Phase I trials, 670t
Succinate dehydrogenase (SDH), 415

loss-of-function mutations in, 204–205
Sumoylation, 175
Sunitinib, 252t, 266, 595–596, 615–616, 642
Superficial spreading melanoma (SSM), 592
Suppressor of cytokine signaling (SOCS),  

741
Surface enhanced laser desorption/ionization 

(SELDI), 336–337
Sutent. see Sunitinib
SV40, 98

human polyomaviruses BK and JC, 98
nonhuman primate virus, 98

SV40 large T antigen, 231
SWI/SNF chromatin remodeling complex, 

612
Synovial sarcoma (SS), 609–612, 610t, 611f

clinical description and pathology, 609–610
genetics and molecular pathogenesis, 

610–612
mesenchymal neoplasm, 609
morphologic subtypes, 609–610
mouse model for, 609

Synthetic genetic array (SGA), 134–136
Synthetic lethality analyzed by microarray 

(SLAM), 134–136
Systemic cancer therapies, causes for failure 

of, 652t
SYT, during early murine embryogenesis, 610
SYT-SSX1 fusion gene, transforming 

capability of, 612

T
TAM, 287t
Tamoxifen, 528, 640–641

and raloxifene, 818
risk of osteoporotic fractures, 817–818

Tandem affinity purification tagged (TAP-tag) 
analysis, 136–137

Targetable immunoregulatory molecules, 703t
Targeted design, cytotoxic versus, 666
Targeted therapy, 214, 619–634, 622f

drug development, 621–626
Targeting CDKs, 176–177
Targeting induced local lesions in genomes 

(TILLING), 141
Taxanes, 212–213, 622, 637t–639t, 646–647, 

656
Taxus brevifolius, 647
T-cell activation, 689, 704–705

potential targets to, 690f
T-cell acute lymphoblastic leukemia (T-ALL), 

298, 403–404
development of, 142
early T-cell precursor phenotype (ETP), 

403–404
ERG gene, 404
notch, 403

T-cell antigen receptor (TCR), 403
T-cell leukemia/lymphoma, development of, 

133
T-cell leukemia/lymphoma proteins, 325–326
T-cell lymphomas, molecular pathogenesis of, 

450–452
T-cell receptor (TCR), 292, 434, 689
T-cell tolerance, 714
T-cell unresponsiveness, 715
T-cells

antigen epitopes, 545
enhanced by activated pDCs, 698–699
from ovarian cancer, 544–545
recognize self antigens, 699

TEL (translocation-ETS-leukemia), 396
Telomerase, 723

activation of, 482
Telomerase activity, in human tumors, 13–14
Telomerase enzyme, activating expression of, 

13–14
Telomerase expression, 230
Telomerase reverse transcriptase (TERT),  

759
Telomere erosion and entrance into crisis, 14f
Telomeres, 230
Telomeric, locus as, 142–143
Telomeric DNA, 13, 230
TEM, 287t
Temozolomide (Temodar), 579, 645
Tenascin-C (TNC), 280
Teratocarcinoma cells, 241
TERT, 493–495

cell cycle and proliferation, 493–495
TET family of enzymes, 205

TET2 gene, 426–427
somatic acquired, 427f

TetO-controlled gene, expression of, 147–148
Tetracycline-dependent operator (tetO), 

bacterial, 147–148
Tetracycline-regulated expression systems, use 

of, 150
Tetracycline transactivator (tTA), 147–148
TFEB, 185
TFIIH, 166
TGF-β, 292

in experimental SCC, 585–586
stimulating pancreatic stellate cells, 521

TGF-β receptor type II (TGF-βRII), 245
TGF-β2 AP12009 (Trabedersen), 252t
TGFβ3, 280
TGFβ-SMAD, 497

invasion and metastasis, 497
TH1 cells, 291
TH2 cells, 291
Th17, 716–717
Therapeutic agents, genomic aberrations, and 

relevant cancers, 366t
Therapeutic index

definition of, 635
molecular basis of, 635–639

Therapeutic vaccines, 717
Thiopurine S-methyltransferase (TPMT) 

gene, 325–326
Thrombopoietin, 28, 794–797

clinical trials/applications, 794–797
forms of, 794–797

Thrombospondin-1, 260
Thymic stromal lymphopoietin (TSLP), 402
Thymidine kinase, 758
Thymidylate synthase, 637t–638t
Thyroid carcinomas, 601–608

differentiated, 601–604
medullary, 604–605
molecular mechanisms active in, 605
notifications, 606
therapeutic targeting, 606

Thyroid transcription factor 1 (TTF1), 
826–827

Tie-2–expressing monocytes (TEMs),  
258–260, 289–290

Tim-3, 733
Tissue analysis, challenges and perspectives, 

671
Tissue-associated fibroblasts, 159
Tissue inhibitors of metalloproteinases 

(TIMPs), 272
Tissue-specific antigens, 711
Tissue-specific stem cells, 157
Tissue systems biology

in cancer diagnostics/prognostics,  
376–381, 376f

immunohistochemistry, 376–377
tools to address heterogeneity in, 379–381

T-loop, 165–166
T lymphocytes, and NK cells, 802–803
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TLE1, 612
TLR-3, 740–741
TLR structure, 696
TLR subdivision and ligands, 696–697
TLS. see Translesional synthesis (TLS)
TLS repair

in Fanconi anemia (FA) cells, 58
with XP-variant disease, 58

TNF receptor, 718
TNFR1, 215

ligation of, 219
Tobacco

carcinogens in, 105t
factor in cancer risk, 105–106

Tobacco smoke, 318–319
Tobacco smoke–induced lung cancer, 820

risk of, 105–106
Tobacco smoking, 470
Toll/IL-1 nal transduction, 696
Toll-interleukin-1 receptor domain-containing 

adaptor protein (TIRAP), 429
Toll-interleukin receptor (TIR), 440–441
Toll-like receptors (TLRs), 216, 695–696, 

696f, 718, 740–741
Toolbox

for deletion or genetic modification of 
endogenous genes in mice, 149f

for transgenic control of gene expression 
and protein function in genetically 
modified mice, 148f

Tools to address heterogeneity in tissue 
systems, 379–381

Topoisomerase I inhibitors, 637t–638t, 645, 
651

Topoisomerase II inhibitors, 400, 637t–638t, 
644–645

Topotecan, 645
TOR (target of rapamycin), 180

role of, in building cell mass, 186
Toxic genes, killing cancer cells by delivering, 

759
Toxicity, dose escalation/de-escalation 

decisions with, 665t
TP53 gene, 319–320, 486, 493–495, 576t

cell cycle and proliferation, 493–495
inactivation of, 35
mutation of, 360, 411, 575
as TSG, 37

TP53 tumor suppressor gene, 462
deletions in, 462
mutations in, 462

TP63 gene, 496–497
differentiation and mesenchymal transition, 

496–497
T regulatory cells, in human cancers, 703–704
Trabedersen. see TGF-β2 AP12009
TRADD adapter, 215
Traditional design, 664–665, 664f

modifications to, 665–666
Transaminases, 200–201
Transcription, 772t

Transcription activator-like effector nucleases 
(TALENs), 132f

advantage of using, 141
Transcription factor HIF1, 203–204
Transcription factors in AML, mutations 

disrupting the, 422–425
Transcription inhibitors, 637t–638t
Transcriptome profiling, 477
Transcriptomics, 300f

of breast cancer, 525
Transfection, 5
Transferrin, 336–337
Transforming growth factor β (TGF-β), 240, 

717
Transforming growth factor β (TGFβ) 

pathway, 497
Transgenesis, 133
Transgenic mice, 147–148, 684, 714
Transgenic mouse models of pancreatic 

adenocarcinoma, 515–516
Transgenic overexpression, 146
Transient knockdown techniques, 133
Translation, 772t
Translesional synthesis (TLS), 49t, 52

error-prone process, 53
process of, 52
schematic model of, 53f

Translocation, 358t
Translocation renal cell carcinoma, 561

2004 WHO classification of RCC, 562t
Transmembrane TK receptor, 485
Transport, 274–275
Trastuzumab (Herceptin), 529, 623–624, 641, 

671, 687t
Trastuzumab emtansine, 688
Treatment failure, pharmacologic and 

physiologic causes of, 651–652
TREG cell, 287t
Treponema pallidum, 621
Tricarboxylic acid (TCA) cycle, 191, 198f

as a biosynthetic hub, 198–199
citrate, 198–199
metabolites, 199–201
rearrangements, 201

Trifunctional antibodies, 691
Triple-negative breast cancer (TNBC), 

524–525
Tryptophan dioxygenase (TDO), 716–717
TS. see Tuberous sclerosis (TS)
TSC complex, 182
TSC1 or TSC2 gene, mutation in, 182
TSH receptor, 605
TSP-l, as molecular scaffold, 264
Tuberin, 182
Tuberous sclerosis (TS), 562t
Tuberous sclerosis complex (TSC), 189, 

414t–415t
β-tubulin, 656
Tubulin polymerizing and microtubule-

stabilizing drugs, mechanism of action 
of, 656f

Tumor, 243, 244f, 710
heterogeneity, 369
with hypermethylation, 509
index, 549–550
invasive and metastatic behaviors of, 14–16
from somatic disruption of DNA repair 

pathways, 58
system processes and biomarkers, key, 370t

Tumor, node, metastasis (TNM) staging 
system, 491

Tumor angiogenesis, 16f, 257–268
cellular development of, 259f
critical signaling factors, targets for therapy, 

260–264, 266–267
and growth, correlation between, for 

angiogenic molecules, 531–532
process of, 16
targeting, in patients, 264–266
vascular development, 257–260, 531–532

Tumor antigen, 98, 699, 711
Tumor-antigen–specific T cells, 699
Tumor-antigen–specific vaccines, 821
Tumor architecture genes, tumor invasion and, 

555–556
Tumor-associated macrophages (TAMs), 249, 

281, 287–288, 715–716
Tumor-cell access, tumor killing by improving, 

765
Tumor-cell heterogeneity, single cell analysis 

and, 309–310
Tumor cells, 241, 274, 753

arrested, 275
behavior of, 274
with cytokine genes, 720
with defective DNA repair, 47
with normal cells, 8
for replication of Delta-24, 763
stimulating unregulated proliferation of 

autocrine fashion in, 789
visualization of, 274–275

Tumor cellularity, 349–350
Tumor DNA, examination of, 119
Tumor environment, immune, vascular, and 

stromal cells in, 152
Tumor immune resistance

additional checkpoints participate in, 732f
and tolerance, 732–734

Tumor incidence, and chronic inflammation, 
285–287

Tumor-infiltrating fibroblasts (TIF), 596
Tumor-infiltrating lymphocytes (TILs), 597–598

from melanoma, 701f
Tumor-initiating cells. see Cancer stem cells 

(CSCs)
Tumor initiation, role of microenvironment 

during, 239–256
Tumor intrinsic assessments, 363–364
Tumor invasion, 270

steps of, 270f
and tumor architecture genes, 555–556
for tumor cells, 270
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Tumor metastasis, role of microenvironment 
during, 239–256

Tumor microenvironment, 159f, 243–250, 
486, 716f, 797

in cell lines, primary cells and, 373–375
cellular components of, that influence CSC, 

160–161
colonization and interactions with, 

280–282
drugs developed, 252t
initiation, 244–246, 246f
metastasis, 249–250
in metastasis, 239–256
other cell types contributing to, 248–249
progression, 246–249
promotes drug resistance, 251
targeting of, 251–253

Tumor models, spontaneous and mutagen-
induced, 146

Tumor necrosis factor (TNF), 759
Tumor necrosis factor α(TNFα), 518
Tumor necrosis factor-β (TNF-β), 276
Tumor necrosis factor (TNF) receptor 

(TNFR) superfamily, 215
Tumor organ, 242–250
Tumor phenotypes, multiplicity of, 586
Tumor progression, 118, 160, 269f

role of microenvironment during, 239–256
Tumor promoters, 117

chemical structure of, 117f
examples of, 118

Tumor-reactive lymphocytes, 701
Tumor sampling, standardization of, 671
Tumor-selective expression, examples of, 711
Tumor self-seeding, 279–280
Tumor-specific antigens, from mutation, 710
Tumor-specific T cells, 710
Tumor stroma, 520–521, 653, 690–691
Tumor suppression

autophagy-mediated, 222–223, 223f
complications of, 37–39
epigenetic mechanisms involved in, 44f
epigenetic modifications and, 43–45

Tumor suppressor function, loss of, 536–538
Tumor suppressor genes (TSGs), 35–46, 38t

candidate oncogenes and, 536
concept of, 36
discovery of, 8–11
functions of, 12
from heterozygous state, 10
historical perspective, 36–37
inactivation of, 499, 566–568
null alleles of, 8
peculiarity of, 9–10
proto-oncogenes and, 116t
proto-oncogenesis and, 575t

Tumor suppressor protein, 785
Tumor suppressors, 130–133, 139–140

loss of, 518–519
oncogenes and, implicated in prostate 

cancer, 551t

Tumor tissues, pharmacodynamic analysis of, 
671

Tumor transplantation experiment, 135f
Tumor vaccines, genetically modified, 

720–721
Tumor vasculature, 258–260

development of, 578–579
disorganized nature of, 259f
irregular pattern and organization of, 262f

Tumor viruses, identification of, 79–80
Tumorigenesis, 229, 285–286, 827

description of, 14
multistep, 6–8, 7f

Tumstatin, 260, 264
Turcot syndrome, 501t, 502

exhibit autosomal dominant or autosomal 
recessive inheritance, 58

Two-hybrid screens, 136–137
Type I collagen, and cancer progression, 243
Type I IFN lack introns, genes for, 740
Type I IFN signaling, 749–750
Type III IFN, 739–740
Tyrosinase, 711
Tyrosine kinase domain, 21
Tyrosine kinase growth factor receptors, 539
Tyrosine kinase inhibition (TKI), 782–783
Tyrosine kinase inhibitors (TKIs), 530, 606
Tyrosine kinase receptor c-kit (KIT), 614, 616
Tyrosine kinase receptors, 400

activation of, 41–42
signaling pathways of, 22–26

Tyrosine phosphorylation, of carboxyterminal, 
21

U
Ubiquitin, 173
Ubiquitination, 173
Ubiquitination-proteasome pathway, 782f
UCN-01, checkpoint inhibitor, 177
UDP-glucuronosyltransferase (UGT), 122, 

678–679
Ulcerative colitis, chronic inflammatory 

disease, 507
ULK1/ATG1, 185
ULK1 complex, 222
Ultraconserved regions, 771
Untranslated region (UTR), 772t
Upstream activating sequence (UAS), 134
Urokinase plasminogen activator, PLAU gene 

encodes, 556
Urokinase-type plasminogen receptor 

(UPAR), 578
UTX, 461
UTX/KDM6A, 567, 567f

V
Vaccination, 126
Vaccine vectors, growing armamentarium of, 

724–726

Vaccines, 820–821
adjuvants for, in animal models, 698–699

Vaccinia, 761
Validation, of pharmaceutical targets and 

preclinical trials, 152
Vandetanib, 606
Variable fragment (Fv), 683
Vascular cell adhesion protein 1 (VCAM-1), 

281
Vascular development, events in, 258f
Vascular endothelial cells, 257
Vascular endothelial growth factor (VEGF), 

138–139, 161, 203, 260, 487, 530–
532, 563–564, 569–570, 578–579, 
637t–638t, 640, 690–691, 811

based therapies, 265–266
central role, 261
expression of, 261–263
for normal brain vasculature, 578–579
sink for, 261

Vascular permeability factor (VPF), 261, 
531–532

Vasculogenesis, 257
Vasculogenic mimicry, 161
Vectors, viruses and, 753
VEGF, 497

invasion and metastasis, 497
VEGF-dependent tumor angiogenesis, 261
VEGF homologues, in mammals, 263
VEGF receptor, 637t–638t
VEGF-trap, 640
VEGFR, 637t–638t
Velcade. see Bortezomib; PS-341
Vemurafenib, 31–33, 626, 629, 642, 670

mechanisms of resistance to, 629t
Vesicular stomatitis virus (VSV), 760
Vessel normalization, 265–266
VHL protein function, 563
Vinblastine, 647–648
Vinca alkaloids, 622, 637t–639t, 646–647, 656
Vinorelbine, 647–648
Vinyl chloride, for production of polyvinyl 

chloride, 122
Vinyl chloride biotransformation, 122
Viral genes, in cervical cancer, 84
Viral oncology, history of, 79–81
Viral vectors, 765
Virchow, R., 257
Virus-host cell interactions, 81–82, 88–89
Virus-induced cancers, case of, 16
Virus like particles (VLPs), 87–88
Virus-producing cells (VPCs), 758
Viruses

cancer-causing, 3
engineered, 724–725, 761–763
features of, 724–725
and liver cancer, 92–95
replicate in cancer cells, 760–761

Vismodegib (Erivedge), 643
VLP vaccines, issues of, 88
V-mpl oncogene, 28
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Von Hippel-Lindau disease (VHL), 203, 407, 
562, 562t

mouse models of, 564–565
Von Hippel-Lindau syndrome (VHLS), 

414t–415t
Von Hippel-Lindau (VHL) tumor, 261
Von Hippel-Lindau (VHL) ubiquitin ligase, 

loss-of-function mutations of, 203
Von Recklinghausen’s neurofibromatosis, 24
Vorinostat, 646
VPF. see Vascular permeability factor (VPF)
V-src product, 20

W
WAGR syndrome, 414t–415t

with constitutional deletions of 
chromosome 11q13, 408–409

Warburg effect, 194–196, 636–638
paradox of, 195–196

Watson-Crick pairing, 772t
WD repeats, 140–141
Wee1

cytosolic enzyme, 166
versus Myt1, 166

Wee2, 137–138
Werner syndrome, 414t–415t
White blood count (WBC), 789
Whole-cell cancer vaccine, strategies of, 700
Whole-cell tumor vaccines, 718
Whole-exome sequencing (WES), 321–322
Whole-genome amplification (WGA), 309–310
Whole-genome paired-end shotgun 

sequencing, 347–349
Whole-genome sequencing (WGS),  

319–320, 351–352, 680
Wild-type p53, in lung cancer cells, 486

Wilms tumor (WT), 408–409
clinical presentation and pathology, 408
genetics, 408–409

Wnt/β-Catenin signaling pathway, 424, 605
Wnt inhibitory factor-1 (Wif-1), 552
Wnt ligand-mediated signaling, 503–504, 

503f
Wnt pathway, 159–160, 519, 583–584

components of, 30
Wnt signaling, 30, 204, 323

and β-catenin, 552
Wolf-Hirschhorn syndrome (WHSC1), 456
Woodchuck hepatitis virus (WHV), 92
World Health Organization (WHO), 561, 

574–575
classification of lymphoid neoplasms, 434t

Wound, microenvironment, 243
Wound healing, 160–161

aspect of normal, 243
WT. see Wilms tumor (WT)
WT1, of Wilms tumors, 409

X
X-chromosome, inactivation of, 69
X protein, 94
Xenobiotic metabolism, 535–536
Xenograft tumor models, of preclinical test, 152
Xenografts

cell-line, 488
and orthotopic models, 146
patient-derived, 488

Xenotropic murine retrovirus (XMRV), 
745–746

Xeroderma pigmentosum (XP), 35, 48, 324, 
414t–415t

of inborn cancer susceptibility syndromes, 11

Xgeva. see Denosumab
X-linked inhibitor of apoptosis protein 

(XIAP), 216
X-linked lymphoproliferative disease type 1 

(XLP-1), 88–89
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